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Abstract. For a given reachable automaton \( A \), we prove that the (state-)endomorphism monoid \( \text{End}(A) \) divides its characteristic monoid \( M(A) \). Hence so does its (state-)automorphism group \( \text{Aut}(A) \), and, for finite \( A \), \( \text{Aut}(A) \) is a homomorphic image of a subgroup of the characteristic monoid. It follows that in the presence of a (state-)automorphism group \( G \) of \( A \), a finite automaton \( A \) (and its transformation monoid) always has a decomposition as a divisor of the wreath product of two transformation semigroups whose semigroups are divisors of \( M(A) \), namely the symmetry group \( G \) and the quotient of \( M(A) \) induced by the action of \( G \). Moreover, this division is an embedding if \( M(A) \) is transitive on states of \( A \). For more general automorphisms, which may be non-trivial on input letters, counterexamples show that they need not be induced by any corresponding characteristic monoid element.

1. Preliminaries

An automaton is a 3-tuple \( A = (X, \Sigma, \delta : X \times \Sigma \to X) \), with state set \( X \), input alphabet \( \Sigma \), and state-transition function \( \delta \), which given a state and input letter returns the next state. This action on \( X \) by symbols \( \Sigma \) naturally extends to words, i.e. sequences of symbols, by applying the symbols sequentially from left to right. An automaton is said to be finite if its state and input set are finite. Write \( x \cdot a \) for \( \delta(x, a) \) for \( x \in X, a \in \Sigma \), and extend this inductively to words \( w \in \Sigma^* \) by \( x \cdot aw = (x \cdot a) \cdot w \), where the empty word acts as the identity. (NB: \( \Sigma^* \) is the free monoid on the
alphabet $\Sigma$, consisting of finite words over $\Sigma$ under concatenation, while $\Sigma^+$ is the free semigroup consisting of non-empty words.) The transition monoid (or characteristic monoid) of $\mathcal{A}$ is $M(\mathcal{A}) = \Sigma^*/\equiv$, where $w \equiv w'$ if $x \cdot w = x \cdot w'$ for all $x \in X$, $w, w' \in \Sigma^*$. A state $y$ is reachable (or accessible) from a state $x$ if there exists a word $w \in \Sigma^*$ such that $x \cdot w = y$.

We say $\mathcal{A}$ is generated by a state $x_0$ if each state of $\mathcal{A}$ can be reached from $x_0$. We then say $x_0$ is an ‘initial state’ from which all other states are reachable. We sometimes then say that (all of) $\mathcal{A}$ is ‘reachable’ from $x_0$. If each state of $\mathcal{A}$ has this property, the automaton is said to be strongly connected. In this paper, we shall henceforth restrict attention to automata all of whose states are reachable from some initial state.

Let $\mathcal{A} = (X, \Sigma, \delta)$ and $\mathcal{B} = (Y, \Sigma', \delta')$ be automata with characteristic monoids $M$ and $M'$. A pair of functions $(\pi, \theta)$ with $\pi : X \rightarrow Y$ and $\theta : \Sigma \rightarrow \Sigma'$ is a homomorphism of automata if $\pi(x \cdot s) = \pi(x) \cdot \theta(s)$ holds for all $x \in X$ and $s \in \Sigma$. It is an endomorphism of $\mathcal{A}$ if it maps $\mathcal{A}$ to itself, i.e. $B = A$. If $\pi$ and $\theta$ are bijective, then it is an isomorphism. An endomorphism which is also an isomorphism is called an automorphism. A morphism of automata is called a state-morphism (state-endomorphism, state-automorphism, etc.) if $\Sigma = \Sigma'$ and $\theta$ is the identity function; that is, all input letters are fixed under the morphism. Let $End^*(\mathcal{A})$ denote the monoid of endomorphisms of $\mathcal{A}$. Let $Aut^*(\mathcal{A})$ denote the group of automorphisms of $\mathcal{A}$. Let $End(\mathcal{A})$ and $Aut(\mathcal{A})$ be their submonoid and subgroup, respectively, consisting just of state-morphisms.

A transformation semigroup $(X, S)$ is a set $X$ and subsemigroup $S$ of the semigroup $X^X$ of all functions from $X$ under function composition as the associative operation. If $S$ consists of permutations of $X$, then $(X, S)$ is a permutation group. If $s \in S$ and $x \in X$, we write $x \cdot s$ for $s(x)$. The permutation group $(G, G)$ is the right regular representation of $G$, where $G$ acts on itself by right multiplication. For any automaton $\mathcal{A} = (X, \Sigma, \delta)$ with have its associated transformation semigroup $(X, S(\mathcal{A}))$ with $x \cdot [w] = x \cdot w$ for all $x \in X$ and $[w] \in S(\mathcal{A}) = \Sigma^*/\equiv$, and its associated transformation monoid $(X, M(\mathcal{A}))$ with $M(\mathcal{A}) = \Sigma^*/\equiv$, which includes the identity mapping on $X$. Note that we can always regard a transformation semigroup or monoid $(X, S)$ as an automaton with input letters $S$ and transition function $\delta(x, s) = s(x)$.

The wreath product $(X, S) \wr (Y, T)$ of transformation semigroups is the transformation semigroup $(X \times Y, W)$ where

$$W = \{(s, f) : s \in S, f \in T^X\},$$

whose elements map $X \times Y$ to itself as follows

$$(x, y) \cdot (s, f) = (x \cdot s, y \cdot f(x))$$
for $x \in X, y \in Y$. Here $T^X$ is the semigroup of all functions $f$ from $X$ to $T$ (under pointwise multiplication), and we have write $y \cdot f(x)$ for the element $f(x) \in T$ applied to $y \in Y$. The wreath product of permutation groups is again a permutation group. The wreath product construction is associative on the class of transformation semigroups (up to isomorphism). A morphism of transformation semigroups is defined in the obvious way. One transformation semigroup divides another, $(X, S) \preceq (Y, T)$, if $(X, S)$ is a homomorphic image of a substructure of $(Y, T)$: precisely, there exists a subset $Z \subseteq Y$ and a subsemigroup $U \leq T$, with a surjective function $\theta_1 : Z \to Y$ and a surjective homomorphism $\theta_2 : U \to S$ such that $\theta_1(z \cdot u) = \theta_1(z) \cdot \theta_2(u)$ for all $z \in Z$ and $u \in U$. (NB: $U$ is a subsemigroup of $Y^Y$, but not necessarily of $Z^Z$, as distinct elements of $U$ might map $Z$ to itself in the same way.) We write $(X, S) \preceq (Y, T)$ and call the division and embedding if $\theta_1$ and $\theta_2$ are injective. Similarly for semigroups, we write $S \preceq T$ if $S$ embeds in $T$. We write $S \preceq T$ and say $S$ divides $T$, if $S$ is a homomorphic image of some subsemigroup $U$ of $T$, i.e., $S \hookrightarrow U \preceq T$. For more details on the basics of transformation semigroups and algebraic automata theory, see e.g. [KRT68, Eil76, DN05, Rho10].

2. State-Homomorphisms of Reachable Automata

From now on we consider only state-homomorphisms and reachable automata unless otherwise stated. We show that a morphism is completely determined by how it acts at an initial state.

Lemma 1. Let $\pi : A \to B$ be a morphism of automata and suppose $A$ is reachable from some state $x_0$. Then $\pi$ agrees with another such morphism $\pi'$ at $x_0$ if and only if $\pi = \pi'$.

Proof: Let $x$ be any state of $A$. Then $x = x_0 \cdot s$ for some $s \in M(A)$, whence

$$\pi(x) = \pi(x_0 \cdot s) = \pi(x_0) \cdot s = \pi'(x_0) \cdot s = \pi'(x_0 \cdot s) = \pi'(x).$$

$\square$

Corollary 2. There can be at most $|Y|$ distinct automata morphisms from $A = (X, \Sigma, \delta)$ to $B = (Y, \Sigma', \delta')$.

These results can be used to construct efficient algorithms for calculating all morphisms, further improving backtrack based search techniques for transformation semigroups [ABMN10].
Proposition 3. The (state-)endomorphism monoid \(\text{End}(A)\) of an automaton \(A\) is a homomorphic image of a certain submonoid \(J\) of the characteristic monoid of \(A\): \(M(A) \geq J \xrightarrow{\alpha} \text{End}(A)\).

Proof: First define a certain submonoid of \(M = M(A)\) consisting of all elements of \(M\) that act like some endomorphism of \(A\) at the generating state \(x_0\):

\[
J = \{ s \in M : x_0 \cdot s = \pi(x_0) \text{ for some } \pi \in \text{End}(A) \}.
\]

We call \(J\) the Fleck submonoid of the characteristic monoid \(M(A)\). To see that this is really a submonoid, observe (1) that corresponding to identity endomorphism the identity element of \(M(A)\) is in \(J\), and (2) \(J\) is closed under multiplication: Take \(s_1, s_2 \in J\). By definition, for \(i \in \{1, 2\}\), we have some \(\pi_i \in \text{End}(A)\) such that \(x_0 \cdot s_i = \pi_i(x_0)\). Now

\[
x_0 \cdot s_1 s_2 = (x_0 \cdot s_1) \cdot s_2 = \pi_1(x_0) \cdot s_2 \text{ by choice of } \pi_1 = \pi_1(x_0) \cdot s_2 \text{ since } \pi_1 \text{ is an endomorphism} = \pi_1(\pi_2(x_0)) \text{ by choice of } \pi_2
\]

Therefore, since \(\pi_1 \pi_2 \in \text{End}(A)\), we have that \(s_1 s_2 \in J\). Note: the action of the characteristic monoid is on the right of states, while the action of endomorphisms or automorphisms is on the left of states.

Now define \(\alpha : J \to \text{End}(A)\) by \(\alpha(s) = \pi\) where \(x_0 \cdot s = \pi(x_0)\), with \(\pi \in \text{End}(A)\). (NB: \(\pi\) exists by definition of \(J\).) The function \(\alpha\) is well-defined by Lemma 1.

Moreover, the above calculation shows that \(\alpha(s_1) = \pi_1\) and \(\alpha(s_2) = \pi_2\) implies that \(\alpha(s_1 s_2) = \pi_1 \pi_2\). So since \(\alpha(1_{M(A)}) = \text{the identity morphism},\( \alpha\) is a monoid homomorphism.

Finally, given \(\pi \in \text{End}(A)\) consider the state \(\pi(x_0)\). By reachability, there is some \(s \in S\) with \(x_0 \cdot s = \pi(x_0)\), whence \(s \in J\) and \(\alpha(s) = \pi\). This proves \(\alpha\) is surjective.

\[\square\]

Proposition 4. The (state-)automorphism group \(\text{Aut}(A)\) of an automaton \(A\) is a divisor of \(M(A)\), a homomorphic image of a submonoid of the characteristic monoid of \(M(A)\).

Proof: The proof of this is exactly like that of Proposition 3 except that one replaces \(\text{End}(A)\) by \(\text{Aut}(A)\) the word ‘endomorphism’ by ‘automorphism’ throughout. Alternatively, this is immediate from the proposition since \(\text{Aut}(A)\) is the group of units of \(\text{End}(A)\).

\[\square\]

The following lemma is well-known (e.g. Proposition 1.11. in [DN05]).
Lemma 5. Let $S$ be a finite semigroup.

1. If $S$ maps homomorphically onto a group $G$, then there is a subgroup $\tilde{G}$ of $S$ mapping onto $G$.

2. If a group $G$ divides $S$, then $G$ divides a subgroup of $S$.

Proof: Suppose $\varphi : S \rightarrow G$. Then the collection of subsemigroups of $S$ mapping onto $G$ under $\varphi$ is obviously non-empty. Let $\tilde{G}$ be a member of this collection minimal under inclusion. (It must exist by finiteness.) Then $\tilde{G}\tilde{G}$ is a subsemigroup with the same property and is contained in $\tilde{G}$. Whence, by minimality, $\tilde{G}\tilde{G} = \tilde{G}$. By finiteness, $\tilde{G}$ contains an idempotent $e^2 = e$ since any finite semigroup does. By minimality $e\tilde{G}e = \tilde{G}$, and $e$ is thus a left- and right-identity for all elements of $\tilde{G}$, thus $\tilde{G}$ is a monoid. To show that inverses exist take $t \in e\tilde{G}e$, and $e'$ be the unique idempotent power of $t$ (which exists again by finiteness). Then with same reasoning $e\tilde{G}e = e'\tilde{G}e'$, for which both $e'$ and $e$ are clearly left- and right- identity elements, and so $e = ee' = e'$, therefore $e = e'$. Thus for each $t$ there exists $n > 1$ such that $t^n = e$, so $tt^{n-1}t = t^{n-1}t = e$. So $\tilde{G}$ is a group mapping homorphically onto $G$. The second assertion is a trivial consequence of the first.

Corollary 6. The (state-)automorphism group $\text{Aut}(\mathcal{A})$ of a finite automaton $\mathcal{A}$ is a homomorphic image of a subgroup of its characteristic monoid $M(\mathcal{A})$.

Proof: This follows from the Proposition 4 by Lemma 5 and finiteness of $M(\mathcal{A})$.

Remark. Propositions 3 and 4 and Corollary 6 are due to the second named author based on streamlining and generalizing the methods of [Fle65].

Corollary 6 is the generalization of the result of Fleck [Fle65, Theorem 2.4] from strongly connected automata to those each of whose states are accessible from some initial state. That the result for reachable automata is not a vacuous generalization can be clearly seen by many examples of non-trivial state-automorphisms of automata which are not strongly connected.

Examples 7. Reachable automata $\mathcal{A}_1$, $\mathcal{A}_2$, and $\mathcal{A}_3$ with state set $X = \{1, 2, 3, 4\}$, input symbols $\Sigma = \{a, b\}$, and initial state 1: Each automorphism group $\text{Aut}(\mathcal{A}_i) \cong \mathbb{Z}_2$ for $1 \leq i \leq 3$, and it is also true that $\mathbb{Z}_2 \leq M(\mathcal{A}_i)$, as $a$ is a transposition. These automata are not strongly connected, as from states $\{3, 4\}$ there is no way to states $\{1, 2\}$. All automorphisms of these automata are state-automorphisms.
Reachable, but not strongly connected automata with automorphism group $\mathbb{Z}_2$.

3. Internal versus External Automorphisms

3.1. Internal Symmetries

Now we can answer the question ‘What is the relation between the automorphism group of the automata and some subgroups of its characteristic monoid?’ The results of the previous section can be interpreted as saying that all state-automorphisms are ‘internal’, i.e. arise through a homomorphism from some group element inside the characteristic monoid. Similarly, Proposition 3 can be interpreted as saying that all state-endomorphisms are ‘internal’, i.e. arise from some monoid element inside the characteristic monoid.

There is also a very fine distinction amongst internal automorphisms. Being internal does not necessarily mean that an automorphism can be realized by directly by the action of an element of the characteristic semigroup on the states of $\mathcal{A}$, but it is always realized as the image of an element of the Fleck monoid under the map $\alpha$ defined previously.

Examples 8. Let $\mathcal{A}_1$, $\mathcal{A}_2$, and $\mathcal{A}_3$ be the automata from the Examples 7. Then $M(\mathcal{A}_1)$ is

$$\{a = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 2 & 1 & 3 & 4 \end{pmatrix}, b = ba = \begin{pmatrix} 2 & 3 & 4 \\ 3 & 4 & 3 & 4 \end{pmatrix}, ab = b^2 = \begin{pmatrix} 2 & 3 & 3 & 4 \\ 4 & 3 & 3 & 4 \end{pmatrix}, id = a^2 = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 1 & 2 & 3 & 4 \end{pmatrix}\}.$$
and $\text{Aut}(\mathcal{A}_1)$ is the order 2 cyclic group $\mathbb{Z}_2$ generated by $(1, 2)(3, 4) (= (1 2 3 4) \text{ written in transformation notation})$, which is not an element of the characteristic monoid. Similarly, $\text{Aut}(\mathcal{A}_3) = \langle (1, 2)(3, 4) \rangle \cong \mathbb{Z}_2$, and no letter or word of $\mathcal{A}_3$ realizes this permutation. However, $\text{Aut}(\mathcal{A}_2)$ is also $\mathbb{Z}_2$ but generated by $(1, 2)$ which is $a = (1 2 3 4)$, a transformation corresponding to an input symbol of $\mathcal{A}_2$. Although the automorphism groups are internal in all three cases, the automorphisms are realized by input words for $\mathcal{A}_2$, but not for $\mathcal{A}_1$ or $\mathcal{A}_3$. Nevertheless, in each case $\text{Aut}(\mathcal{A}_i) = \text{Aut}^*(\mathcal{A}_i) = \langle \alpha(a) \rangle$, where the action of the one-letter word $a$ at state 1 determines the generator (as in Proposition 3).

3.2. External Symmetries

There exist automorphisms of automata which are not state-automorphisms. An automorphism or endomorphism which is not the identity on inputs cannot be realized by applying words to states since these have no effect on input letters. These automorphisms are in a sense ‘external’.

Example 9. The flip-flop is a 2-state identity-reset automaton.

![Flip-flop automaton](image)

Flip-flop automaton $\mathcal{F}$ with two states, and three input letters: the identity map and two resets.

The automorphism $(\pi, \theta)$ with $\pi(1) = 2, \pi(2) = 1, \theta(a) = b, \theta(b) = a$, and $\theta(1) = 1$ generates the automorphism group $\text{Aut}^*(\mathcal{F}) = \mathbb{Z}_2$, while $M(\mathcal{F})$ is aperiodic (has no nontrivial subgroups).

Caveat: The group of general automorphisms need not divide the characteristic monoid of the automaton. Here in Example 9, $\text{Aut}^*(\mathcal{F}) \not\preceq M(\mathcal{F})$. A symmetry of the diagram of the automaton does not entail the existence of non-trivial subgroups in the characteristic monoid of the automaton, unless these symmetries are internal automorphisms (i.e., the identity on input letters).

4. Symmetries and Wreath Product

The presence of a non-trivial symmetry group of state-automorphisms permits better understanding of an automaton’s structure. Formally, the ‘better understanding’ corresponds to a wreath product decomposition.
4.1. Quotient of an Automaton by a Group of Symmetries

Let \( A = (X, \Sigma, \delta) \) be an automaton and let \( G \) be a group of symmetries (via state-automorphisms) of \( A \). An equivalence relation on \( X \) is given by \( x \equiv x' \) iff there exists an symmetry \( \pi \in G, \pi(x) = x' \). Denote by \([x]\) the set of all states \( x' \in X \) equivalent to \( x \) under the action of \( G \). Let \( X^G = \{[x] : x \in X\} \) be the set of orbits under the action of \( G \), i.e., the partition blocks of this equivalence relation. Let \([x] \cdot a = [x \cdot a]\) for each \([x] \in X^G \) and \( a \in \Sigma \). Since \( x' = \pi(x) \) implies \( x' \cdot a = \pi(x) \cdot a = \pi(x \cdot a) \), so \( x' \cdot a \in [x \cdot a] \), the action of the inputs is well-defined on \( X^G \). We write \( \Sigma^G \) for set of the induced mappings by inputs \( \Sigma \) on the quotient set \( X^G \). Thus the quotient automaton \( A^G = (X^G, \Sigma^G, \delta^G) \) is well-defined for any group of state-automorphism symmetries \( G \), and its characteristic monoid \( M(A^G) \) is clearly a quotient of \( M(A) \).

4.2. Wreath Product Decomposition under Symmetries

The following theorem generalizes [Rho10, Fact 4.7] or the result of [Neh96, Sec. 4.2].

**Theorem 10.** Let \( A = (X, \Sigma, \delta) \) be an automaton and let \( G \leq \text{Aut}(A) \) be any group of symmetries of \( A \) consisting of state-automorphisms. Then

1. \( A \leq (X, M(A)) \leq (X^G, M(A^G)) \wr (G, G) \)

2. If \( M(A) \) acts transitively on \( X \), then this division is an embedding.

3. The group \( G \) divides \( M(A) \) and, if \( A \) is a finite automaton, then \( G \) is a homomorphic image of a subgroup of \( M(A) \).

In particular, we have the new result that the algebraic components of the decomposition, \( G \) and \( M(A^G) \), both divide \( M(A) \). Hence internal symmetries result in a decomposition into ‘pieces’ existing in the original characteristic monoid of \( A \).

**Proof:** For each \([x] \in X^G\), choose a representative \([x] \in [x]\). Then if \( x \in [x] \), there exists \( \pi \) with \( \pi([x]) = x \). Now each \( x \in X \) is then coordinatized as \(([x], \pi)\), and we have \( \varphi([x], \pi) = \pi([x]) = x \). For \( s \in \Sigma \), we lift \( s \) to \( \bar{s} \) with \(([x], \pi) \cdot \bar{s} = ([x] \cdot s, \pi \cdot \pi')\), where \( \pi' \in G \) is chosen such that \( \pi'([x] \cdot s) = [x] \cdot s \). Then \( \bar{s} \) has component action in \( M(A^G) \) at

---

1 These references treat only the transitive case, and do not include the result that the automorphism group divides the original monoid.
the top level, and component action given by \( \pi' \in G \), with \( \pi' \) depending only on \([x]\) and \(s\). It follows that

\[
\varphi(([x], \pi) \cdot \tilde{s}) = \varphi([x \cdot s], \pi \pi')
= \pi \pi'([x \cdot s])
= \pi(\pi'([x \cdot s]))
= \pi([x] \cdot s)
= \pi([x]) \cdot s
= x \cdot s
= \varphi([x], \pi) \cdot s,
\]
equation establishing (1). (2) Suppose \( M(\mathcal{A}) \) acts transitively on \( X \). Then we show \( G \) acts regularly on \( X \). For if \( x \neq x' \in X \), there exist \( s_1, \ldots, s_k \in M(\mathcal{A}) \) with \( x \cdot s_1 \ldots s_k = x' \). Then, \( \pi(x') = \pi(x \cdot s_1 \ldots s_k) = \pi(x) \cdot s_1 \ldots s_n \).

So if \( \pi \in G \) fixes any \( x \in X \), then \( \pi \) fixes all \( x' \in X \) as well. Thus, if \( \pi_1([x]) = x \) and \( \pi_2([x]) = x \) for any \( \pi_1, \pi_2 \in G \), then \( \pi_2^{-1} \pi_1([x]) = [x] \).

Therefore \( \pi_2^{-1} \pi_1 \) fixes all \( x' \in X \), and so \( \pi_1 = \pi_2 \). Thus the coordinatization of \( x \) as \((\pi, [x])\) is unique. This shows state embedding. Next we show semigroup embedding: in the lift \( \tilde{s} \) of \( s \), \( \pi' : X^G \to G \) is uniquely determined for each \([x]\) by the condition that \( \pi'([x \cdot s]) = [x] \cdot s \), since another \( \pi_2 \) with this property would equal \( \pi' \) since \( \pi_2^{-1} \pi' \) would fix \([x \cdot s]\) and hence all of \( X \). Thus lifting is injective. It follows also that it is a homomorphism of transformation semigroups. (3) follows from Proposition 4 and Corollary 6.

Theorem 10 says non-trivial state-automorphisms entail a non-trivial wreath product decomposition using only semigroups dividing the characteristic monoid. In contrast, for non-state-automorphisms, the situation is different: in the flip-flop automaton (Example 9), there is an order 2 automorphism but no corresponding wreath product decomposition with the group generated by this external symmetry as a factor, and moreover this group does not divide the characteristic monoid.
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