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Outline of a Theory of Strongly Semantic I nformation
Abstract

This paper outlines a quantitative theory of srongly semantic information (TSSl) based on
truth-values rather than probability digtributions. The main hypothesis supported in the paper
is that (i) the dassc quantitative theory of weekly semantic information (TWS) is based on
probability digtributions because (i) it assumes that truthrvaues supervene on informetion,
yet (iii) this principle is too wesk and generates a well-known semantic paradox, whereas (iv)
TSSI, according © which information encapsulates truth, can avoid the paradox and is more
in line with the standard conception of what counts as information. After a brief introduction,
section two outlines the semantic paradox entailed by TWSl, andysing it in terms of an initid
conflict between two requistes of a quantitative theory of semantic information. In section
three, three criteria of information equivalence are used to provide a taxonomy of quantitetive
agoproaches to semantic information and introduce TSSl. In section four, some further
desderata that should be fulfilled by a quantitative TSSI are explained. From section five to
section seven, TSS is developed on the basis of a cadculus of truth-vaues and semantic
discrepancy with respect to a given Stuation. In section eight, it is shown how TSSl succeeds
in solving the paradox. Section nine summarises the main results of the paper and indicates
some future developments.
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1. Introduction

“A triangle has four Sdes’: according to the classc theory of semantic information, there is
more semantic content® in this contradiction than in the contingently true statement “the earth
has only one moon”. Bar-Hilld and Carnap [1953]* were among the first to make explicit this
prima facie counterintuitive inequdity:

It might perhaps, at first, seem strange that a self-contradictory sentence, hence one which no ideal receiver
would accept, is regarded as carrying with it the most inclusive information. It should, however, be emphasized
that semantic information is here not meant as implying truth. A false sentence which happens to say much is
thereby highly informative in our sense. Whether the information it carriesis true or false, scientifically valuable

or not, and so forth, does not concern us. A self-contradictory sentence asserts too much; it istoo informative to

betrue. (p. 229).

With a little hyperbole, we may conveniently refer to it as the Bar-Hilld-Carnap semantic
Paradox (BCP).

Since its formulation, BCP has been recognised as an unfortunate, yet perfectly
correct and inevitable consequence of any theory of weakly semantic information (TWSI;
more on TWS! in section 2). As a consequence, the problem has often been either ignored® or
tolerated* as the price of an otherwise vauable approach. Sometimes, however, attempts have
been made to circumscribe its counterintuitive consequences. This has happen especidly in
Information Systems Theory (Winder [1997])—where condgtency is an essentiad condraint
that must remain satisfied for a database to preserve data integrity—and in Decison Theory,
where inconsgent information is obvioudy of no use to a decison maker. In these cases,
whenever there are no possble modes that satisfy a satement or a theory, ingdead of
assigning to it the maximum quantity of information, three srategies have been suggested:

1) assgning to dl inconsgent cases the same, infinite information vaue (Lozinskii [1994)).
This is in line with an economic gpproach, which defines x as impossble if and only if that x

has an infinite price;



2) diminating dl incondgent cases a priori from congderation, as impossble outcomes in
decisonrmaking (Jeffrey [1990]). This is in line with the syntactic approach developed by the
statistical theory of signals transmission® (STST, more on thisin amoment);

3) asgning to dl inconsigent cases the same zero information vaue (Mingers [1997],
Aisbett and Gibbon [1999]).

The latter approach is close to the one developed in this paper. Informaly, the generd
hypothess is that BCP indicates that something has gone essentidly amiss with TWSI. TWS
is based on a semantic principle that is too wesk, namey that truth-vaues supervene on
information (see the quotation above). A semanticaly stronger approach, according to which
information encapsulates truth, can avoid the paradox and is more in line with the ordinary
conception of what counts as information.®

The actua viability of an dternative to TWS is, of course, another matter. In this
direction, however, STST dready provides some initid reassurance. STST identifies the
quantity of information associated with, or generated by, the occurrence of a sgnd (an event
or the redistion of a dae of dfars) with the dimination of posshilities (reduction in
uncertainty) represented by that signd (event or sate of affars).” Now in STST no
counterintuitive inequaity comparable to BCP occurs, and the line of argument in this paper
will be that, as in the case of STST, a theory of strongly semantic information (TSSl), based
on dethic and discrepancy vaues rather than probabilities, can dso successfully avoid BCP,
athough for quite different reasons.

Before deveoping TSSl, a note on the terminology, the concepts and the assumptions
used in the paper is in order. In what follows, the term “infon” and the symbol s (Devlin
[1991]) will be used to refer to discrete items of information, irrespective of their semiotic
code and physcd implementation. This is in line with common practice in Al, Computer

Science and ICT (information and communication technology), where the expression



“information resources’ is used to refer to information in different formats, eg. hard copy or

digita texts, graphics, maps, tabular data etc. (Heck and Murtagh [1993]). Some basic

concepts beonging to dtuation logic will dso be adopted, ill following work done by

Devlin [1991], who aticulates and defends a theory of semantic information, understood

extensondly, in terms of gtuation logic principles first developed by Bawise and Pery

[1983]. Findly, the following three principles of communication theory will be assumed

without further judtification:

a) every s-source that generates, sends or transmits s is treated as a bona fide source of
information;

b) when it gppears that s can have a higher or lower degree of informativeness, it is
attributed the highest of such degrees;

c) thechannd of communication of s istreated asidedlly noisdess.

The primary am of these principles is to shift the burden of proving that s is not maximaly

informative from the sender to the recaiver. They make it possble to set aside both error

andysisissues and problems of a sceptica nature that would be out of place in this context.

2. The Bar-Hillel-Carnap Paradox

According to TWSI, the semantic content CONT) of an infon s can be identified negatively®
with the st of al the descriptions of the possible states of the universe that are excluded by
S:

1 CONT(S) =ger, the set of al state-descriptions inconsistent with s

Suppose E is a probabilisic experiment® in which infons are messages formulated by a
source, using the standard language of set theory and dassic, firg-order logic with identity, to
describe a domain of three individua congtants D = {a, b, ¢} and 2 predicates ether affirmed

or negated {G, H}, in such a way that each individua (e.g. each figure of the plane) is either



G or -G (eg. four-sded or not), and either H or -H (e.g. right-angled or not). E dlows the
formulation of 12 different aomic messages, according to the scheme F(x). Atomic
messages are incomplete state-descriptions of E. Complex messages can have any length, but
a complete state-description is a message s condgding of a conjunction of 6 different and
congstent atomic messages. Each conjunctive message s denotes one of the n possble states
of E's universe. Since in E the number s of types of predicates is 2 and the length | of a
message s is 6, the number of distinguishable messagesis s = 64.

E is a microworld whose totd posshility is 1. Its fixed and finite sample space can be
described ether ontologicaly, as the sat of all possble sates W = {wy, Wa, ..., Wes}, OF
semanticaly, as the st of dl jointly exhaudtive and mutudly exclusve messages S = {s1, S2,
..., Sea} (see Table 1).2° Three direct consequences of [1] arethat:

i) the induson of any other aomic message in ay s; 1 S would necessarily result in s;
becoming inconsgtent. Thus, Bar-Hillel and Carnap [1953] describe S as the sat of al, most
drongly synthetic messages in E. Each s; is inconggent with any other message in S, and
any other conjunctive message that logicdly implies, or is dronger than, any s; is sdf-
contradictory;

i) the st of dl messages inconsgent with a tautology is empty, therefore any tautology (T)
has minimum semantic content,* thet is

2 CONT(T) = MIN

i) dnce ay message is incondgent with a contradiction (*), any contradiction has
maximum semantic content,? thet is

BCP CONT(® ) = MAX

In BCP, two fundamenta requisites of a quantitative theory of semantic information appear

to be in conflict. In section 7, we shdl see tha ther reation is actudly somewhat more



complex, but a the moment it is sufficient to andyse it in its samplex form. The firg
requisite (R.1) states that CONT(s) should be inversdy reated to p(s), the logica probability
of s. The “mahemaicaly smples reation” (Bar-Hilld and Cangp [1953], 302) fulfilling
this requirement is the complement of 1:

R.1 CONT(S) =1- p(s)

TWS implements R.1 but, as an dternative, R.1 could adso be expressed as an inverse
proportion:

R.1* CONT(S) U K/p(s)

here k is a congant of proportiondity independent of the two vaues. This is the standard
goproach implemented by STST, where the quantity of information conveyed by s is
equivaent to the reciprocd of p(s), expressed in bits.

3 I(s) =log 1/p(s) = - log (s)

The problem with implementing R.1* in TWS is that CONT(s) = p(s) = k, and the equation
would require a more complex trestment of CONT(T) and CONT(") as two limits of the

continuous function f (p(s)):
4 CONT (T)= pl( i m f(p(s)) =0

CONT(%) = lim f(p(s) =1
This complication does not occur in STST because the latter presupposes a frequency
interpretation of probability and partitions the tota amount of probability (= 1.0) a priori,
among dl the actudly possble dternatives, thus excluding by definition the occurrence of
any option that is necessarily fase. In what follows it is argued that the set-theoretic
approach expressed in R.1 can be successfully adopted by TSS| aswell.

The second requiste dates that, ceteris paribus, i(s), i.e. the degree of

informativenessof s, should be directly proportiond to the semantic content of s:



R.2* i(S) L MCONT(S) +b,withm3 landb? O
Snce for our purposes the dggnificant point in R2* is only the reaion of direct
proportionaity between i(s) and CoNT(s), for the sake of elegance and smplicity we can
adopt a weaker verson of R.2*, by tresting m and b as redundancy factors and hence
reducing m to 1 and b to 0. Assuming that s can be fully normaised in this way,® R.2*
smplifiesto:
R.2 i(S) 1 CONT(S)
Anything that will beinferred from R.2 below can be inferred, a fortiori, from R.2*.

R.1 and R.2 generate no conflict about the interpretation of |= s. However, regarding
S |7, the concluson is that p(s) = 0 and i(s) = 0, and it becomes unclear whether the value of
CONT(s) should be MAX, following R.1, or MIN, following R.2. This tenson is sufficiently

problematic to invite the elaboration of a different approach.

3. Threecriteria of information equivalence
TWS, the classc quantitative theory of semantic information, concerirates on the (degree of)
systemic condstency and then the a priori, logicd probability of (sets of) infons. There is no
reference to the actua dethic vaues of the infons in question, which are supposed to qudify
as ingances of information independently of whether they are true or fdse. This is why the
theory can be described as only weakly semantic. Is it possble to avoid BCP by assuming a
dronger semantic principle, according to which if s qudifies as information it mug
encapsulate truth? The question presupposes a clear view of what dternatives to TWS are
avalable, hence a taxonomy of quantitative theories. The latter can be provided on the bass
of three criteria of semantic equivaence.

Any quantitative theory, induding any theory deding with the concept of semantic

information and its various measures (Smokler [1966]), requires a least a criterion of



comparative quantitative equivalence. In generd, this “scaée’ criterion makes it possible to
establish whether two measured objects, e.g. two coins x and y, have the same weight z, even
if the latter cannot be qudified any more precisely. Now, two infons s, * s, can be said to
be co-informative¥s i.e. to posess an equivaent quantity of semantic information, Ci (Sy,
Sm)¥aaccording to three criteria of comparative quantitetive equivalence. They can be listed
here in order of decreasing strength:

C.1 Ci(sn, Sm) « Spandsmy have equivdent meaning

It is reasonable to suppose, for example, that declarative sentences expressng the same
propogtion¥like “Peter drives the ca” and “The car is driven by Peter"¥ipossess an
equivdent amount of semantic information. If s, and s, are qualitatively co-informetive, a
pragmatic theory (Bar-Hilld and Carngp [1953]) could provide the rdevant andyss, by
addressng the question of how much information a certain infon carries for a subject Sin a
given doxadic date and within a specific informationd environment. The pragmatic theory
of “interested information” is crucid in Decison Theory, where a dandard quantitative
axiom dates that, in an ideal context and ceteris paribus, the more informative s isto S, the
more S ought to be raiondly willing to pay to find out whether s is true (Sneed [1967]). It
remains to be seen whether a satisfactory quartitative theory can effectively be developed in
ful. 1

C.2 Ci(sn, Sm) « Spand s aretruth-functiondly equivaent

If sp, and s, are alethically co-informative, Boolean agebra provides the rdevant andyss.
Of course C.2 can be extended to apply to classic norder, multi-vaued or fuzzy logic
systems, €tc.

C3 Ci(sn, Sm) « Spand sy are equiprobable



If s, and s, are quantitatively co-informative, the classic theory of weskly semantic
information provides the rdlevant andyss.

Interpreting C.1-C.3 as conditionas rather than biconditionas provides the ground for
a taxonomy of theories (see Table 2). More findy-grained criteria for co-informativeness
could now be developed, ranging from full synonymity to full equiprobability. Intuitively, the
closer a criterion is to synonymity, the more the semantic theory is forced to rely on the
interpretation of s by an intdligent recelver S capable of understanding its contextua sense
(this is known as “fully interested information”), the less easly the information in question
can undergo a quantifiable treatment, and the more a hermeneutic approach becomes
inevitable. At the other end of the spectrum, a purely quantitetive agpproach to the theory of
semantic  information will tend to adbdract from the usars of s (“fully disnterested
information”) and to ded only with the andyss of p(s), irrespective of its actual
interpretation and contextud dethic vaue. The latter Strategy is consgtent with a family of
redig pogtions, induding mathematicad Patonism and epigemologica Cartesanian: infons
ae tregted extensondly not intentiondly, as semantic (at least in the sense of beng
interpretable), structured, abstract objects, comparable to fundamentd informational particles.
They subsst, are sysemicdly rdaed and may be phydcdly implemented in the world of
human experience. 1

A cursory andlysis of Table 2 dready suffices to show that:
a) gpproach no. 8 istrividly uninteresting;
b) approach no. 3 is not implementable, since it is impossble for Ci 65, Sm) to be the case
quditatively without s , and s m, d 0 being dethicaly co-informative;
¢) approaches nos. 1, 2 and 4 would initidly rank as the most interesting dternatives, but a
fully quantitative and extensondist approach to the memning of s seems unachievable,

witness the falure of many programs in “drong” Artificid Inteligence (Horidi [1999],

10



chapter 5). In this paper it will be assumed that, if possble less demanding dternatives
should be devel oped firg;

d) approach no. 6 isthe one followed in mathematicd logic; and

€) approach no. 7 isthe one followed by TWS!.

We have seen that the implementation of C3 in no. 7 brings with it some obvious
computational advantages, of which TWS makes the mogt, but aso a shortcoming, namdy
BCP. The avoidance of BCP invites the development of

f) approach no. 5, tha is an andyss of the quantity of semantic information in s induding a

referenceto itstruth-vaue ThisisTSS..

4. Three desderata for TSS|

As anticipated above, the principd god of TSS is to provide a quantitative anadyds of

semantic information that can be as mahematicaly successful as TWS, but more respectful

of our common-senseintuitions. More specificaly, this meanstrying to:

D.1 avoid any counterintuitive inequaity comparable to BCP

D.2 treat the dethic vaue of s not as a supervenient but as a necessary feature of
information, relevant to the quantitative anadyds (for a smilar gpproach see
Dretske [1981])

D.3 extend a quantitaive andysis to the whole family of informetionrelated
concepts: information vacuity and inaccuracy, informativeness,
misinformation (whet is ordinarily caled “fase information”), disnformation.

Arguably, D.1 and D.2 are complementary. BCP-like problems can arise because the dethic

vaues of the infons in quedtion ae trested as irrdevant to the quantitetive andyss of

information, so0 TSSl can attempt to fulfil both D.1 and D.2 by implementing C.2. Regarding

D.3, this requires a more robust and substantia theory of semantic information than one

11



based only on probability digtributions (Szaniawski [1984], Mingers [1997]). In sections 6-9
it will be shown that, by tresting information as encgpsulating truth, TSS offers a
quantitative approach that can be generalised to a whole family of relaed concepts, athough
in this peper the quantitative anadyses of misnformation and disnformation will not be

provided for reasons of space (see section 9).

5. Degrees of vacuity and inaccur acy

The firg step in the congruction of TSS is to define the concept of “informetive content” or
intringc informativeness of s extensonaly and a priori in an ided context,'® as a function of
the pogtive or negative degree of “semantic distanceg’ or deviation of s from a fixed point or
origin, represented by the given situation w, to which s is supposed to refer.!” Let w be a
gtuation in a context, where a “gtuation” is “determined by (what goes on in) a topologicaly
amply-connected, structured region of space-time’ (Devlin [1991], 69), and a “context” is
the set of interdated conditions in which a gStuation occurs, what can be described,

informdly, as the immediae environment of a dtuation or, topologicdly, its neighbourhood.

Each message s; in E conforms to (has the property of providing or conveying true contents,

eg. facts or ideas about) its corresponding Stuation w; in W. Following the terminology of

gtuation logic, this means that w; fully supports s; (in symbals, |Fwi Si). Obvioudy, each

message S; IS maximdly informative redivey to its gtudgtion w;, yet this applies

indiscriminately and trividly to any message. More interesting is the fact that the amount of

informativeness of each s; can be evaluated absolutely, as afunction of

a) thepolaity of s, i.e. the aethic vaue possessed by s;; and

b) the degree of discrepancy®® (want of agreement) between s; and a given state of the world
w, calculated as the degree J of semantic deviation'® of s; from the uniquely determinate

state w inwhich Eis (JFwgqS).



The given stuation w functions as a benchmark to test the Boolean truth-value and the degree
of discrepancy of eech s. This captures an important aspect of the ordinary conception of the
nature of information, a the roots of any episemic utility function (Levi [1967]): two infons
can both be fdse and yet sgnificantly more or less digant from the event or dae of affars w
about which they purport to be informative (eg. “there are ten people in the library” and
“there are fifty people in the library”, when in fact there are nine people in the library).
Likewise, two infons can both be true and yet deviate more or less dgnificantly from w (e.g.
“there is someone in the library” vs. “there are 9 or 10 people in the library”). This implies
that a faseshood with a very low degree of discrepancy may be pragmatically preferable to a
truth with a very high degree of discrepancy (Popper [1959]). This in turn provides a strong
argument for the regection of the deductive closure principle snce s could be fase if S
commits himhersdf to accepting s as epigemicdly preferable, S is not necessarily
committing himvhersdlf to accepting all the deductive consequences of s as epigemicdly
preferable.

In order to express both postive (for s = true) and negative (for s = false) degrees of
discrepancy, &t f (s) be a mapping function from members of S to members of the set of
some numeric vaues in the range of rea numbers [- 1.0, + 1.0]. The function associates a real
vaueJ of discrepancy to each s depending on its truth-vaue and deviation from w:

5 J=f(s)

The mapping generates a continuous st G of ordered pairs <s, J>. G is a subset of the
Cartesian product S * [- 1.0, + 1.0] that may be equipotent with respect to S.° In a way that
only partly resembles what hgppens in fuzzy logic, the lower and upper bound are used to
represent complete discrepancy, while a sdlection of values in between is used to represent
wha ae, intuitively, degrees of gpproximation to w from the negative and the podtive side,
with O as the indication of no discrepancy, i.e. complete conformity (note that J vaues are

13



mapped onto the xaxis in the graph in Table 5 since vaues on the yaxis are the result of a
composite function).

Intuitively, J indicates the distance of an infon s from a sdlected Stuation w and can
be read as the degree of support offered by w to s. In a condition of totd ignorance, the vdue
of J can be edtablished a priori by usng a non-monotonic or probabilisic cdculus (this is
what judifies the dause “it is edimated tha” in the following formulag), yet J vaues should
not themsdves be interpreted as probabilities. Although they can have forecasting
ggnificance and may be based on the gdatigticd strength of evidence supporting the assertion
that s conformsto w, they can be negative and they do not need to sum to one. In red-life
cases, it may be difficult to cdculate J vdues with a fully reigble degree of precison and
goproximations may often be inevitable. However, any feasble and saisfactory metric will
have to satidfy the following five conditions:

M.1 Fws ® f(s)=0
if (it is edtimated that) s is true and conforms to w most precisaly (i.e. in the least vacuous
way) and accurately, it is assgned a zero degree of discrepancy, i.e. J = 0. Thisis the

technicd sense in which precise and accurate information can be seen as the threshold

between vacuous truth and inaccurate falsehood.

M.2 |F*ws ® f(s)=1

if (it is edimated that) s is true and conforms to any Stuation, s is a tautology and it is
assigned a maximum degree of positive discrepancy. Every Stuation supports s, so no other
true s could be more digant from w than a tautologica s. In this case, s is described as
having the highest degree of semantic vacuity, i.e J = 1.2

M.3 |l--sws ® f(s)=-1

14



if (it is edimated that) s is fdse and conforms to no possble Stuaion, s is a contradiction
and it is assgned a maximum degree of negative discrepancy. No possible Stuation supports
S, S0 no other false s could be more dgant from w than a contradictory s. In thiscase, s is
described as having the highest degree of semantic inaccuracy,??i.e.J =- 1.
M.4 Fw-qs ® (0>f(s)>-1)
if (it is edimated that) s is contingently fase, it is assigned a degree of discrepancy with a
vauelessthan O but greater than - 1 (degrees of semantic inaccuracy).
M.5 Fw+qS ® (0<f(s)<+1)
if (it is edimated that) s is contingently true but does not conform to w with the highest
degree of precison, it is assigned a degree of discrepancy with a value greater than O but less
than +1 (degrees of semantic vacuity).

According to M.1-M.5, s, in language L, is ssmanticdly equivdent to s, in language
Lm if ad only if sy ad s, have the same absolute dethic value and a comparable L-

dependent degree of discrepancy with respect to w.

The implementation of M.1-M.3 causes no great difficulties but, when one deds with
modds that ae not eadly formaisable, the behaviour of the function f (s) in M.4-M.5 may
become a matter of more conventiond dipulations, which can grade J vaues according to
their comparative degree of vacuity or inaccuracy, reldive to a specific gpplication. There
may be various ways of developing this comparative analysis. Since the present task is to
provide a generd outline of a srongly semantic theory, in this aticde the andyss can be
limited to a paradigmaic mode, which any red-life gpplication will try to gpproximate. Let

us congder M 4 firg, Snceitissmpler than M 5.
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According to M.4, the reative “anount of fasehood’ in esch contingently fase s
indicates the degree of inaccuracy of s with respect to w. This is then cdculated as the retio
between the number of erroneous” atomic messagesein s and itslength:

Inac -J(s) =-¢e(s)/(s)

Inec dlows us to partition S = s into | digoint classes of inaccurate s {Inacy, ..., Inag}, and
map each class to its corresponding degree of inaccuracy (see Table 3 for an gpplication to
the modd E).

Congider now M.5. The degree of vacuity cannot refer o members of S immediatdly,
but only to their logica transformations s; possessing a podtive dethic vaue. Since each s;
must be assumed to be true by definition, the anadyss of €l can no longer provide a clear
measure of J(s). For example, both the &t of complements or negations?2S" = {-s, —S2,

, =Sga} ¥aand the logicaly equivalent st of duds®*¥%4SP = {s1P, s2°, ..., se}Faof dl
grongly synthetic messages contain formulae with e = 0 that would count as having the
absolutely lowest degree of vecuity, i.e. J = 0, despite the obvious fact that, since they
contain digunctions, they would conform to a number of Stuations, including w, gresater than
one. Smilar difficulties arise in the development of any andyss based on the raio between
the number of @rrect atomic messages in s and its length. Is there any other rdiable criterion
to quantify J(s)?

Recdl tha a tautology has J = +1 because it is conssent with every possble
gtuation. In the case of the most weskly synthetic messages in E, i.e. members of the two sets
S" and SP, each -s; and s;° is inconsistent with only one state in W. This means that members
of the two sets have the highest possible degree of postive discrepancy to w, short of being
andyticdly true. The concluson can be generdised to any set of not strongly synthetic

messages S*. We shdl say that, when s is contingently true but vacuous, its semantic

16



distance from w can be caculated as a function of the number of Stuations, including w itsdf,
withwhich s is consstent:

Vac +J(s)=n/d

More precisdly, the degree of semantic vacuity of s, with respect to a Stuation w, is the ratio
between the cardindity n of the set of dl the Stuations in E, necessaily including w, that
support s, and the number s of possible situetionsin E.

In Vac, n is a postive integer that satisfies the condition 1 £ n > s. The number of
Stuations supporting s 1 S* determine the specific vaue of n. Is there a systematic method
for generating a “continuum” of progressvely wesker synthetic messages in E whilst kegping
| congtant? A smple solution is provided by the introduction of semiduds.

Semiduds are duds in which only the connectives {U, U} have been inverted but
atomic messages have not been replaced by their complement, whilst parentheses can be
introduced to avoid ambiguitiess A message of length | contains I- 1 connectives. We dart
with the assumption that dl |- 1 connectives are conjunctions, that is al messages ae
grongly synthetic. By replacing dl conjunctions with |- 1 digunctions we obtain the set of
most weskly synthetic messages in E, whose J = (s- 1)/s. We can then proceed to replace
[- 2 conjunctions, |- 3 conjunctions and so forth, until |- n digunctions = 1. The set with |-n=
1 digunction is the set of true, synthetic messages in E with the lowest number of supporting
gtuations and hence the lowest J > 0 in the modd. In E, this means that we can congruct five
classes, whose members are true and consgtent with, respectively, 63, 35, 15, 7, or 3
gtuations. These are the corresponding values of n.

Vac and the previous method of semantic weskening dlow us to partition S into |- 1
digoint classes Vac = {Vac...Vag-1}, and map each class to its corresponding degree of

vecuity J. Note that the value of J for the class of most weekly synthetic messages in E is
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adways (s- 1)/s, whilst the middle vaues are found according to the formula ((8/2)- 1)/8,
((312%)- 1)/s, ... ((S/2")- 1)/d, where (3/2") - 1 = 3, i.e the smalest number of situations,
induding w, condstent with s; when J(s;) > 0 (see Table 4 for an application to the mode

B).

6. Degrees of informativeness

We are now ready to caculate the degree of informativeness function of s. The complement
of the squared value of J(s) with repect to the maximum degree of informativeness provides
an accurate measure of the informativeness of s (see Table 5 for the graphics, 1 vaues ae
mapped onto the y-axis):

DI i(s)=1- 3%s)

Wha ae the mativations for DI? If possble, the equation should saisfy the following 6
condraints, derived from the five necessary conditions for a satisfactory metrics M.1-M.5:

El J(s)=0® (i(s)=1)

E.1 follows immediately from M.1.

E.2 Qbi (s ) dx isaproper integral

E.2 follows from the fact that the function f (s) is bounded on the intervd [0, 1]. In the next
section, we shdl see thaa E2 smplifies the cdculation of the quantity of informétive,
Vacuous or inaccurate content in s ..

E3 (A(s)=(+*1U-1)® (i(s)=0)

E.3 followsimmediady from M.2 and M.3.

E.4 ((0<J(s)<+1)U(0>J(s)>-1)® 0<i(s)>1

E.4 followsimmediately from M.4 and M.5.

ES asmd| vaidionin J(s) resultsin asubgtantid varidionini(s).
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E.5 is meant to satisfy the requirement according to which the lower i(s) is the andler is the
possble increase in the rdative amount of vacuity or inaccuracy carried by s. E5 will
become clearer in the next section, once the two concepts of quantity of vacuity and
inaccuracy are introduced. Here, it is possble to rdy on the intuitive view that, moving from
as with J =0towadsa s withether J =+1 or J = - 1, the first steps can be expected to
bring a compadively grester loss of informativeness (a grester increese in vecuity or
inaccuracy) than the following ones. More generdly, this means endorsing the view that an
information system (@) is not brittle, like a dassc logic sytem (the presence of an
inconggtency in the former is not as dedructive as in the latter), and (b) does not have a
progressve degree of fault tolerance (in the case of examination assessment techniques or in
the context of assessment of mord responshility, for example, ceteris paribus, the errors are
usudly evaluated more and more saverdly, the second having a comparatively more negative
impact then the firga and so forth). It is rather described as having an “inverted” degree of
fault tolerance: faults are decreasingly less impairing, the firg being more damaging then the
second and o forth (this holds true, for example, in the case of experiments error andyds, or
in cases of assessment of mora trust and faithfulness).
E.6 the marginal information function Ml isalinear function.
E.6 is judtified by the requirement that, a priori, al atomic messages ought to be assgned the
same potential degree of informativeness and therefore, dthough E.5 indicates that the graph
of the modd has a varigble gradient, the rate a which i(s) changes with respect to change in
J(s) should be assumed to be uniform, continuous and linear.

DI sttidfies E.1 by adopting the standard convention according to which the absolute
maximum vaue i(s) = +1 occurs a J(s) = 0, by andogy with the range of vaues of CONT(S)
and p(s). It satisfies E2 by cdculaing the degree of informativeness of s in terms of the

complement of the vaue of J(s), not its reciproca. We saw in section 3 that this solution has
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the further advantages of being mathemdicdly smpler and in agreement with TWS's
goproach. Findly, DI satisfies E3-E.6 by referring to the sguared vaue of J(s). From DI,
the derivaiveof i(s) is

Ml i¢s)=didx 1- J(s)=-2J(s)

MI means that the totd degree of informativeness of s changes at arate of - 2J. The squared
vdue of J makes the function continuous and differentidble and provides the most

satisfactory solution to model DI.2°

7. Quantities of vacuity and semantic information
Now that it is possble to cdculate the degree of informativeness of s, the next step is to
cdculate on its bads the rdaive quantity of semantic information in s. To this purpose, the
absolute maximum quantity of information MQI and its unity must first be defined.

The vdue of MQI is infered from DI, by cdculaing the definite integrd of the
functioni(s) ontheinterva [0, 1]:

(MQI) gi(s)dx =Log,2=Log,2- Log,3= 1bit - 1trit =1shit
The term shit (semantic bit) indicates the unit of semantic information in TSSl. One it
corresponds to the maximum quantity of semantic information, concerning the fixed Stuation
w, that can be conveyed by aninfon s with J = 0. It islinearly equivaent to Log 2/3.2°

J*(s), the quantity of vacuous information in s, can now be obtained from [MQI] by
cdculding the ratio between the definite integrd of the function i(s) on the intervd [0, J]
and 1 shit:

_5i@)w

R e )=



Fndly, the quantity of semantic information in s, i*(s), can be obtaned from QV, by
caculating the complement of J* with respect to 1 shit:

Ql i*(s)=1shit- J*(s)

As required by the model congraints, when J(s) = 0, it followsthat J*(s) =0 and i*(s) =1
shit (s is a fully accurate, precise and contingent truth), and when J(s) = 1, it follows tha
J*(s) = 1 shit and i*(s) = 0 6 is a tartology). Note that, following QI, the quantity of
informative content in s is established by reference to its truth-oriented properties and is not
immediately identified with dl information that is nomicdly or andyticdly nested in s, as in

Dretske [1981], yet the two gpproaches are perfectly compatible.

8. The solution of the Bar-Hillel-Carnap Paradox

We are now in a podtion to evduae TSS's solution of BCP. Suppose a deflationary
argument is offered, phrased as follows. BCP owes its gpparently counterintuitive nature to a
conceptua confusion between CONT(S) in 1 and i*(s) in Ql. Once the two concepts are
diginguished with sufficient clarity, the adleged paradox vanishes. On the one hand, CONT(S)
refers to the quantity of semantic information that can be attributed to s a priori, on the bass
of its probability digributions and independently of the dtate in which the sysem under
andysis actudly is (context of total ignorance). On the other hand, i*(s) refers to the quantity
of semantic information that can be attributed to s dill a priori but in a context which is
presupposed to be of “locdised omniscience’ in the game-theoreticd sense of perfect and
complete information about the sysem, on the basis of s’ dethic vaue and its degree of
discrepancy, relative to a fixed date w of the sysem under andyss. So R.1 and R.2 redly
embody two different and hence compatible explications of the pre-theoreticd idea of

“quantity of semantic information”: R.1 refers to the relation between cCoNT(s) and p(s),
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whereas R.2 refers to the reation between i*(s) and i(s). Since the two requisita are not
redly in conflict, there is no paradox to be solved.

Unfortunately, the concluson cannot be granted. The previous andyss has shown
tha CcONT(s) ! i*(s), but this inequdity is insuffident to explan the counterintuitive
definition of the former in TWSl. What does follow from the deflationary argument is that
the paradox can no longer be satisfactorily explicated merely in terms of a semantic conflict
between R.1 and R.2. But the counterintuitive nature of CONT(S) is actualy increased by the
fact that it is now obvious that CONT(s) does not provide an indication of the amount of
informativeness of s. What does CONT(s) redly purport to indicate then? Despite the fact that
CONT(S) 1 i*(s), there is a clear conceptua connection between the two measures. they both
attempt to provide, from different perspectives, a quantitative evauation of the “information
richness’ of s. This is why it is difficult to reconcile CONT(s) with a sound understanding of
what the quantity of semantic information conveyed by s is, without any further proviso.
There is no uncontroversd sense in which a contradiction or a lie can be richer in
information than a true propostion, and actudly TSSI shows in wha sense exactly the
opposite can be proved. Abandoning CONT(S) as a usdess notion, marred by paradoxical
implications, would be too hasty. Trandforming it into a mere definitiond convention or
adopting ad hoc solutions, though viable dternaives, would not only be in conflict with
Canap's and Bar-Hilld’s origind interpretation of their semantic theory, but would aso
make it subdantidly less interegting. Given the usefulness of TWSI, conT(s) should
probably be savaged, if possble. In TWS, CONT(S) is meant to indicate nothing less than
the quantity of semantic information carried or conveyed by s, which may be greater than
the quantity of semantic information carried or conveyed by s, (Bar-Hilld [1964], 222 and

299). It is exactly the unqudified boldness of this generd clam that is in need of a more



circumgpect formulation. In order to avoid BCP, two modifications in the understanding of
CONT(s) are in order: a clarification of what CONT(S) is redly a measure of, and a congraint
on its gpplicability.

First, CONT(S) does not indicate the quantity of semantic information but, more
precisdly, the quantity of data in s. By concentrating on the degree of systemic consstency
and then the logicd probability of sets of infons, CONT(s) deds only with completely
uninterpreted information, that is data, which are not carried by, but actudly conditute s, as
gyntacticaly wedl-formed combinaions of interpretable sgns or sgnas. Therefore, between
TWS and TSS, it is the latter that, working on alethically-interpreted data, comes closer to
providing a quantitative indication of the information-richness or poverty of s. The former
evduaes the informaionrichness of messsges only inofar as ther implementation is
logically possble.

Secondly, because TWS does not ded with semantic information but only with data
and their possble combinations a priori, the generd equation CONT(s) = 1 - p(s) in R1
cannot be assumed to have a precise vaue independently of its frame of reference. This
means that the equation is redly meaningful only once it is properly condrained by the
fallowing three systemic conditions:

S.1) unambiguous individuation and explicit description of the data sysem (in our mode a
universe congsting of 3 congtants, each qualifiable by two properties, affirmed or negated);

S2) geneation of a fully normdised description of the data sysem, as the set of dl the
mutualy exclusve messages necessry and sufficient to describe in full al the possble states
in which the data system can be;

SJ3) dtribution of a probability p to each Sate-description s;%édther in teems of uniform
digribution, or according to any bias for which there may be evidence in the system: such

that the following two standard conditions are satisfied:
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0<p(s,)<Lfordli

p(s)=1

Qo

p

It is only a this point that a precise meaning can be attached to CONT(s). The complement of
the value of p(s) with respect to the maximum degree d probability can be used to indicate
the quantity of data in s only because of the connection between S.1 and S22, whilst p can
only be assgned a vaue in the open interval (0,1) because of S.3. It is not that we are unable
to andyse the probability of s absolutely, but rather that the latter is ingppropriate for the task
in question. The probability of s can be correctly interpreted as a measure of the quantity of
interpretable data in s only when s is completely uninterpreted and implementable, thet is
only when we are deding with syntacticaly well-formed gtrings of symbols or sgnds which
are not dready known to be ether necessarily true or fase a priori. These condraints make it
possible to couple?’ probability of s and quantity of data in s suffidently tightly that the
former can provide a rdiable indication of the latter. Outsde these condraints, the two

measures may not be sgnificantly related or even lead to paradoxical conclusons, as BCP

shows.
The two modifications in the interpretation of CONT(S) lead to a re-assessment of the
meaning of the standard view concerning the relaion between the informationrichness of s

and its likedihood. To develop a clear understanding of semantic information we need to

move from likelihood (TWS) to Ikeness (TSS), as it were. When we say that the less likely
s is the more informative it may be assumed to be unless we are meking some
psychologistic remark about the subjective expectations of a user, we are referring to the

higher or lower degree of dscrepancy of s with respect to one or more w. The less vacuous s
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is the fewer possible worlds support it, and the more informative s becomes with respect to
the fixed w that acts as a benchmark. Of course, this direct relation can adso be andysed in
terms of probability, snce the latter can provide an interpretation for the concept of vacuity.
But the two concepts do not overlgp and they diverge when the s in quedtion is no longer
uninterpreted. Information is an actud possbility that is inconsgtent with a least one but not
al other posshilities. A contradiction is not information-rich because it is not a posshility,
and a tautology is not information-rich because it does not exclude any posshility. In TSS,
they ae both limit indances of “uninformation” (lack of both pogtive information and

negative misinformation).?®

9. Conclusion: summary of results and future developments

In this paper, a quantitative theory of strongly semantic information (TSSl) has been shown
to be possble on the basis of a cadculus based on truth-values and degrees of discrepancies
with respect to a given gtuation, rather than probability digributions. The man hypothess
supported has been that semantic information encapsulates truth, and hence that fase
informetion fails to quaify as information a dl. The expresson “fdse information” is to be
equated to expressons such as “fase policeman” (not a policeman at dl) or “fdse passage’
(not a passage a dl), not to “fdse leg” (dill a leg, though atificid). The main rexult of the
development of TSS has been the solution of the semantic paradox affecting the classic
quantitative theory of semantic information, according to which a contradiction contains the
highest quantity of information. In the course of the analyss, the paper has provided a review
of the requirements for any quantitative theory of semantic information, of the criteria of
semantic information equivaence, of the concepts of degrees of strongly (i.e truth-based)

semantic  inaccuracy, vecuity and informativeness, and of the concepts of quantities of
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grongly semantic vacuity and information. Three results of conceptua interest, based on
TSSI, which have been left to a second stage of the research are:

1) the extenson of the quantitative analyss to the semantic concepts of quantity of
misgnformation (ordinaily cdled “fdse information”) and degree of disgnformation, as
foreshadowed in D.3;

2) the geneadisdion of the reaults, obtained by TSS in connection with the formd logica
setting represented by the finite model system E, to the more genera context represented by
(regions of) the infogphere, where the latter is undersood as the universd system of
information and is modelled by means of Formal Methods?® (popular model-based
formdisms consstent with the present treatment are given by the specifications languages Z
and VDM, see Woodcock and Davies[1996] and Jones [1986]); and

3) the andyss of the dandard definition of knowledge as true judified beief, in light of a
“continuum”  hypothesis that knowledge encepsulates truth because it encapsulates semantic

information.*°
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Notes

! This is short for “semantic information content”. This paper follows the common practice of
using the two expressons interchangeably.

2 The firs verson of the paper was read before the Symposum on Applications of
Communication Theory in 1952. A more detalled and systematic treatment gppeared then in
Technica Report No. 247 of the Research Laboratory of Electronics, M.I.T., 1953. A dightly
revised verson was published in The British Journal for the Philosophy of Science in 1954.
The chapter in Bar-Hilld [1964] is from the 1953 verson, which is actudly dated 1952 in the
opening footnote.

3 Cherry [1978], for example, contains one of the clearest and most informative summaries of
TWSI, but no reference to the paradox.

4 Beginning with Ba-Hilld and Carnap [1953]. Bar-Hilld’s and Carnap's andysis, discussed
in the text, is further developed in Kemeny [1953], Smokler [1966] and Hintikka and Suppes
[1970].

® This is dso known as Mathematicd Theory of Information, or Communication Theory,
Information Theory and Mathematical Information Theory. | have opted for STST in order to
avoid any posshle confuson. One of the best conceptua introductions to STST is ill
Dretske [1981], but see dso Cherry [1978]. More technicad presentations can be found in
Reza [1994] and Van der Lubbe [1997].

® For a defence of the view that fase information is not an inferior kind of information but
not information a al see Dretske [1981] and Grice's “Logic and Conversation” in Grice
[1989], especidly p. 371 of the “Retrospective Epilogue’.

" The dlassic references are Shannon [1948], Shannon and Weaver [1949], Shannon [1993],

but see dso footnote 5 above. | shdl avoid in this context any reference to “doubt”



(uncertainty of the dgnd) and “surprise vaue’ (datidtica rarity of the dgnd), for these
psychologistic metgphors are not very helpful.

8 Popper [1935] was one of the first to suggest that the amount of semantic information in a
datement can be andysed in terms of the number of dternative possbilities excluded by that
statement, see aso Popper [1962]. For a positive account, in terms of the set of dl date
descriptions entailed by s, see Hanson [1980]. Both accounts equaly lead to the formulation
of BCP.

® Following Hockett [1952], the choice of the modd is suggested only by syntactic eegance
and smplicity, and results can be adapted to cases where some redundancy aso occurs.

19 The modd is useful precisdy in order to have a discrete, one-to-one correspondence
between formulae-like truth-makers and semiotic truth-bearers. This idedisation guarantees
information completeness. The question of whether a more coarse-grained modd of truth-
makers is metaphysicaly preferable will not be addressed here. Strictly spesking, one needs
to recdl that, as in error anayss theory (Taylor [1997]), infons (eg. measures) are never
compared to “absolute redities’ (eg. absolutdy true vaues), but dways and only to other
infons that are assumed or known to be true, i.e. Sates of the world that are transformed into
evidence by the information process, a leat momentarily, that is until further criticd
revison (Levi [1967]).

1 More formally: [1] cONT(T) =MIN =" s" s; ((F sn U |* si) ® (CONT(Sn) < CONT(s))) U
((Fsn U|=si) ® (CONT(Sn) = CONT(S1))))

12 More formaly: [BCP] cONT(*) = " sp" si (((sn|= U si[F) ® (CONT(Sy) > CONT(s}))) U

((sn|F Usi|F) ® (CONT(Sp) = CONT(S))))).
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13 “Normalisation” refers here to the process followed to obtain a database design that alows
for efficient access and storage of data and reduces data redundancy and the chances of data
becoming inconsstent.

14 See Sneed [1967] for an early, criticdl andysis based on Jeffrey [1967], now Jeffrey
[1990]. Szaniawski [1967], based on a game-theoretic approach, and Szaniawski [1974], both
now in Szaniawski [1998], is more optimistic. Smokler [1966] defends a moderate approach,
which, however, requires that every individud has a a cetan time, only a finite and
condgent st of trueffase bdiefs, and that these can be expressed in the language of the
classc logic of predicates. These seem unredidic requirements, especidly snce Smokler
accepts both (i) that beliefs are best characterised as propostions and (ii) that the latter are
non-linguigic entities. As a counterexample, it suffices to note that any individud who
knows aithmetic can both bdieve an infinite number of true propostions and hold some
contradictory beliefs. Jamison [1970] goes as far as to argue that a pragmetic theory of
informational quantities is the most fundamentd of dl approaches, and presents a sort of
inverted BCP by suggesting that (p.29) “an undesirable feature of RL [i.e. what has been
defined in this atide as TWS] is tha in it logica truths cary no information”, so tha
mathematical equations, insofar as they can be interpreted as tautologies, would be utterly
nor+informetive.

15 “The name [infon] suggests a pardle with the fundamentd particles of physics the
electrons, protons, neutrons, photons and so forth.” (Devlin [1991], p. 37) Is there a
conceptudisation of “information” as “a theoreticdl commodity that we can work with,
andogous to (say) the numbers that the number-theorist works with, or the points, lines and
planes the geometer works with”? (Devlin [1991], p. 18) The question is answered in Dretske

[1981], who provides a definition of informaion as an objective commodity. However,
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Taylor [1987] is judified in arguing that Dretske's “objectivisn” is not easly reconcilable
with his pragmatic approach, whereby informaion is dso defined pragmaticaly, with
referencetoauser S.

8 The context is ided because it presupposes a state of perfect and complete information
about the system, in the game-theoretic sense of the expressons. We shdl see in section 9
that this is a further difference between TWS and TSS, which presupposes a dtate of
imperfect and incomplete information with respect to the dates of the system. Here it is
possble to anticipate that presupposing some “locdised omniscience’ does not affect the
vaue of the approach, snce TSI attempts to discover what the quantity of semantic
information in s is where s’s dethic vdue is known, not the average amount of semantic
informationany s may have apriori.

17 Szaniawski [1984] does not refer explicitly to any result in Stuation logic, but develops an
goproach dmilar to Devlin [1991]. A limitation of his andyds is that he does not
acknowledge the fact that the change in perspective entalls an inverson in the reaion
between information and truth, which no longer supervenes on, but now conditutes the
former. His definition of semantic information as “(p. 231) potentid information about X that
has been ‘sngled out’ in some way: observed, asserted, etc. Semantic information may be
sad to be true if it points to the actua date of the world” is not satisfactory; not so much
because it is circular (in the aticle the circularity is avoided a the cost of some vacuity, by
means of a reference to unspecified ways in which s is “rdevant” and “points’ to the actua
date in which X is) as because it does not clarify what difference is made by the “Ingling
out” procedure. In his aticle, it becomes clear tha “singling out” p is atributing a postive

dethic valueto p as adescription correctly pointing to the actud statein which X is.



18 This is a technicd term in eror andysis terminology. When a measurement or a result is
compared to another that is assumed or known to be more reliable, the difference between the
two is defined as the experimenta discrepancy.

19 This is another technica term in error andysis Deviaions are “experimenta uncertainties’
and are commonly caled “errors’. More precisdly, when a set of measurements is made of a
physca quantity, the difference between each measurement and the average (mean) of the
entire set is called the deviation of the measurement from the mean.

20 Although J can in principle take any value in the range of red numbers [- 1.0, + 1.0], thus
giving rise to a continuous function (see Table 5), this does not mean that, given a specific
modd, an infinite number of interpretations of J is effectivey avalable. More redidicdly, a
modd adways sets up a finite and discrete range of vaues for J, goproximate to n decimds.
Following standard practice, in wha follows the function is defined for al red numbers in
the specified range, and discontinuities are associated only with truly dramatic behaviour on
the part of the modd.

2L Note that in this context vacuity does not refer to typical problems raised by borderline
cases or the sorites paradox. In the model, esch Stuation w is precise and esch infon s
sharply divides the world into those dtuations to which s applies and those to which it does
not. In this context, vacuity is a matter of semantic uncertainty, not in the sense tha infons
with a certan degree of vagueness are infons that goply to Stuations to varying degrees,
hence generating indecison about borderline cases, but in the sense that infons with a certain
degree of vagueness are infons that apply to a varying number of Stuations, hence generaing
indecison with respect to which w is the case. Infons do not incresse gradudly in ther

degrees of truth, as in fuzzy logic, but in ther degree of conformity to w (lack of



discrepancy). This approach appears to be consstent with the epistemic view according to
which vaguenessis akind of ignorance (Sorensen [1988], Williamson [1994]).

22 “Inaccuracy” here does not have exactly the same technicd meaning as in eror anaysis
theory, where a measurement is sad to have high precison if it contans a reatively smdl
indeterminate error, and is sad to have high accuracy if it contans rdaivdy gmdl
indeterminate error and relaively smal determinate error.

23 Errors are not to be understood as blunders. Consistently with current practice in error
andyss theory, the term “eror” is used here as a synonym for “logica uncertainty” (see
above the comment on “uncertainty” as “occurrence/dimination of possibilities’). Hence, the
“errors’ in Inac are independent of the user, precisdy characterizable and can be assumed to
be normally distributed, unless the system is biased.

24 Table 1 is lad out in such a way that the fourth column contains the complements of the
fird column upsde down (eg. wag is the complement of wig), and the third column the
complements of the second.

25 Why? Becausein i(s) = 1 - J(s)", n could be an odd integer, 1, or an even integer greater
than 2, but none of these dterndives is fully satisfactory. If n is an odd integer, the modd
satidfies only E.2, and introducing the absolute vaue of J ill leaves E6 unstisfied. If n = 1,
the equation satisfies E.1, but in order to satisfy E2 and E3 we need to cdculate the
complement of the absolute vaue of J(s). However, the new formula 1 - |J(s)| ill fals to
satidy [E.6]. If n is any even integer greater than 2, the equation not only represents merely a
more complicated extension of the Smpler solution adopted in DI, it also falsto satisfy E.6.

26 A trit is one base-3 digit and represents the amount of information conveyed by a sdection

among one of three equdly likely outcomes. It islinearly equivalent to Log3 hits.



27 «Coupling” is used here in the technica IT sense, to refer to the strength of interrdations
between the components of a sysem (eg. the modules of a program, or the processing
dements of an atificd neura network). The tighter the coupling, the higher the
interdependency, the looser the coupling the lower the interdependency. Completey
decoupled components—systems with a null degree of interdependency—have no common
data and no control flow interaction.

28 Not a word in the OED, “uninformation” has aready appeared on the Web with the
meaning “usdess’undesred information”, in connection with junk email, or “disposable
information”.

2 FMs are mathematicdly based techniques used in computer science for the abstract
andyss of the compostion and behaviour of red world sysems. Z and VDM are the two
most successful model-based FMs, capable to handle the forma conceptudisation of very
large-scale systems.

30 A firg verson of this paper was given a Es ©, Firs Edinburgh Symposum: “Itdian
Philosophy in UK”, 28th October 1999, Itdian Culturd Ingtitute for Scotland and Northern
Irdland, Edinburgh. | am very graeful to the participants for their comments and especidly to

Timothy Williamson, who acted as respondent and provided many va uable suggestions.



