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Abstract

Distributed processing cluster design using commodity hardware and software has
proven to be a technological breakthrough in the field of parallel and distributed
computing. The research presented herein is the original investigation on distributed
processing using hybrid processing clusters to improve the calculation efficiency of
the compute-intensive applications. This has opened a new frontier in affordable
supercomputing that can be utilised by businesses and industries at various levels.
Distributed processing that uses commodity computer clusters has become extremely
popular over recent years, particularly among university research groups and research
organisations. The research work discussed herein addresses a bespoke-oriented
design and implementation of highly specific and different types of distributed
processing clusters with applied load balancing techniques that are well suited for
particular business requirements. The research was performed in four phases, which
are cohesively interconnected, to find a suitable solution using a new type of

distributed processing approaches.

The first phase is an implementation of a bespoke-type distributed processing cluster
using an existing network of workstations as a calculation cluster based on a loosely
coupled distributed process system design that has improved calculation efficiency of
certain legacy applications. This approach has demonstrated how to design an
innovative, cost-effective, and efficient way to utilise a workstation cluster for

distributed processing.

The second phase is to improve the calculation efficiency of the distributed processing
system; a new type of load balancing system is designed to incorporate multiple
processing devices. The load balancing system incorporates hardware, software and
application related parameters to assigned calculation tasks to each processing devices
accordingly. Three types of load balancing methods are tested, static, dynamic and
hybrid, which each of them has their own advantages, and all three of them have

further improved the calculation efficiency of the distributed processing system.



The third phase is to facilitate the company to improve the batch processing
application calculation time, and two separate dedicated calculation clusters are built
using small form factor (SFF) computers and PCs as separate peer-to-peer (P2P)
network based calculation clusters. Multiple batch processing applications were tested
on theses clusters, and the results have shown consistent calculation time improvement
across all the applications tested. In addition, dedicated clusters are built using SFF
computers with reduced power consumption, small cluster size, and comparatively low

cost to suit particular business needs.

The fourth phase incorporates all the processing devices available in the company as a
hybrid calculation cluster utilises various type of servers, workstations, and SFF
computers to form a high-throughput distributed processing system that consolidates
multiple calculations clusters. These clusters can be utilised as multiple mutually
exclusive multiple clusters or combined as a single cluster depending on the
applications used. The test results show considerable calculation time improvements
by using consolidated calculation cluster in conjunction with rule-based load balancing

techniques.

The main design concept of the system is based on the original design that uses first
principle methods and utilises existing LAN and separate P2P network infrastructures,
hardware, and software. Tests and investigations conducted show promising results
where the company’s legacy applications can be modified and implemented with
different types of distributed processing clusters to achieve calculation and processing
efficiency for various applications within the company. The test results have
confirmed the expected calculation time improvements in controlled environments and
show that it is feasible to design and develop a bespoke-type dedicated distributed
processing cluster using existing hardware, software, and low-cost SFF computers.
Furthermore, a combination of bespoke distributed processing system with appropriate
load balancing algorithms has shown considerable calculation time improvements for
various legacy and bespoke applications. Hence, the bespoke design is better suited to
provide a solution for the calculation of time improvements for critical problems

currently faced by the sponsoring company.
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Chapter 1: Introduction

1 Introduction

1.1 Introduction

Distributed processing using commodity-type computers as processing nodes has been
investigated for the last 20 years [1-4] and has been used in various industries for
specific research and development [5, 6]. Most of these types of distributed processing
systems use the Linux platform as the operating system, and a few systems use
Windows-based applications [7, 8]. A specific type of distributed processing cluster
design is based on commodity-type components and a loosely coupled configuration
called the Beowulf-class cluster [9]. This type of cluster configuration method is used
with certain required modifications and with new and specific methods to implement
the distributed processing systems for the sponsoring company. Several advantages of
using the Beowulf-class type distributed processing method are investigated in detail

in this EngD research.

The research conducted in this EngD study is an investigation on distributed
processing that utilises smart technologies for hedge fund management, and this thesis
explains how this new method provides overall benefits to the sponsoring company
and the research contributions made to the distributed processing technologies. The
focus of the research is mainly to successfully implement distributed and parallel
processing systems for compute-intensive calculations for the sponsoring company.
The primary aim is to develop a collection of distributed processing systems that
utilises Windows network topologies, networked workstations, servers, and dedicated
distributed processing clusters formed by small form factor (SFF) computers to
perform time- and data-critical calculations for various applications that are currently
used in the company and for the future development of new trading strategies. The
distributed processing systems have various components that must be incorporated
efficiently to ensure the system performance is maintained at high levels [10]. These
include system reliability, expandability, usability, application support, and so forth.
Hence, each component of the distributed system has to be designed and implemented

depending on the system requirements to ensure that the system operations are

1
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adequate to support the specific applications used in the system. Several factors must
be considered when designing a bespoke-type distributed processing system using first
principle methods, and these are investigated in this EngD research.

In recent years, various systems and applications used by the company have become
highly compute-intensive. One of the complex and compute-intensive systems that is
currently used is the proprietary derivative Convertible Bond (CB) pricing model. Due
to the complexity involved in the financial model calculations, particularly the
derivative models, the calculation time becomes a critical issue [13, 14]. In addition,
multiple scenarios need to be developed for the due diligence requirements by
investors and compliance authorities [15, 16]. The financial models that are currently
used to calculate various parameters for these products have been developed internally
using first principle methods employing binominal and trinomial tree models, and
these are highly compute-intensive [14, 17]. The major problems encountered in
recent years with the systems used in the company are bespoke and legacy types of
systems that require certain hardware and software configurations to work together.
Hence, just replacing current hardware and software to improve the calculation speed

is not a viable as a long-term solution.

Therefore, an alternative approach has been investigated in this research to improve
the calculation efficiency by using existing hardware and software as calculation
clusters and by utilising distributed processing methods [18, 19]. The approach is to
consolidate all the existing hardware as multiple calculation clusters that are managed
by a centralised distributed processing management controller. The research is
conducted in four phases, which each phase investigates a particular research
challenge, and all four phases are cohesively interconnected to find a best possible
distributed process solution for improving the computing efficiency of bespoke and
legacy applications. How these phases are implemented is discussed in detail in the

forthcoming sections.
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1.2 Motivation

As hedge fund’s managers are facing increasingly rigorous transparency and reporting
demands, the need for establishing a robust and high quality IT system has never been
higher. In addition to the various regulations that are specifically targeted at hedge
funds, the added complication of an increasing variety of asset classes needs to be
managed by the IT systems. Over the past few years, the environment has been
challenging for the hedge fund management industry with decreasing yields and more
rigid regulation being introduced, which places added pressure on the business [20].
The key challenges faced by smaller hedge fund companies are follows:

e Complying with ever-tightening financial regulations that demand high
standards of IT infrastructure and systems.

e Producing various reports for investors and regulators on a regular and on-
demand basis.

e Generating a range of risk scenario reports for continuously changing investor

requirements.

During the financial crash in 2009 [21], most small fund management companies
disappeared. This was due to various factors, and one of the factors is that they were
unable to function efficiently during disastrous market conditions where the required
IT services were not provided by the IT support companies. Meanwhile, from
inception, Northwest adapted its IT and systems as part of the business by employing
dedicated IT staff and has actively promoted the use of internally developed systems
for day-to-day business activities. As the result, the company can continue trading
under difficult market conditions by rapidly adapting its IT systems to cater to the
business, and this facilitated the company to relocate to different geographical
locations without any interruption to its business. In addition, to keep IT expenditure
low and still maintain a competitive edge, a novel approach of implementing IT
systems is needed in the hedge-fund industry. Thus, the Northwest example has
proven that the bespoke development methods used is highly beneficial to the
company, and this is the primary reason for pursuing this present research to develop a

bespoke distributed processing system for the company.
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1.3 Research Aim

The overall aim of the presented research is to implement a distributed processing and
parallel processing system for compute-intensive calculations utilising a combination
of dedicated and non-dedicated workstations, servers and SFF computers. The task is
to design, develop and implement cost-effective and high-performance distributed
processing cluster systems that utilise Windows network topologies, networked
workstations and servers to perform time-critical and data-critical calculations for the

sponsoring company. The research objectives are as follows:

e Design and build a calculation cluster for distributed processing using user
workstations as calculation nodes.

e Design and implement distributed process management SQL database to
capture various data from calculation nodes, hardware and software related
data, cluster performance data and historical data.

e Design and implement distributed process management system and calculation
node’s management system.

e Design and implement the adaptive load balancing systems that allocate tasks
and data to each calculation node based on defined load balancing algorithms.

e Design and build dedicated SFF cluster and PC cluster using P2P network for
testing various legacy applications and bespoke load balancing algorithms.

e Design and build multiple clusters using conventional servers, virtual servers
and blade servers.

e Design and implement multiple clusters as consolidated hybrid cluster for
performing heavy-duty batch processing tasks.

e Design and implement multiple logical clusters using single or multiple
physical clusters for segregated and secure processing.

e Perform various tests to evaluate the calculation time improvements of
distributed process based calculation against serial calculation method for

different types of applications.

e Conduct a feasibility study of real-time trading strategies using distributed

process based calculation methods.
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Most of the current applications are MS-Excel-based, and these have been developed
using the Rapid Application Development (RAD) method and the Dynamic System
Redevelopment Method (DSDM) [22, 23]. The methodologies used for application
development have proven to be considerably successful, and the same methods are
used for distributed processing system development. The subject area of investigation
is high-performance computing (HPC), and HPC is generally referred to as
aggregating computing power in a highly organised way such that it delivers far better
performance than a typical computer [24]. For HPC, several systems for distributed
and parallel processing are available from various vendors and from third-party
providers, and these systems utilise a combination of high-end servers, blade servers,
virtualisation techniques, high-speed networks and Storage Area Network (SAN)
technologies [25, 26]. The vendor-provided HPC systems have many advantages; HPC
can be implemented in-house and can be configured to work with varying business
requirements at lower cost than public grid computing in the long term. Even though
these systems are easy to install and maintain in-house, there are initial costs of setting
up the system, and the software and systems provided by the vendors and third-party
providers are highly specific to their own systems. Grid computing is also part of
HPC; it is a powerful concept that has proven to be successful in various industries
[27]. However, to use grid computing, the applications must be compliant with the
particular grid-computing provider, and there are costs related to processing time.
Hence, the utility-based grid computing option is not feasible for the company’s
business model [28]. Meanwhile, it is possible to have a smaller-scale private
calculation grid that operates with the company’s local area network using peer-to-

peer (P2P) network configurations [29].

Therefore, the main aim of the research is to design and implement a highly specific
bespoke distributed processing system that can support the existing legacy and
bespoke applications to improve the calculation efficiency. Moreover, the system must
be complaint with existing design methodologies and technologies used. In addition,
the system must improve the calculation efficiency of various batch-processing tasks
currently used by the company. Furthermore, the system must be able to provide
adequate processing power for the quantitative analysts and researchers in the

company to test the new financial models within acceptable periods.
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1.4 Research Methodology

This research consists of four phases of investigations, and all four of them are
interconnected to find the best possible bespoke-type distributed processing solution
for the company using existing hardware and software and utilising technologies that
are currently used in the company. In addition, further investigations have been
performed to identify the possible alternatives and improvements that can be made to
the existing systems and applications to improve the calculation efficiencies. The four

investigation phases are as follows:

1. Build a distributed processing cluster using existing workstations that are used
by company staff and designing cluster management controller and calculation
node’s controller software design.

2. Implement adaptive load balancing and task scheduling techniques for the
distributed processing clusters.

Design and build a dedicated calculation cluster using SFF computers and PCs.

4. Build a combination of various types of distributed processing as hybrid
clusters using available processing units in the company and incorporating

conventional server, virtual server and CPU clusters.

The first phase is implementing a distributed processing cluster using an existing
network of workstations that are used by company staff as a calculation cluster. The
design is based on a loosely coupled distributed process system design with a centrally
managed control mechanism [10, 30]. The second phase is implementing adaptive
task-scheduling [31] and load balancing [32] techniques to further improve the
calculation cluster performance. In this phase, efficient task allocation and the load
balancing mechanisms have been introduced, which have reduced the overall
calculation times for nonlinear hardware and software-based calculation clusters. The
third phase is implementing dedicated calculation clusters as private calculation grids
in the company. The designs are based on using SFF computers and spare unused PCs
that are currently available. These clusters are logically separated from the company’s
main LAN using P2P network setups for 24x7 operations for highly compute-intensive

simulations. The fourth phase is implementing hybrid types of clusters that incorporate
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all the available processing devices in the company to act as multiple clusters. Figure
1.1 shows the distributed processing high-level diagram. The distributed processing
system has four phases, as described earlier, and must be able to support wide variety
of bespoke and legacy systems. How these applications are used in the distributed

processing system is discussed in detail in the forthcoming chapters.

Distributed Processing System
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Figure 1.1: Distributed Processing System



Chapter 1: Introduction

1.5 Research Contributions

The investigations and tests performed have provided the company with new and
significant insights about using bespoke-type calculation clusters for compute-
intensive applications and about task scheduling and load balancing methodologies.
Furthermore, detailed examination and development of new techniques are presented
to apply within the current setups in the company that are most suited to provide
effective solutions to the calculation-intensive application problems. The key research

achievements and contributions of this research work are as follows:

e Implement in-house grid computing and private cloud type of systems for
small companies that have limited resources with a cost-effective approach.

e Create an innovative approach to building a SFF Compute-Grid using
inexpensive off-the-shelf PCs with flexible configurations.

e Design intelligent grid management software based on original concepts of
adapting and self-tuning according to the computational requirements.

e Further knowledge in distributed processing technologies. In addition,
investigations and tests conducted in a controlled environment facilitate the
company improving its practical implementation of existing technologies.

e Achieved a detailed understanding of applicable techniques and methods for
research and development and acquired a substantial body of knowledge in
distributed processing technologies that is relevant in the forefront of academic
discipline and professional practice.

e Conceptualised design, practice-based tests, and implementation have
generated new knowledge in system implementations, application development
applications and understanding of various distributed processing techniques
that facilitates the research designs unforeseen problems.

e Facilitate the company for developing new methods and techniques using
innovative approaches for implementing distributed processing using Windows
networks. In addition, simplify cluster architecture to perform compute-
intensive tasks to be split as process and data parallel tasks for legacy

applications.
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1.6  Thesis Organisation

Chapter 2 discusses the related research in distributed processing and correlates or
draws distinctions in various areas of distributed processing applications investigated

in this EngD research.

Chapter 3 outlines the background on distributed processing, theory, and governing

laws related to distributed processing.

Chapter 4 describes the first phase performed to investigate the feasibility of
distributed processing implemented in the current set-up in the company using a
network of workstations, as well as the configuration required and the preliminary
results. The design is based on a loosely coupled distributed process system design
with a centrally managed control mechanism. A group of user workstations are
selected to act as the calculation nodes, and these workstations are grouped to act as a
calculation cluster. To manage the calculation cluster, two types of cluster
management controllers are designed: distributed process management controller
software, which resides in the management server; and calculation node controller

software, which resides in each calculation node.

Chapter 5 describes the second phase, which applies various methods of load
balancing and task allocation techniques that are used within the workstation cluster.
In addition, the chapter discusses how these techniques are performed under different
task allocation and load conditions. Implementation of efficient task allocation and the
load balancing mechanisms have been introduced, which has reduced the overall
calculation times for nonlinear hardware and software-based calculation clusters. The
task allocation and load balancing algorithms are derived using hardware- and
software-related parameters, and application-specific parameters. Hence, the
distributed processing system uses dynamic and static rules depending on various
parameters collected during the operations of the calculation cluster and using fixed
parameters to allocate appropriate tasks and load to each calculation node to yield a
better overall calculation time efficiency for a given batch process.
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Chapter 6 describes the third phase, which is the designing and developing dedicated
calculation clusters using SFF computers and PCs for the company as dedicated
calculation gird, and the clusters tests, which is a detailed investigation performed
using derivative technical analysis mathematical models. These clusters are logically
separated from the company’s main LAN and setup as a P2P network for 24x7
operations for highly compute-intensive simulations. These clusters are test clusters
for investigating various parameters that affect the distributed processing
implementations such as cost, power consumption, cluster size, and so forth. Two
types of clusters are built, commodity-type SFF computer-based cluster with linear
hardware and software configurations and PC cluster using spare PCs and
workstations using nonlinear hardware and software configurations. Various tests are
performed using compute-intensive applications to compare the performance matrix of

these clusters.

Chapter 7 describes the fourth phase, which is a hybrid method for building distributed
processing clusters using different types of hardware such as servers, workstations and
SFF computers. These clusters are used to test the existing applications’ performance
under distributed processing conditions and the possibility of using multiple clusters to
perform data- and time-critical calculations for real-time trading applications. In
addition to tests for calculation improvements, various tests performed to reduce the
data processing time using financial data feed terminals and linked SQL servers as part
of the distributed processing system. Furthermore, tests are performed to investigate
how multi-core CPU workstations and servers can be used as distributed processing
devices by using a single CPU core as a calculation node. In addition, how the
physical clusters can be configured as multiple logical clusters using CPU core-based

cluster configurations is investigated.

Chapter 8 discusses the experimental results and analyses the data recorded during
extensive tests and simulations performed on the PC and NUC clusters and during the
application of load balancing techniques. In addition, the chapter discusses how this
research benefits the sponsoring company and discusses the advantages and

disadvantages of the methods used and further recommendations and improvements.

Chapter 9 concludes by presenting the findings, results and research outcomes.
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1.7 Chapter Summary

The investigations and test results have shown that it is feasible to build a practical
Beowulf-class distributed system using existing hardware and software within the
company infrastructure. The design approach is based on loosely coupled design with
dedicated or non-dedicated distributed processing system depending on the
requirements that are best suited for the company. Further investigation using adaptive
load balancing techniques and implementing a dedicated calculation cluster using SFF
computers with low power consumption that utilises a logically separated P2P network
has shown considerable improvement in calculation times for various internally
developed applications used in the company. Hence, the bespoke high-throughput
distributed processing cluster computer system that utilises the company’s
workstations, SFF computers, and blade servers in the office and disaster recovery site
as intelligent processing devices are the best possible solution for the company’s

requirements.

Implementing workstation and server virtualisation techniques for logically separating
a single workstation or server as multiple calculation nodes and using parallel
processing in a single workstation using multi-core processing and multi-threading
using logically separated CPU-cores show considerable calculation time improvement
to certain types of applications. Furthermore, improvement in load balancing and task
allocations based on application, hardware, CPU and memory usage-specific
parameters using logical CPU cores and hyper-threading techniques is proved to be
beneficial for application-specific load balancing, in addition to hardware and
software-based load balancing. The test results show that SFF computer cluster is most
suited for the long-term development of a dedicated calculation grid for the company
due to its compact size, high reliability, lower power consumption and considerably
low cost per calculation node. Meanwhile, the PC cluster and server cluster that were
designed using spare PCs and servers are suitable for testing load balancing algorithms
and testing prototype mathematical models fo