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A B S T R A C T 

The extinction law from 0.9 to 8 microns in the inner 3 × 3 deg 

2 of the Milky Way is measured using data 
from VISTA Variables in the Via Lactea, GLIMPSE, and WISE . Absolute extinction ratios are found by requiring 

that the observed red clump density peaks at the GRAVITY collaboration distance to the Galactic centre. When 

combined with selective extinction ratios measured from the bulge giant colour–colour diagrams, we find an ex- 
tinction law of A Z 

: A Y : A J : A H 

: A K s 
: A W1 : A [3 . 6] : A [4 . 5] : A W2 : A [5 . 8] : A [8 . 0] = 7 . 19(0 . 30) : 5 . 11(0 . 20) : 3 . 23(0 . 11) : 

1 . 77(0 . 04) : 1 : 0 . 54(0 . 02) : 0 . 46(0 . 03) : 0 . 34(0 . 03) : 0 . 32(0 . 03) : 0 . 24(0 . 04) : 0 . 28(0 . 03) valid for low extinctions where non- 
linearities are unimportant. These results imply an extinction law from the Rayleigh Jeans colour excess method of 
A K s 

= 0 . 677( H − [4 . 5] − 0 . 188). We find little evidence for significant selective extinction ratio variation over the inspected 

region (around 5 per cent ). Assuming the absolute extinction ratios do not vary across the inspected region gives an independent 
measurement of the absolute K s magnitude of the red clump at the Galactic Centre of ( −1 . 61 ± 0 . 07) mag . This is very similar to 

the value measured for solar neighbourhood red clump stars giving confidence in the use of red clump stars as standard candles 
across the Galaxy. As part of our analysis, we inspect the completeness of PSF photometry from the VVV surv e y using artificial 
star tests, finding 90 per cent completeness at K s ≈ 16 (17) in high (low) density regions and good agreement with the number 
counts with respect to the GALACTICNUCLEUS and DECAPS catalogues o v er small regions of the survey. 

Key words: stars: distances – dust, extinction – Galaxy: bulge. 
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 I N T RO D U C T I O N  

he inner parts of the Milky Way contain important information 
n the formation and history of our Galaxy and provide a detailed
indow into the nuclear properties of a Milky-Way-like galaxy. 
ear- and mid-infrared surv e ys such as 2MASS, VVV, UKIDSS, 

nd GLIMPSE have allowed studies to probe through the interstellar 
ust to infer the morphological properties of this region. On scales 
f � � 10 deg the Galactic bar/bulge is the dominant structure (e.g.
litz & Spergel 1991 ; Stanek et al. 1994 , 1997 ; Babusiaux & Gilmore
005 ; Rattenbury et al. 2007 ; McWilliam & Zoccali 2010 ; Wegg &
erhard 2013 ; Simion et al. 2017 ; Sanders et al. 2019 ), and at

arger radii, the bar/bulge extends into the long thin bar (Wegg, 
erhard & Portail 2015 ). In the very central regions around the

uspected dynamical centre of the Galaxy, Sgr A ∗, there is a nuclear
tellar cluster (NSC; Sch ̈odel et al. 2014 ), and between these two
tructures sits the nuclear stellar disc (Launhardt, Zylka & Mezger 
002 ; Nishiyama et al. 2013 ; Sormani et al. 2022 ). The nuclear stellar
isc has an extent of � ∼ 1 . 5 deg and is associated with the central x2
rbits that form in a barred potential. Compared to the bar/bulge and
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he NSC, the nuclear stellar disc has been little studied. Nogueras-
ara et al. ( 2020a ) recently argued that the nuclear stellar disc is
omposed almost entirely of stars older than 8 Gyr although there 
s evidence of a more recent starburst. This points towards a picture
here the bulk of the stars in the nuclear stellar disc formed at bar

ormation when gas rapidly funnelled to the centre, but since then
he gas supply and hence star formation has been more gentle until
ossibly a recent episode. 
Many of the highlighted studies on the structure of the inner Galaxy

ely on the standard candle nature of red clump stars (Girardi 2016 ).
ed clump stars are metal-rich core helium burning and, particularly 

n the K s band, display a small scatter in absolute magnitude (Alves
000 ; Hawkins et al. 2017 ; Hall et al. 2019 ; Chan & Bovy 2020 ).
 or this reason, the y hav e found use be yond the Milk y Way, for
xample in the Magellanic Clouds (Alves et al. 2002 ; Pietrzy ́nski &
ieren 2002 ) and M31 (Stanek & Garnavich 1998 ). Variations in

he red clump’s absolute magnitude with both age and metallicity 
re expected (Girardi & Salaris 2001 ) and observed (Chen et al.
017 ; Chan & Bovy 2020 ; Huang et al. 2020 ). This means for
ighly accurate density mapping of the central Galaxy we require 
nowledge of its age and metallicity structure. Alternatively, with a 
nown density structure we could use the red clump to infer the age
nd metallicity of the inner Galaxy (Nogueras-Lara et al. 2020a ). 
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These approaches are complicated by extinction, which is particu-
arly severe in the inner regions of the Milky Way ( A V ≈ 40 towards
he Galactic Centre; Nishiyama et al. 2008 ; Sch ̈odel et al. 2010 ). In
he absence of additional information, there are degeneracies between
he absolute magnitude of the red clump, the distances to the stars, and
he shape of the extinction curve. For structural studies of the inner
alaxy, the extinction curve shape is a key parameter. Matsunaga

t al. ( 2018 ) gives a review of measurements of the extinction law
n the near- and mid-infrared. In recent years, studies have settled
n a steep extinction law in the near-infrared with power-law index
( A x ∝ λ−α

x ) around α = 2 − 2.2 (Nishiyama et al. 2009 ; Stead &
oare 2009 ; Sch ̈odel et al. 2010 ; Fritz et al. 2011 ; Alonso-Garc ́ıa

t al. 2017 ; Nogueras-Lara et al. 2019a ; Ma ́ız Apell ́aniz et al. 2020 ;
telter & Eikenberry 2021 ). The universality of the extinction law

s less certain with variations reported as a function of location
n the Galaxy (Zasowski et al. 2009 ) and total extinction/density
f intervening clouds (Chapman et al. 2009 ), although Wang &
iang ( 2014 ) argue for a universality of the near-infrared extinction
aw. 

Until the measurements of the distance to Sgr A ∗ from Gravity
ollaboration ( 2019 , 2021 ), a reference distance to the bar/bulge red
lump stars was not known. Instead several studies have inferred the
istance to the Galactic Centre using assumptions for the red clump
bsolute magnitude based on observations of solar neighbourhood
tars (Paczy ́nski & Stanek 1998 ; Nishiyama et al. 2006 ). The
egeneracies between absolute magnitude, distance, and extinction
ake these studies challenging. Ho we ver, with the distance to the
alactic Centre now more confidently measured, we are in a position

o break some of this de generac y under the assumption that Sgr A ∗
s the dynamical centre of the Galaxy. 

In this paper, we derive the extinction curve of the inner 3 × 3 deg 2 

f the Galaxy from 0.9 to 8 microns. We use a no v el method that
ins the unextincted magnitude of the red clump based on the known
istance to the Galactic Centre from Gravity Collaboration ( 2021 ).
n this way, we are able to not only infer the e xtinction la w but
lso the absolute magnitude of red clump stars at the Galactic
entre. We combine this method with more traditional colour excess
ethods to derive the full extinction curve. We outline and apply

he colour excess method in Section 2 , and the calibration of the
bsolute e xtinction curv e and a discussion of the absolute red clump
agnitude are presented in Section 3 . From this extinction curve,
e derive 2D extinction maps (neglecting distance dependence)
sing both the known colours of red clump stars (Gonzalez et al.
011 , 2012 ; Surot et al. 2020 ) and the ( H − [4.5]) colour of
ll stars (Maje wski, Zaso wski & Nide ver 2011 ) as presented in
ppendix B1 and B2 . We further present a brief discussion of

he completeness properties of a point-spread-function photometric
eduction of VVV in Appendix C . We close with our conclusions in
ection 4 . 

 SELECTIVE  E X T I N C T I O N  R AT I O S  F RO M  1  

O  8  M I C RO N S  

n this section, we consider measuring the selective extinction ratios
or the inner Galaxy. It is much easier to estimate selective extinction
atios than any absolute to selectiv e e xtinction ratio as we only
equire observed colours of known stellar types, not knowledge of
he distances to the sources. Ho we ver, with a set of selective ratios
nd a single absolute to selective ratio, we can compute all absolute
xtinction ratios. 

An e xtinction la w A ( λ) describes the reduction in magnitudes at
 given wavelength λ. The extinction in a photometric band x with
NRAS 514, 2407–2424 (2022) 
photon-counting) transmission T x ( λ) for a star with flux F λ( λ) is 

 x = −2 . 5 log 10 

(∫ 
d λ λT x F λ10 −0 . 4 A ( λ) 

/ 

∫ 
d λ λT x F λ

)
, (1) 

rom which we can define the selectiv e e xtinction for colour x − y as
 ( x − y ) ≡ A x − A y . For low extinction, the integral is approximately

inear in A ( λ) and for narrow bands A x is approximately independent
f F λ( λ). In these limits, the extinction coefficients normalized with
espect to the extinction at some reference wavelength, A x / A ( λref ),
re independent of total extinction and stellar type. In this case, a
niv ersal e xtinction la w can be applied to all stars and we characterize
he e xtinction la w by constant absolute ratios e.g. A x /A K s 

from
hich constant selective extinctions ratios can be computed e.g.
 ( x − K s ) /E ( y − K s ) = ( A x /A K s 

− 1) / ( A y /A K s 
− 1). 

Assuming non-linear effects are minimal, for some colour c , the
 xtinction la w is giv en by 

 K s 
= R c E( c) , (2) 

or a constant R c . Our aim is to measure E ( c) /E ( H − K s ) =
 H−K s 

/R c . We consider red giant stars which are known to follow
rends in colour–magnitude space related to correlations between
uminosity and temperature. As our samples are located predomi-
antly in the Galactic bulge, these correlations are imprinted on the
ereddened colour–magnitude diagrams. It is therefore important to
onsider this ‘intrinsic’ correlation in addition to correlations induced
y extinction. Assuming the absolute K s magnitude is a simple linear
unction of colour for giant stars at a single distance, we have 

 

′ 
s = ( c ′ − c 0 ) /k c + K s0 ,c , (3) 

here primed quantities are dereddened and c 0 and K s 0, c are arbitrary
onstants. We measure k c from a set of PARSEC isochrones with
M/H] = 0 and log (age/Gyr) > 9.5 (Bressan et al. 2012 ; Chen
t al. 2014 , 2015 ; Tang et al. 2014 ; Marigo et al. 2017 ). Using these
elations we can relate the observed ( H − K s ) colour to any other
olour, c , as 

 H − K s ) − k H−K s 
K s = 

R c 

R H−K s 

1 − k H−K s 
R H−K s 

× 1 − k c R c ( c − k c K s ) + const. , (4) 

o the gradient g c of a linear fit of c − k c K s against ( H − K s ) −
 H−K s 

K s will reco v er the e xtinction ratio E ( c )/ E ( H − K s ) as 

E( c) 

E( H − K s ) 
= g c + R H−K s 

( k c − g c k H−K s 
) . (5) 

ote that this method requires knowledge of the absolute extinction
atio R H−K s 

to measure E ( c )/ E ( H − K s ). Ho we ver, the dependence
s weak as k c for near- and mid-infrared bands is typically small so
e adopt a standard value from Fritz et al. ( 2011 ) of R H−K s 

= 1 . 328
using R H−K s 

= 1 . 104 from Alonso-Garc ́ıa et al. ( 2017 ) results in
hanges to E ( c )/ E ( H − K s ) of less than 0 . 5 per cent ). We note that
t is possible to use a version of equation ( 4 ) dependent on E ( H −
 s ) measured from red clump stars. Ho we ver, we find in general this
ethod is less accurate than using colour–colour relations, partly

ecause of the underestimate of E ( H − K s ) RC for large extinction
see Appendix B1 ). 

To fit equation ( 4 ) to data we employ a total least-squares
rocedure (Hogg, Bovy & Lang 2010 ). For a data vector Z i =
 c i − k c K si , ( H − K s ) i − k H−K s 

K si ) and corresponding covariance
atrix � i we seek the straight line that maximizes the log-likelihood

ln L = − 1 
2 

∑ 

i 

ln ( v T � i v + σ 2 ) + 

( v T Z i − b ⊥ 

) 2 

v T � i v + σ 2 
, (6) 
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Figure 1. Non-linearity of the extinction law: we display curves of the 
relative percentage change in the extinction in band x , A x (e v aluated using 
equation 1 ), normalized by the extinction e v aluated at λK s = 2 . 149 μm. We 
adopt the extinction curve from Fritz et al. ( 2011 ) and use three different giant 
stellar spectra. 
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here v = ( − sin θ, cos θ ), θ is the angle of the line with respect to
he ‘ x ’ coordinate, b ⊥ 

= b cos θ with b the ‘ y ’ intercept of the line.
e adopt flat priors in θ and b ⊥ 

. We add in an additional variance σ 2 

o account for the width of the giant branch. Additionally, we choose
o include an outlier component which a different straight line with 
 broader variance σ 2 

out . The weight of the outlier component is f out 

hich we limit to be less than 0.4. We sum the likelihood of this term
ith the model likelihood (times (1 − f out )). The maximum likelihood 

s found through using BFGS minimization with the Jacobian com- 
uted using AUTOGRAD . 1 The uncertainty in the output gradient is es-
imated using the inverse of the Hessian matrix (also computed using 
UTOGRAD ). 

.1 Non-linearity of extinction coefficients 

or high extinction regions, the non-linearity in the extinction 
alculation of equation ( 1 ) can become important (e.g. Stead &
oare 2009 ; Wang & Chen 2019 ; Ma ́ız Apell ́aniz et al. 2020 ). We

ssess the impact of the non-linearity by computing equation ( 1 )
or the VISTA and Spitzer passbands (downloaded from the SVO 

lter service; Rodrigo, Solano & Bayo 2012 ; Rodrigo & Solano 
020 ). We use three different stellar spectra from Castelli & Kurucz
 2003 ) with T eff = (3750 , 4750 , 5750) K, log g = (0.5, 2.5, 3.5)
nd solar metallicity. We use the extinction law from Fritz et al.
 2011 ). In Fig. 1 we display the percentage relative change in A x 

ormalized by the extinction at λK s 
= 2 . 149 μm, A K s 

, against A K s 
.

ost bands have relative changes of a few per cent o v er the range
f considered extinctions ( A ( λK s 

) < 6, typically extinctions in the
nner Galaxy are A ( λK s 

< 3) and in general, the bluer VISTA bands
ave larger changes than the Spitzer bands, except for [8.0] for
hich there is a large evolution of A [8 . 0] /A ( λK 

) of approximately

s 

 https:// github.com/HIPS/ autograd 

a
u  

n

 per cent per magnitude of A ( λK s 
). This arises due to the 9 . 7 μm

ilicate feature. From these calculations, we store the variation of 
L c ( E( H − K s )) = E( c) /E( H − K s ) − E( c) /E( H − K s ) | A x → 0 as
 function of E ( H − K s ) for the T eff = 4750 K, log g = 2 . 5 model to
imply correct the colours of stars for typical non-linear effects as c
 c − E ( H − K s )NL c ( E ( H − K s )) using E ( H − K s ) ≈ ( H − K s −

.1). 

.2 Data 

ur primary source of data is the preliminary VIRAC2 catalogue 
Smith et al. 2018 ; Smith et al., in preparation). VIRAC2 is an updated
ersion of the VVV InfraRed Astrometric Catalogue presented by 
mith et al. ( 2018 ). VVV is a near-infrared multi-epoch photometric
urv e y of the Galactic bulge and southern Galactic disc performed
sing the VIRCAM detector (Dalton et al. 2006 ) with pixel resolution
f 0 . 339 arcsec on the 4 m VISTA telescope at the Cerro Paranal
bservatory (with typical seeing of ∼ 0 . 7 arcsec ). The original VVV

urv e y ran from 2010 to 2015 but was granted a five-year extension
VVVX) from 2016. The primary multi-epoch observations consist 
f ∼ 200 2 × 4 s K s exposures with a typical depth of K s ∼ 17 in
he region we consider (each pointing consists of two exposures 
jittered’ by small offsets, hence the ‘2 ×’). The K s photometry is
omplemented by more sparsely sampled Z , Y , J , and H photometry
approximately 4, 4, 20–40, and 10–20 exposures of 2 × 10, 2 × 10,
 × 6 (4 × 10 for VVVX) and 2 × 4 (2 × 6 for VVVX) seconds,
espectively, see Saito et al. 2012 for details). There are no Z and
 observations as part of VVVX. Saturation effects in all bands
ccur around 11.5 to 13 . 0 mag (see fig. 12 of Gonz ́alez-Fern ́andez
t al. 2018 , for results with 5s exposures) and the typical depth is
20 . 5 , 20 , 19 . 5 , 18 . 5 , 18) mag in ( Z , Y , J , H , K s ) (slightly deeper for
he longer VVVX J and H exposures) although in the central bulge
elds the depth is confusion-limited (see figs 3, 4, and 5 of Saito
t al. 2012 ). 

VIRAC2 consists of a complete re-reduction of the VVV and 
VVX ZYJHK s images in the original VVV Galactic bulge and 

outhern disc footprint utilizing point-spread-function photometry, 
mploying a recalibration of the photometric zeropoints with respect 
o 2MASS (to address the issues highlighted by Hajdu et al. 2020 ) and
ombining multiple detections into astrometric solutions calibrated 
ith respect to Gaia . Furthermore, as VVV begins to saturate around
 s = 11.5, we complement the VVV data set with brighter stars

rom 2MASS by finding any star in 2MASS without a counterpart
n VIRAC2 within 1 arcsec and with K s > 11. We put the 2MASS
easurements on the VISTA system using the transformations from 

onz ́alez-Fern ́andez et al. ( 2018 ) and correct for small median photo-
etric shifts in o v erlapping 2MASS and VIRAC2 measurements. We

erform our procedure described in the previous section on all stars in
IRAC2 (combined with 2MASS) with | � | < 1 . 5 deg , | b| < 1 . 5 deg

nd K s < 13.5 − 1.33( H − K s − 0.09) (a cut approximately parallel
o the extinction vector), five-parameter astrometric solutions, non- 
uplicates and without a neighbour in the data set within 1 arcsec .
hen using VIRAC2 ZYJHK s photometry we limit to magnitude 

ncertainties < 0 . 06 mag and magnitudes brighter than 19. For
MASS sources, we limit to uncertainties < 0 . 2 mag . We cross-
atch the sources to sources in GLIMPSE (using sources with 
qf ∗= 0 from Churchwell et al. 2009 or f ∗= 1 from Ram ́ırez
t al. 2008 ) and unWISE (Schlafly, Meisner & Green 2019 , using
ources with no flags) with a cross-match radius of 0 . 4 arcsec
nd 1 arcsec respectively (again limiting to stars with magnitude 
ncertainties < 0 . 2 mag ). Our other cuts, in particular the VIRAC2
earest neighbour cut, are such that essentially all the VIRAC2 
MNRAS 514, 2407–2424 (2022) 

art/stac1367_f1.eps
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Figure 2. Example of a colour–colour giant branch fit to find the selective 
extinction ratio for E ( H − [4.5])/ E ( H − K s ). The background histogram shows 
the full data distribution coloured using a log-scale. The orange is the binned 
median, whilst the black-dashed shows a linear fit using a total least-squares 
approach. The ‘intercept’ gives the x-intercept of the fit, ‘branch gradient’ 
is the slope of the giant branch in ( H − [4.5] versus K s , and ‘spread’ is the 
standard deviation about the linear fit. 
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ources we use are assigned to unique (or no) WISE /GLIMPSE
ources. One source is cross-matched to two unWISE sources.

hen using WISE , we also ensure there is a corresponding
LIMPSE detection. To eliminate foreground contaminants, we fur-

her remo v e stars with ( H − K s ) + 2 
√ 

σ 2 
H 

+ σ 2 
Ks < 0 . 09 + E( H −

 s ) RC − 2 σE( H−K s ) RC or ( J − K s ) + 2 
√ 

σ 2 
J + σ 2 

Ks < 0 . 62 + E( J −
 s ) RC − 2 σE( J−K s ) RC using extinction estimates from the red clump
ethod (Appendix B1 ). Note this procedure is valid even when E ( J
K s ) RC and E ( H − K s ) RC are biased low due to the absence of the

ed clump in high extinction regions. We further remove likely AGB

r YSOs by removing stars with ([5 . 8] − [8 . 0]) / 
√ 

σ 2 
[5 . 8] + σ 2 

[8 . 0] > 5.

he extinction coefficient in [5.8] is smaller than [8.0] (see Wang &
hen 2019 ) so this does not remo v e highly e xtincted giant stars.
ross-matching this sample to GALACTICNUCLEUS (Nogueras-
ara et al. 2019b , with a 0 . 1 arcsec cross-match radius) and restricting

o stars with K s < 14 and VIRAC uncertainties < 0 . 02 mag gives
ero-point offsets (GALACTICNUCLEUS - VIRAC) of ( J , H , K s ) =
 − 0.027, 0.008, 0.026). 

For x = { Z , Y , J , [3.6], [4.5], [5.8], [8.0], W 1, W 2 } with c = ( x −
 ), we find the maximum-likelihood solution for the straight line
t as described earlier. The result of applying our procedure with
 = [4.5] is shown in Fig. 2 where we measure E ( H − [4.5])/ E ( H

K s ) = 1.8477 ± 0.0008 and k [4.5] − H = −0.021. We present the
esults of our fitting procedure in Table 1 . Note that the uncertainties
re statistical and probably unrealistically small as they do not reflect
ystematic uncertainty from the simplicity of the employed model.
e compare to the ratios to reported by Fritz et al. ( 2011 , using

ydrogen line absorption towards the Galactic Centre), Alonso-
arc ́ıa et al. ( 2017 , using the colour–magnitude slope of the bulge

ed clump stars), Nishiyama et al. ( 2009 , using the colour–magnitude
lope of giant stars in the bulge) and Wang & Chen ( 2019 , using red
lump stars from APOGEE distributed across the sky). It should be
oted that as different studies use different instruments the infrared
ands are not identical so some variation is to be expected. Using the
 eff = 4750 K, log g = 2 . 5 spectrum from Castelli & Kurucz ( 2003 ),
e find ( A J HAWK−I , A J SIRIUS , A J 2MASS ) = (0 . 994 , 1 . 012 , 1 . 028) A J VISTA ,

 A H HAWK−I , A H SIRIUS , A H 2MASS ) = (1 . 037 , 1 . 021 , 0 . 995) A H VISTA and
 A K s, HAWK−I , A K s, SIRIUS , A K s, 2MASS ) = (1 . 012 , 1 . 011 , 0 . 991) A K s, VISTA . 
NRAS 514, 2407–2424 (2022) 
.3 Spatial variation 

ith the average selective extinction ratios over the inner 3 × 3 deg 2 

omputed, we now turn to the spatial variation of the selective extinc-
ion ratio. We repeat the abo v e calculation for a series of on-sky bins.
tarting with the whole considered region, we iteratively split the on-
ky bins into four sub-bins until further splits would cause one sub-
in to have fewer than 500 stars or a total of four splits have already
een performed (or two splits when considering Spitzer /GLIMPSE
ata). We adopt a stricter cut on Spitzer /GLIMPSE photometry
ncertainties requiring magnitude errors smaller than 0 . 05 mag . 
We display the results in Fig. 3 and in Table 1 we report the mean

nd standard deviation of the selective extinction ratios across the
n-sky bins. In all bands, we find less than 5 per cent variation in
 ( i − K s )/ E ( H − K s ) across the region analysed, which translates

nto a few per cent variation in A i /A K s 
for the bluer bands ( Z , Y ,

 ) and a few tens of per cent for the redder bands (e.g. [8.0]). Some
art of the variation appears as noise, but there are also some clear
ystematic variations. For instance, there is a feature of the presented
aps around ( � , b ) = (1, 0) seen particularly in J and Y , but also

een in the Spitzer bands as a general underestimate. This feature
lso coincides with a problematic region for the 2D extinction maps
see Appendix B2 and Fig. B2 ) where it appears there is a significant
opulation of young stars in this region which bias low the extinction
o the red clump stars. This suggests along these lines-of-sight there
s significant extinction variation. Foreground clouds could give rise
o variation in the selective extinction ratios (e.g. Chapman et al.
009 ). Ho we ver, the v ariation we see could also be attributed to
he contaminating young star population. Nishiyama et al. ( 2009 ),
lonso-Garc ́ıa et al. ( 2017 ), and Nogueras-Lara et al. ( 2019a ) all

nvestigated the variation of the extinction law across the Galactic
entral regions. Alonso-Garc ́ıa et al. ( 2017 ) tabulated the variation
n the extinction law for four quadrants in the region | l| � 2 . 7 deg
nd | b| � 1 . 55 deg finding variation of order ∼ 10 per cent for E ( i −
 )/ E ( H − K s ) for i ∈ { Z , Y , J } and in general higher values for the

outhern quadrants compared to northern. Nishiyama et al. ( 2009 )
ound a similar 10 per cent variation in E ( J − H )/ E ( H − K s ) across
he region | l| � 3 deg and | b| � 1 deg but instead with higher values
bserved in the northern quadrants (although as Alonso-Garc ́ıa et al.
017 report, the trend of lower A K s 

/E( J − K s ) in the northern
uadrants was found in both studies). Nogueras-Lara et al. ( 2019a )
nspected the variation across the nuclear stellar disc ( | l| � 0 . 3 deg
nd | b| � 0 . 1 deg ) finding no significant variation in the slope of
he e xtinction la w. In conclusion, we find that the variation in the
electiv e e xtinction la w across the inner 3 × 3 deg 2 is small. 

 ABSOLUTE  EXTI NCTI ON  R AT I O S  A N D  T H E  

AG N I T U D E  O F  T H E  R E D  C L U M P  

o convert the selective extinction ratios, E ( c )/ E ( H − K s ), of the
revious section to absolute extinction ratios, A x /A K s 

, we must
dopt a reference absolute extinction ratio value of R H−K s 

. This can
e measured using the slope of the red clump in colour–magnitude
pace (Alonso-Garc ́ıa et al. 2017 ) or from the absorption of hydrogen
ines as in the work of Fritz et al. ( 2011 ). Here we employ a method
or estimating the absolute extinction ratios using the apparent K s 

agnitude of the red clump. In the absence of other information, there
s a complete de generac y between e xtinction, distance, and absolute
agnitude. Here we break the de generac y by assuming a fixed

bsolute magnitude of the red clump and that the peak of the density
istribution of red clump stars occurs at the Galactic centre distance
rom Gravity Collaboration ( 2021 ). Further, we shall see that using
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Table 1. Colour excess ratio E ( x − H )/ E ( H − K s ) (left for the full region, right split into subpixels with the uncertainty showing the standard 
deviation) with the corresponding measurements from Fritz et al. ( 2011 ), Alonso-Garc ́ıa et al. ( 2017 ), Nishiyama et al. ( 2009 ), Nogueras-Lara et al. 
( 2019a ) and Wang & Chen ( 2019 ). Wang & Chen ( 2019 ) use the Spitzer ratios from Chen et al. ( 2018 ). Note that Nishiyama et al. ( 2009 ) report 
coefficients for the SIRIUS bands, Wang & Chen ( 2019 ) for the 2MASS bands and Nogueras-Lara et al. ( 2019a ) for the HAWK-I bands (see the 
end of Section 2.2 for approximate conversions). 

x − H E ( x − H )/ E ( H − K s ) Fritz et al. Alonso-Garc ́ıa Nishiyama Nogueras-Lara Wang & Chen 
( 2011 ) et al. ( 2017 ) et al. ( 2009 ) et al. ( 2019a ) ( 2019 ) 

Z + 7.0010 ± 0.0018 + 7.07 ± 0.25 − + 6.66 ± 0.23 − − −
Y + 4.3119 ± 0.0007 + 4.38 ± 0.18 + 3.84 ± 0.43 + 3.98 ± 0.13 − − −
J + 1.8788 ± 0.0001 + 1.98 ± 0.08 + 1.76 ± 0.20 + 1.61 ± 0.05 + 1.76 ± 0.06 + 2.09 ± 0.05 + 2.11 ± 0.31 
[3.6] −1.7034 ± 0.0008 −1.70 ± 0.04 −1.60 ± 0.30 − −1.68 ± 0.11 − −1.77 ± 0.47 
[4.5] −1.8477 ± 0.0008 −1.82 ± 0.07 −1.80 ± 0.33 − −1.83 ± 0.12 − −1.98 ± 0.51 
[5.8] −1.9861 ± 0.0006 −1.97 ± 0.06 −1.88 ± 0.34 − −1.88 ± 0.12 − −2.11 ± 0.53 
[8.0] −1.9264 ± 0.0007 −1.87 ± 0.08 −1.82 ± 0.35 − −1.78 ± 0.11 − −2.00 ± 0.51 
W 1 −1.5892 ± 0.0044 −1.57 ± 0.05 − − − − −1.74 ± 0.47 
W 2 −1.8789 ± 0.0053 −1.86 ± 0.05 − − − − −1.98 ± 0.51 

Figure 3. Percentage variation in the selective extinction ratios E ( i − H )/ E ( H − K s ). Top left shows the A K s extinction map computed using the RJCE method 
(see Appendix B2 ). Pixels are subdivided to ensure at least 500 stars per pixel. Typically variations are � 5 per cent . 
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 range of fields with different extinctions breaks the degeneracy 
ithout assuming a red clump absolute magnitude. This method 

hares elements with the classic method of measuring the slope of
he red clump feature in colour–magnitude space (e.g. Nishiyama 
t al. 2009 ; Alonso-Garc ́ıa et al. 2017 ; Nogueras-Lara et al. 2018 )
nd is very similar to the methods of Matsunaga et al. ( 2016 ) and
 ́ek ́any et al. ( 2019 ) who considered what the extinction law could
lausibly be to put a group of Cepheids at the Galactic centre. 

.1 Model 

We only consider stars within 11.5 < K s 0 < 14.5, and if J and H
re available additional colour cuts of 0.2 − 1.5 σ JK < ( J − K s ) 0 
 1 + 1.5 σ JK and −0.3 − 1.5 σ HK < ( H − K s ) 0 < 0.5 + 1.5 σ HK 

initially using the Alonso-Garc ́ıa et al. 2018 extinction curve) and 
he extinction spreads σ i estimated from the red clump method (see 
ppendix B1 ). We initially bin the sky in Healpix with NSIDE = 128

nd subdivide until all bins have no fewer than 5000 stars. We define
ur model of the extinction-corrected magnitude distribution for an 
n-sky bin ( � , b ) as 

p( K s0 ) = wM( K s0 ) + (1 − w) B( K s0 ) , 

M( K s0 ) = N 

−1 
M 

C( K s0 ) 
∫ 

d K 

′ 
s0 N ( K s0 | K 

′ 
s0 , σK s 

) M 0 ( K 

′ 
s0 ) , 

M 0 ( K 

′ 
s0 ) = exp 

(
3 ln 10 K 

′ 
s0 

5 

) i= N G ∑ 

i= 1 

ω i N ( K 

′ 
s0 | μi,K s 

, � i,K s 
) , 

B( K s0 ) = N 

−1 
B 

(
1 + aK s0 + bK 

2 
s0 

)
, 

 ( x | μ, s ) = 

1 √ 

2 πs 2 
exp 

(
− ( x − μ) 2 

2 s 2 

)
. (7) 
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Figure 4. Properties of the red clump from PARSEC isochrones. The top 
panel shows the peak of the red clump distribution as a function of age 
coloured by metallicity. Two observational results are o v erplotted from Chen 
et al. ( 2017 , C + 17) and Huang et al. ( 2020 , H + 20) in black and red 
dashed, respectively. The middle panel shows similar but as a function 
of metallicity coloured by age with the observational result from Chan & 

Bovy ( 2020 , CB20) overplotted. The bottom panel shows the luminosity 
function for all giant stars (solid lines) coloured by Galactic latitude computed 
using an approximate star formation history from Bernard et al. ( 2018 ) and 
spectroscopic metallicity distributions from a collection of sources (see the 
text). The distributions are vertically offset for clarity. The dashed lines show 

a fit using two Gaussians (red clump and red giant branch bump) plus a 
quadratic (red giants). The vertical lines show the mean of the Gaussian 
fitted to the red clump. The black line is the solar neighbourhood result from 

Chan & Bovy ( 2020 ). 
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ur model is a mixture of a background quadratic model, B , summed
ith one or two components, M , which represent the red clump and

ed giant branch bumps. The density models of red clump and red
iant branch bump stars are Gaussians N ( K 

′ 
s0 − μi,K s 

, � i,K s 
) which

re transformed to magnitude space with the Jacobian exp ( 
3 ln 10 K 

′ 
s0 

5 ).
e convolve these magnitude distributions with a Gaussian of width

K s 
which is the quadrature sum of the intrinsic magnitude spread

f the red clump (Chan & Bovy 2020 ), the extinction spread and the
edian magnitude error. C −1 ( K s0 ) is the completeness at unextincted
agnitude K s 0 found by interpolating unextincted magnitude against

ompleteness, which is a function of extincted magnitude, for the
tars in each on-sky bin. The completeness analysis is presented in
ppendix C . The normalization factors N M 

and N B are the model
NRAS 514, 2407–2424 (2022) 
nd background integrated over the magnitude range. For speed, we
 v aluate M ( K s 0 ) on a grid and interpolate for each star as well as the
ormalization integrals. 

F or each on-sk y bin, we initially e xtinction correct K s using the
ed clump and Rayleigh Jeans colour excess method maps described
n Appendix B1 and Appendix B2 . E ( H − K s ) RC is used if A Ks < 2
nd E ( H − [4.5]) otherwise as it is more reliable in high extinction
egions where the red clump stars around the Galactic centre are so
eavily e xtincted the y are lost in VIRAC2 H . We use the extinction
aw computed from the previous section combined with Alonso-
arc ́ıa et al. ( 2018 ) to find R H−[4 . 5] = A K s 

/E( H − [4 . 5]). Although
D extinction maps neglect the extinction variation along the line-of-
ight, they should accurately capture the extinction to the peak stellar
ensity so on the average should correctly estimate the extinction to
he bulge/nuclear stellar disc populations. As a compromise to this,
ogueras-Lara, Sch ̈odel & Neumayer ( 2021 ) consider the dust as

omposed of two layers but the second layer corresponds to the peak
tellar density. This ‘dust-screen’ model could introduce biases for
ignificant line-of-sight extinction variation through the bulge region,
hich we account for later in a model variant. 
We then fit the model by maximizing the log-likelihood for a
odel with one or two Gaussians and take that with the lower Akaike

nformation criterion. We fit the parameters a, b, μi,K s 
, � i,K s 

, ω i , w.
he parameter of interest is μ0 ,K s 

which gives the peak unextincted
pparent magnitude of the red clump. Note that this value is distinct
rom the peak of the magnitude distribution as we will discuss shortly.

e then compute the expected μ0 ,K s 
, μ′ 

0 ,K s 
, from an assumed red

lump absolute magnitude M K s , RC and distance to the population
f (8 . 275 ± 0 . 034) kpc (Gravity Collaboration 2021 ). Note that the
ncertainty in distance modulus to the Galactic centre is ∼ 0 . 01 mag
hich is smaller than the uncertainty on the red clump magnitude,
hich we will discuss later. Ho we ver, this rests on the assumption

hat the density structure of the Galaxy on scales of ∼ 1 deg peaks
t the location of Sgr A ∗. This is supported by evidence that it is
he dynamical centre of the Galaxy from the kinematics of the bulge
Sanders et al. 2019 ; Clarke & Gerhard 2022 ), the nuclear stellar
isc (Sch ̈onrich, Aumer & Sale 2015 ; Sormani et al. 2022 ) and gas
inematics (e.g. Sormani, Binney & Magorrian 2015 ). For each on-
ky bin, we compute �μ = μ0 ,K s 

− μ′ 
0 ,K s 

and calculate an updated
 H−[4 . 5] ← (1 + �μ/ 〈 A K s 

〉 ) R H−[4 . 5] . We repeat the entire procedure
 further two times using the updated extinction law (including
enerating the utilized sample which depends on the choice of
 xtinction la w). Systematic errors in μ0 ,K s 

translate into systematic
rrors in R H − [4.5] as �R H−[4 . 5] = �μ0 ,K s 

/ 〈 E( H − [4 . 5]) 〉 . 
It is worth briefly considering how the mode of the magnitude

istribution varies with the distribution of the red clump stars. As-
uming all red clump stars have the same absolute magnitude, M RC ,
nd trace a Gaussian density distribution ρ( x ) = N ( x − x 0 , σ ), the
bserv ed une xtincted magnitude distribution is 

( K s ) = s 3 ρ( x ) ≈ s 3 N ( s − s 0 , σ ) , (8) 

or lines of sight close to the Galactic centre, which is a distance
 0 away. Here K s = M RC + 5log 10 (100 s /kpc). Note that although
he peak of the density distribution is at K s = K s , ρ = M RC +
log 10 (100 s 0 /kpc), the peak of the magnitude distribution is at
 s ≈ K s,ρ + 3(5 / ln 10) σ 2 /s 2 0 (assuming σ / s 0 � 1). This means in-

rinsically broader density distributions will have fainter peaks in the
agnitude distribution. For instance, a density distribution of width

(2) kpc would give rise to a magnitude shift of ∼ 0 . 1(0 . 4) mag .
ithout proper modelling this would result in a larger inferred

istance of � s = 3 σ 2 / s 0 (so ∼ 0 . 4(1 . 5) kpc for our example). Note
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Table 2. Measurements of the absolute extinction ratio R H − [4.5] . Each row corresponds to a different model. The columns display (i) R H − [4.5] assuming a 
reference M K s , RC ( −1.622 for all models except (b)), (ii) R H − [4.5] only for | b| < 0 . 2 deg , (iii) the gradient of R H − [4.5] with � , (iv) the gradient of R H − [4.5] with 
| b | , (v) the gradient of R H − [4.5] with A K s , (vi) the near-IR extinction law slope measured from A J / A H ( αJH ), (vii) the near-IR extinction law slope measured 
from A H /A K s ( αHK ), (vii) the choice of M K s , RC which minimizes the spread in R H − [4.5] with the error given by the uncertainty in R H − [4.5] divided by the 
gradient of R H − [4.5] with M K s , RC , and (viii) R H − [4.5] at this M K s , RC . The set of models are (a) our fiducial model with no vertical magnitude gradient, a width 
of the red clump of 0 . 11 mag and a combination of both ( H − K s ) RC and ( H − [4.5]) for extinction in low and high e xtinction re gions, respectiv ely, (b) using 
a red clump absolute magnitude gradient of d M K s , RC / d | b| = 0 . 03 mag deg −1 , (c) extinction just using ( H − K s ) RC , (d) extinction just using ( H − [4.5]), (e) 
assuming the distribution of stars is aligned with the bar, (f) using an increased number of stars per bin and (g) accounting for a linear gradient of extinction 
with distance. 

(i) (ii) (iii) (iv) (v) (vi) (vii) (viii) (ix) 
Model R H − [4.5] R | b | < 0.2 ∂ � R ∂ | b | R ∂ M K s 

R αJH αHK s M K s , RC R min 

(a) Fiducial 0.700 ± 0.034 0.678 ± 0.036 −0.009 + 0.033 −0.531 − 2.22 ± 0.08 − 2.14 ± 0.08 − 1.605 ± 0.065 0.690 ± 0.037 
(b) Vertical gradient 0.690 ± 0.037 0.669 ± 0.027 −0.016 −0.006 −0.527 − 2.23 ± 0.09 − 2.16 ± 0.09 − 1.641 ± 0.063 0.702 ± 0.038 
(c) E ( H − K s ) 0.704 ± 0.034 0.689 ± 0.034 −0.010 + 0.034 −0.535 − 2.22 ± 0.08 − 2.13 ± 0.08 − 1.609 ± 0.065 0.695 ± 0.036 
(d) E ( H − [4.5]) 0.702 ± 0.038 0.667 ± 0.028 −0.006 + 0.021 −0.538 − 2.22 ± 0.09 − 2.13 ± 0.09 − 1.609 ± 0.067 0.693 ± 0.038 
(e) Bar angle 0.706 ± 0.047 0.673 ± 0.047 + 0.042 + 0.057 −0.531 − 2.21 ± 0.11 − 2.13 ± 0.11 − 1.571 ± 0.076 0.669 ± 0.041 
(f) Coarser resolution 0.694 ± 0.037 0.671 ± 0.021 + 0.007 + 0.045 −0.473 − 2.22 ± 0.09 − 2.14 ± 0.09 − 1.593 ± 0.060 0.679 ± 0.041 
(g) Extinction gradient 0.711 ± 0.037 0.689 ± 0.036 −0.007 + 0.038 −0.539 − 2.21 ± 0.09 − 2.11 ± 0.08 − 1.603 ± 0.067 0.698 ± 0.038 

Figure 5. Variation of R H−[4 . 5] = A K s /E( H − [4 . 5]) across the central 3 ×
3 deg 2 assuming a fixed red clump magnitude of M K s , RC = −1 . 622. The 
ellipse gives the approximate extent of the nuclear stellar disc. The inset plot 
displays the distribution of values along with other measurements. 
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different on-sky regions as shown in the colour bar. The solid black is 
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A K s /E( H − [4 . 5]). The absolute magnitude of the red clump at the minimum 

standard deviation in A K s /E( H − [4 . 5]) is marked as a black dashed line. 
The horizontal band in the upper panel gives the median A K s /E( H − [4 . 5]) 
and ±1 σ computed o v er on-sk y pix els for this choice of red clump magnitude. 
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hat neither broadening from magnitude uncertainties, nor the width 
f the red clump nor extinction give rise to this effect. 

.1.1 Red clump properties 

ed clump stars are the low mass helium burning stage of stellar
 volution. Girardi ( 2016 ) re vie ws the properties of red clump stars as
ell as their use as distance and extinction tracers. In stars with initial
asses below ∼ 1 . 5 M �, the post-main sequence core is electron-

egenerate. During hydrogen shell burning on the giant branch the 
ore accretes until a core mass of around 0 . 5 M � is reached and
he electron de generac y is lifted through a series of He flashes. This
roduces a core mass independent of initial mass and hence gives 
ise to the standard candle nature. In higher mass stars, electron
e generac y is not reached in the core and core He burning proceeds
fter the main sequence producing a monotonic relationship between 
ore and initial mass, giving rise to secondary red clump stars, a
ainter extension of the red clump. Despite the near constancy of the
ore mass, variations in the absolute magnitude of red clump stars
ccur due to metallicity and age variations, although these tend to be
inimized in the K s band. Girardi ( 2016 ) also highlights that, even

t fixed age and metallicity, the skew of the magnitude distribution of
MNRAS 514, 2407–2424 (2022) 
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Figure 7. Our measured extinction curve (blue crosses and the monochro- 
matic approximation from Table 4 in thin blue) alongside other literature 
measurements (all corresponding to the Galactic centre/Galactic bulge region 
except Gao, Jiang & Li 2009 , Schlafly & Finkbeiner 2011 that uses the 
Fitzpatrick 1999 law and Schlafly et al. 2016 ). The errorbar combines the 
uncertainty in the selective extinction ratios from fitting the entire region 
and the variation in R H − [4.5] = A Ks / E ( H − [4.5]) across the region. The 
lower panel shows the relative residual with respect to the Fritz et al. ( 2011 ) 
e xtinction curv e (black dashed top panel). 
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he red clump can be significant, although the distribution becomes
ore symmetric for older populations. 
In Fig. 4 we show the properties of the peak of the red clump
 s magnitude distribution as a function of age and metallicity for a

et of PARSEC isochrones (Bressan et al. 2012 ; Chen et al. 2014 ,
015 ; Tang et al. 2014 ; Marigo et al. 2017 ). Below ∼ 2 Gyr ‘red
lump’ stars burn helium in non-degenerate conditions giving rise
o significant variation in the luminosity with mass and producing
he so-called secondary clump. Abo v e this age, the behaviour of
he absolute magnitude of the red clump stars is more constant.
he older, lower mass stars tend to be fainter than their younger
ounterparts, a trend that steepens for more metal-poor stars. Both
hen et al. ( 2017 ) and Huang et al. ( 2020 ) have provided calibrations

or M K s , RC as a function of age via asteroseismic measurements
here we use the calibration for [Fe/H] > 0.1 from Huang et al.
020 ), which match well the behaviour of the PARSEC isochrones
ith a typical gradient of ∼ 0 . 015 mag Gyr −1 . It should be noted
o we ver that the age distribution of red clump stars are known
o not trace the underlying star formation history. Bovy et al.
 2014 ) sho ws ho w for a flat star formation history the red clump
ge distribution is strongly skewed towards young stars with a
ode around 2 Gyr . Therefore, even for star formation histories
NRAS 514, 2407–2424 (2022) 
iased to early star formation the mean red clump age will be
ignificantly smaller than the peak star formation epoch (provided
tar formation is not strongly truncated at early times). Fig. 4 also
ho ws ho w typically the red clump K s magnitude becomes brighter
or more metal-rich populations with the gradient steepening for
lder populations. The gradient for the PARSEC isochrones for older
opulations agrees well with the gradient of −0 . 21 mag dex −1 found
rom Chan & Bovy ( 2020 ) using APOGEE and Gaia DR2 data.
han & Bovy ( 2020 ) also sho w ho w there is a magnitude gradient
ith [ α/Fe] for the APOGEE stars of ∼ 0 . 33 mag dex −1 . Combining
ith the asteroseismic measurements, a gradient of [ α/Fe] with age of
0 . 05 dex Gyr −1 would produce such an effect. This is typically the

radient observed in the solar neighbourhood (Feuillet et al. 2019 ).
herefore, it is unclear observationally what role alpha-enhancement
lays in altering the red clump magnitude. 

.1.2 Red clump distribution in the inner Galaxy 

ith the theoretical and observational considerations of the previous
ection, we now turn to predicting the expected behaviour of the red
lump magnitude for the considered sample of stars. The metallicity
istribution of the inner Galaxy has been revealed through several
pectroscopic surv e ys e.g. ARGOS (Ness et al. 2013 ), APOGEE
Rojas-Arriag ada et al. 2020 ), GES (Rojas-Arriag ada et al. 2014 ),
nd GIBS (Zoccali et al. 2017 ). The results from these surv e ys are
n agreement that the metallicity distribution of the inner Galaxy
onsists of multiple sub-components (Ness et al. 2013 ) and that
here is a vertical metallicity gradient (Gonzalez et al. 2013 ). In
he inner 3 × 3 deg 2 there are comparati vely fe w spectroscopic
tudies outside of the NSC. The most recent data is summarized
y Schultheis et al. ( 2019 ). We have taken stellar metallicity data
rom APOGEE DR16 (Ahumada et al. 2020 ), Nandakumar et al.
 2018 ), and GIBS (Zoccali et al. 2014 , 2017 ). This sample has mean
etallicity −0 . 07 dex and standard deviation ∼ 0 . 4 dex . The mean

Fe/H] is −0 . 18 dex . In [ α/Fe] versus [Fe/H], the distribution follows
 standard chemical evolution track with the metal-rich stars not
isplaying any α-enhancement (possibly even a small α deficit).
he metallicity distribution is clearly composed of a metal-rich and
etal-poor component, the latter of which becomes more dominant at

igher latitudes giving rise to a metallicity gradient of −0 . 1 dex / deg .
The age distribution of the inner Galaxy is less well known.

raditionally , from photometry , the bulge has been viewed as an old
tructure (e.g. Zoccali et al. 2003 ) but this was thrown into question by
pectroscopic ages of microlensed dwarfs (Bensby et al. 2013 ), many
f which are young. Recent work by Bernard et al. ( 2018 ) constrained
he age distribution of the bulge ( −5 deg � b < −2 deg ) from Hub-
le Space Telescope photometry of the main sequence turn-off stars,
oncluding that, although the bulge is predominantly old, approx-
mately 10 per cent of stars are younger than 5 Gyr . This fraction
ncreases to ∼ 20 per cent for more metal-rich ([ Fe / H] � 0 . 2 dex )
tars, consistent with the Bensby et al. ( 2013 ) work. Further evidence
or a predominantly old ( � 8 Gyr ) bulge comes (indirectly) from
C/N] measurements of giant stars (Bovy et al. 2019 ; Hasselquist
t al. 2020 ), although, as highlighted by Hasselquist et al. ( 2020 ), age
ppears to correlate with both metallicity and Galactic height of the
opulations. Nogueras-Lara et al. ( 2020a ) have used the luminosity
f red clump stars to conclude the majority ( ∼ 95 per cent ) of the
uclear stellar disc formed more than 8 Gyr ago with some evidence
f a more recent ( < 1 Gyr ago) star formation burst (Matsunaga
t al. 2011 ). This is consistent with ongoing/recent star formation
ithin the central molecular zone (Morris & Serabyn 1996 ) and is
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Table 3. Derived extinction law using R H − [4.5] = (0.700 ± 0.034) from the fiducial model in Table 2 . Here we have combined the 
colour excess measurements with the absolute extinction measurement, and we compare to pre-existing measurements (we quote 
the Fritz et al. 2011 results for a 9480 K spectrum but the dependence on the source spectrum is weak). The first uncertainty comes 
from combining the uncertainty in the colour ratios fitted o v er the whole region (essentially negligible) together with the variance in 
R H − [4.5] across the region, whilst the second is the contribution from the variance in the colour ratios across the region. Note that 
Nishiyama et al. ( 2009 ) report coefficients for the SIRIUS bands, Wang & Chen ( 2019 ) for the 2MASS bands and Nogueras-Lara 
et al. ( 2019a ) for the HAWK-I bands (see the end of Section 2.2 for approximate conv ersions). F or each band, x , we report the 
ef fecti v e wav elength λeff = 

∫ 
d λ T x ( λ) F λ( λ) λ2 / 

∫ 
d λ T x ( λ) F λ( λ) λ using a Castelli & Kurucz ( 2003 ) T eff = 4750 K spectrum F λ. 

Band λeff ( nm ) A x /A K s Fritz et al. Alonso-Garc ́ıa Nishiyama Nogueras-Lara Wang & Chen 
( 2011 ) et al. ( 2017 ) et al. ( 2009 ) et al. ( 2019a ) ( 2019 ) 

Z 879.583 7.19 ± 0.30 ± 0.19 − 7.74 ± 0.11 − − −
Y 1021.237 5.11 ± 0.20 ± 0.14 4.64 ± 0.22 5.38 ± 0.07 − − −
J 1252.522 3.23 ± 0.11 ± 0.06 3.07 ± 0.13 3.30 ± 0.04 3.02 ± 0.04 3.51 ± 0.04 3.12 ± 0.17 
H 1639.371 1.77 ± 0.04 ± 0.04 1.75 ± 0.08 1.88 ± 0.03 1.73 ± 0.03 1.81 ± 0.01 1.68 ± 0.11 
[3.6] 3508.050 0.46 ± 0.03 ± 0.03 0.55 ± 0.06 − 0.50 ± 0.01 − 0.47 ± 0.05 
[4.5] 4421.765 0.34 ± 0.03 ± 0.05 0.40 ± 0.08 − 0.39 ± 0.01 − 0.33 ± 0.04 
[5.8] 5641.275 0.24 ± 0.04 ± 0.05 0.34 ± 0.09 − 0.36 ± 0.01 − 0.24 ± 0.04 
[8.0] 7591.510 0.28 ± 0.03 ± 0.06 0.38 ± 0.12 − 0.43 ± 0.01 − 0.32 ± 0.04 
W 1 3317.236 0.54 ± 0.02 ± 0.03 − − − − 0.50 ± 0.06 
W 2 4552.394 0.32 ± 0.03 ± 0.04 − − − − 0.33 ± 0.05 

Table 4. A portion of the provided approximation 
to the monochromatic extinction law normalized with 
respect to the extinction at the K s ef fecti v e wav elength 
(2 . 144 μm). 

Wavelength ( μm) A ( λ) /A (2 . 144 μm) 

0.800000 8.952603 
0.800920 8.928876 
0.801840 8.905239 
··· ···
9.999080 1.181260 
10.000000 1.181112 
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roadly consistent with the conclusions of Bernard et al. ( 2018 ) on
he wider bar/b ulge b ut possibly suggesting the nuclear stellar disc is
n average older than the surrounding bulge. We have fitted by-eye a
ery simple star formation history to the ‘cleanest’ combined fit from
ernard et al. ( 2018 ) of the form sech 2 ((13 . 5 Gyr − τ ) / 4 . 7 Gyr ) with
 truncation at 14 Gyr . Combining the metallicity distributions and 
tar formation histories with the PARSEC isochrones and adopting 
 Kroupa ( 2001 ) initial mass function, we have computed the
uminosity function of the giant branch stars in the inner bulge region.

e show the results in the lower panel of Fig. 4 along with a simple
ouble Gaussian plus quadratic fit to represent the red clump stars,
he red giant branch bump stars and the red giant branch stars respec-
ively. We find that the lowest latitude bin has a red clump magnitude
f M K s , RC = −1 . 61 mag . This agrees well with the mean solar neigh-
ourhood result from Chan & Bovy ( 2020 ) of M K s , RC = −1 . 622 mag
nd more specifically using their relations adopting the mean ( J −
 s ) = 0.647 (see Appendix B1 ) and mean metallicity −0 . 18 dex
ives M K s , RC = −1 . 595 mag . The metallicity gradient with latitude
roduces a red clump magnitude gradient of 0 . 032 mag deg −1 whilst
sing the change in mean metallicity in combination with the results
f Chan & Bovy ( 2020 ) we would expect 0 . 024 mag deg −1 . At all
atitudes the red clump distribution is well reproduced by a Gaussian 
ith standard deviation ∼ 0 . 11 mag . Chan & Bovy ( 2020 ) measured

he solar neighbourhood red clump to have an intrinsic standard 
eviation of 0 . 097 mag which combined in quadrature with that 
rising from the metallicity variance predicts a standard deviation 
f ∼ 0 . 13 mag , similar to the PARSEC models. The red clump
eaks from the PARSEC isochrones have a slight bimodal structure 
rising from the bimodal metallicity distributions such that the mode 
ypically peaks ∼ 0 . 03 mag fainter than the Gaussian mean. 

.2 Results 

e apply the method described in the previous subsection using 
ifferent assumptions for the red clump distribution. All results are 
iven in Table 2 . As our fiducial model we use the absolute K s 

agnitude from Chan & Bovy ( 2020 ) of M K s , RC = −1 . 622. Chan &
ovy ( 2020 ) derived the absolute magnitude using 2MASS data.
he K s bands in VVV and 2MASS differ according to K s , VVV =
 s , 2MASS + 0.01( J − K s ) 2MASS (Gonz ́alez-Fern ́andez et al. 2018 )

o the difference is negligible for red clump stars with ( J − K s ) ≈
.6. As discussed in the previous section, the expectation from stellar
odels is within ∼ 0 . 02 mag of this M K s , RC . We use σK s 

= 0 . 11 mag
s the intrinsic red clump spread (consistent with the PARSEC 

sochrones and the expectation from Chan & Bovy ( 2020 )). We show
he resulting on-sky R H−[4 . 5] = A K s 

/E( H − [4 . 5]) map in Fig. 5 . We
nd that on average R H − [4.5] = (0.700 ± 0.034) where the errorbar is
rom the standard deviation across inspected Healpix. The variation 
f ∼ 5 per cent is similar to the variation in the colour excess ratios.
ur value of R H − [4.5] can be compared to the results from Fritz

t al. ( 2011 ) of R H − [4.5] = (0.74 ± 0.06) and Wang & Chen ( 2019 )
f R H − [4.5] = (0.74 ± 0.06). This ratio is used in the Rayleigh
eans colour excess method (see Appendix B2 ) for which Majewski
t al. ( 2011 ) use R H − [4.5] = 0.918 based on the e xtinction la ws from
ndebetouw et al. ( 2005 ). We see some clear correlated structure in
ig. 5 : most obviously the mid-plane within the nuclear stellar disc
as lower R H − [4.5] . This might imply a fainter red clump magnitude
n this region possibly reflecting a star formation history more biased
owards earlier times (Nogueras-Lara et al. 2020a ). In Fig. 6 we
how the median of R H − [4.5] as a function of the assumed red clump
 K s , RC . The slope of R H − [4.5] with red clump magnitude reflects the
ean extinction. Lower extinction leads to steeper slopes. This means 

onstraints from lower latitude bins are more trustworthy as they are
ess reliant on assumptions regarding the red clump magnitude. 

Instead of assuming a magnitude for the red clump, we can
ssume the extinction coefficient R H − [4.5] is constant o v er the
nspected region. Due to the range of slopes in the top panel of
MNRAS 514, 2407–2424 (2022) 
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Figure 8. Colour–colour (upper) and colour–magnitude (lower) diagrams for Cepheids (red points) and RR Lyrae ab (histogram) with the derived extinction 
la w o v erplotted. The reported numbers in the lo wer panels are the slope measured from the RR Lyrae ab sample (upper) and measured in this paper (lo wer). 
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ig. 6 there is a choice of red clump magnitude that reduces the
pread in R H − [4.5] . In the lower panel of Fig. 6 we show the
tandard deviation of R H − [4.5] as a function of M K s , RC . The minimum
ccurs at M K s , RC = −1 . 605 where R H − [4.5] = (0.690 ± 0.037). We
erive an uncertainty in M K s , RC by fixing R H − [4.5] = 0.690 and
nding the resultant spread in M K s , RC = 0 . 065. This gives us a best
stimate for the inner bar/bulge red clump absolute K s magnitude
s ( −1 . 61 ± 0 . 07) mag . This agrees well with the expectation of
 K s , RC = −1 . 595 from the Chan & Bovy ( 2020 ) models when

djusted for the mean colour and metallicity (and other results
rom Alves 2000 ; Laney, Joner & Pietrzy ́nski 2012 ; Chen et al.
017 ; Hawkins et al. 2017 ; Ruiz-Dern et al. 2018 ; Hall et al. 2019 )
nd gives good evidence of the standard candle nature of the red
lump across a range of Galactic environments. Combining with the
ean red clump colour measurements from Appendix B1 we find
 J , RC = ( −0 . 96 ± 0 . 06) mag and M H, RC = ( −1 . 46 ± 0 . 06) mag . 
In addition to the fiducial model, we also run some model variants

o inspect any possible systematic uncertainty in our results. Based
n the discussion of the previous subsection, we run a model with
 gradient of the magnitude of the red clump with latitude ((b) in
 able 2 ). W e opt for d M K s , RC / d | b| = 0 . 03 mag deg −1 which agrees
pproximately with the results from the PARSEC isochrones and the
xpectation from the results of Chan & Bovy ( 2020 ). As expected,
e find a slightly lower R H − [4.5] = (0.690 ± 0.037) reflecting the
radient of R H − [4.5] with latitude seen in Fig. 5 . Minimizing the
pread of the red clump magnitude (accounting for the vertical
radient) leads to M K s , RC = ( −1 . 641 ± 0 . 063) demonstrating the
ed clump in the Galactic centre may be ∼0.02 magnitudes brighter
han the fiducial solar neighbourhood value possibly as it is more

etal-rich (e.g. see Schultheis et al. 2019 ). Ho we ver, all of these
esults are still consistent with our fiducial model within the reported
ncertainties. We run a further two model variants ((c) and (d) in
able 2 ) where we solely use the E ( H − K s ) extinction maps from the
ed clump method or solely the E ( H − [4.5]) extinction maps from
ll giant branch stars. The differences with respect to the fiducial
odel are negligible. As we only consider sources within 1 . 5 deg of

he Galactic centre, the magnitude gradient due to the bar introduces
hifts of ∼ 0 . 1 mag assuming a bar angle of 28 deg . Ho we v er, man y
f the observed stars are expected to be part of the nuclear stellar
NRAS 514, 2407–2424 (2022) 
isc, the geometry of which is poorly known although Sormani et al.
 2022 ) demonstrated an axisymmetric dynamical model gives a good
epresentation of the currently quite limited data. Running a model
sing a non-zero bar angle ((e) in Table 2 ) does not produce any
ignificant difference in R H − [4.5] . We run a model ((f) in Table 2 )
ith a coarser graining of the HEALPIX initially using NSIDE = 64

nd subdividing requiring at least 50 000 stars per bin. Again, this
oes not produce any significant difference. A final consideration
s that the use of the 2d extinction maps assumes that the peak of
he colour distribution corresponds to the extinction for stars at the
eak density in the bulge. Ho we ver, significant line-of-sight variation
f the extinction through the bulge may skew the mean estimates.
sing the fractional gradient of the E ( H − K s ) Schultheis et al.

 2014 ) maps with distance (in kpc) averaged over each on-sky bin,
 (1/ E ( H − K s ))d E ( H − K s )/d s 〉 , we find that the mean A Ks extinc-
ion is too large by a factor 2(8 . 275 kpc )( ln 10 / 5) 2 � 

2 
K s 

〈 (1 /E( H −
 s ))(d E( H − K s ) / d s) 〉 , where � K s 

is the fitted width of density
istribution in magnitude space (this formula arises through similar
onsiderations to the discussion of the shift of the mode magnitude
elow equation ( 8 )). After fitting the parameters of the model at
ach iteration, we correct �μ and 〈 A K s 

〉 in each on-sky bin by this
 v erestimate. The results are shown as model (g) of Table 6 where
 H − [4.5] must be slightly larger than the fiducial case to compensate

or the reduced A K s 
but the results are all comfortably within the

ducial uncertainties. More complicated dust distributions along the
ine-of-sight could give rise to more complicated behaviour but this
ives confidence that it is a relatively weak effect. 
Using R H − [4.5] = (0.700 ± 0.034) in combination with the results

rom Table 1 we plot the resultant extinction law in Fig. 7 and
ive the ratios A x /A K s 

in Table 3 . As found by other authors, the
ulge e xtinction la w is steeper than the more typical disc Milky
ay extinction law from e.g. Schlafly & Finkbeiner ( 2011 ) who give

oefficients from a Fitzpatrick ( 1999 ) extinction law and Schlafly
t al. ( 2016 ) who utilized APOGEE data. We find A J /A K s 

and
 H 

/A K s 
slightly lower than that found by Alonso-Garc ́ıa et al.

 2017 ). The lower A H 

/A K s 
is more in agreement with the results

f Fritz et al. ( 2011 ). We reproduce the low A [5 . 8] /A K s 
from Chen

t al. ( 2018 ). Using λeff = (1 . 25252 , 1 . 63937 , 2 . 14389) μm for J ,
 and K s respectively, the logarithmic infrared extinction slope, or

art/stac1367_f8.eps
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Figure 9. Colour–magnitude diagrams o v er the inner 3 × 3 deg 2 field. The 
greyscale shows the column-normalized density with a power-law stretch 
with coefficient 0.4. The extinction laws from this paper and previous works 
are displayed (with αJH = ( − 2.223, −2.090, −2.088) and αHKs = ( −
2.135, −2.353, −2.092) respectively), and the right-hand panels show the 
unextincted colour–magnitude diagrams. The colours show the density with 
a power-law stretch with coefficient 0.4. 

p  

b  

1  

(  

e  

b
T
e  

1  

w
α  

N
s  

K  

m

w  

|  

(  

a
≈  

v

 

m
m  

(  

n  

a  

t
e  

W  

e  

a  

m

3

W  

w
s  

6  

e  

c
u
s  

i
c
e

 

2  

1  

t  

T  

p  

v  

i  

A  

W
p  

t  

o  

m
s  

r  

a  

O  

b

4

W  

i  

o
g  

a

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/514/2/2407/6598838 by U
niversity of H

ertfordshire user on 21 O
ctober 2022
ower-la w inde x, is found as α = (2.22 ± 0.08) using the J and H
ands and (2.14 ± 0.08) using the H and K s bands. This agrees within
 σ with both the measurement from Stead & Hoare ( 2009 ) of α =
2.14 ± 0.05) and the recent result of α = 2.27 from Ma ́ız Apell ́aniz
t al. ( 2020 ), both studies using stars across the entirety of the Galaxy
ut also accounting for non-linearity in the extinction calculations. 
his is good evidence for a near universality to the near-infrared 
 xtinction la w. Hosek et al. ( 2018 ) used observations of Westerlund
 and red clump stars in the Galactic Centre to find α = (2.38 ± 0.15)
hilst using integrated photometry, Stelter & Eikenberry ( 2021 ) find 
= (2.03 ± 0.06). Nogueras-Lara et al. ( 2019a ) (and similar in

ogueras-Lara et al. 2020b ) found evidence of a non-constant slope 
uch that α = (2.43 ± 0.10) for J , H and α = (2.23 ± 0.03) for H ,
 s . Our results imply a non-constant α in the same sense as these
easurements although the difference we find is much smaller and 
ithin our quoted uncertainties. As seen in Fig. 5 , in the mid-plane
 b | � 0.1 deg which is the region covered by Nogueras-Lara et al.
 2019a ), R H − [4.5] is lower if the red clump magnitude is constant
cross the entire region we have inspected. We find d αJH /d R H − [4.5] 

1.3 and d αHK s 
/ d R H−[4 . 5] ≈ 2 . 2. To transform Table 1 into the

alues of Table 3 using a different choice of R H − [4.5] involves 

A x 

A Ks 

= 1 + 

1 

1 . 848 R H−[4 . 5] 

(
1 + 

E( H − K s ) 

E( x − H ) 

)
. (9) 

For ease of using the results in this paper, we provide a monochro-
atic approximation to the derived extinction law. We take the 
onochromatic extinction law, A F11 ( λ), provided by Fritz et al.

 2011 ) and multiply by an interpolating spline, u ( λ), with a series of
odes around the ef fecti v e wav elengths of each filter considered here,
nd then a set beyond 15 μm with y -values of 0.7 (an arbitrary choice
hat approximately matches the correction required at 8 μm and 
nsures the gradient of the spline tends to zero at large wavelength).
e then adjust the spline y -values for λ < 15 μm computing the

xtinction coefficient for a 4750 K spectrum using equation ( 1 )
nd our adjusted extinction law, A ( λ) = A F11 ( λ) u ( λ). The resulting
onochromatic extinction is tabulated in Table 4 and plotted in Fig. 7 . 

.3 Validation 

e close with some basic tests of the results derived here. First,
e inspect the colour–magnitude and colour–colour diagrams for 

amples of classical Cepheids and RR Lyrae ab within the inner
 × 6 deg 2 (to increase number statistics) from the work of Molnar
t al. ( 2022 ). These variables have been identified from the VIRAC2
atalogue using a hierarchical machine-learning classifier. We only 
se high-confidence variables (classification probability > 0.9). The 
amples and the e xtinction v ectors deriv ed in this work are shown
n Fig. 8 . We find there is very good agreement between the colour–
olour and colour–magnitude distributions and the corresponding 
 xtinction v ectors. 

Secondly, we extract a sample of VIRAC2 stars detected in at least
0 per cent of observations co v ering their positions and between K s =
1 and K s = 19. We use our 2D extinction maps to extinction correct
he K s magnitudes (assuming a fix ed e xtinction la w as reported in
able 3 ). The colour–magnitude diagram is shown in the left-hand
anel of Fig. 9 along with a comparison of different extinction
 ectors. We e xtract two subsamples by selecting stars in two bins
n unextincted magnitude: 11.2 < K s 0 < 11.9 corresponding to the
GB bump and 12.5 < K s 0 < 13.3 corresponding to the red clump.
e display histograms of the resulting samples in the right-hand 

anels of Fig. 10 . We clearly note in both samples the presence of
he nuclear stellar disc which is significant for | b| < 0 . 4 deg . We
 v erlay an ellipse with aspect ratio 0.3 which gives a good ‘by-eye’
atch to the equi-density contours, particularly for the AGB bump 

ample. This agrees well with the diameter-to-thickness ratio of 5: 1
eported by Launhardt et al. ( 2002 ) based on fits to integrated NIR
nd FIR light, and axial ratio of 0.79 from Gallego-Cano et al. ( 2020 ).
utside of the nuclear stellar disc, there is a transition to the inner
ulge, which has a rounder, yet still significantly flattened, shape. 

 C O N C L U S I O N S  

e have measured the extinction law from 0.9 to 8 microns in the
nner 3 × 3 deg 2 of the Galaxy. Our method involves a combination
f measuring the selective extinction ratios from colour–colour dia- 
rams of bar/bulge red giant branch stars from VVV and GLIMPSE,
nd measuring the absolute extinction ratio by requiring the density 
MNRAS 514, 2407–2424 (2022) 
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Figure 10. Number counts of stars in the nuclear stellar disc: the left- 
hand panel shows the unextincted ( H − K s ) versus K s row-normalized 
colour–magnitude diagram. Solar-metallicity PARSEC isochrones with 
log ( age / Gyr ) > 9 . 5 at 8 . 275 kpc shifted in ( H − K s ) by 0 . 05 mag are o v erlaid 
in black. The AGB bump, red clump, and red giant branch bump are clearly 
visible. In the right-hand panels we show the number density of stars in two 
K s 0 bins around the AGB bump and red clump. We o v erlay a red ellipse 
centred on Sgr A ∗ with aspect ratio 0.3. 
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f red clump giant stars peaks at the distance to the Galactic
entre measured by Gravity Collaboration ( 2021 ). Assuming a red
lump K s magnitude similar to that observed for stars in the solar
eighbourhood, we have found that the extinction law is steep with a
ower-la w inde x ( A x ∝ λ−α

x ) of α ≈ 2.2 with only a weak indication
f a non-constant slope across the J , H , and K s wavelength range.
e have confirmed previous work that finds a low A [5 . 8] /A K s 

=
0 . 24 ± 0 . 04). Furthermore, we have calibrated the Rayleigh-Jeans
olour excess method as A Ks = 0.677( H − [4.5] − 0.188) for typical
alactic bulge stars with K s = 13. Our work incorporates the non-

inearity of the extinction with total extinction, an important effect
articularly for the IRAC [8.0] band due to the 9 . 7 μm silicate feature.
ur methods have used adaptive 2D extinction maps constructed

rom the mean ( J − K s ) and ( H − K s ) colours of the red clump stars
nd ( H − [4.5]) of all giant stars as in high e xtinction re gions red
lump stars are too faint in J and H for VVV. 

Instead of assuming a red clump K s magnitude, we have demon-
trated by ensuring the extinction law is constant over the sur-
 e yed re gion (as suggested by inspecting the spatial variation of
he selective extinction ratios) we can independently constrain the
ed clump K s magnitude as M K s , RC = ( −1 . 61 ± 0 . 07). Reasonable
ystematic variations of the fiducial model such as accounting for
ertical metallicity gradients or potential asymmetries related to
he bar give results consistent with this. This measurement is very
imilar to the mean value observed for solar neighbourhood stars and
ives confidence in the use of red clump stars as standard candles
hroughout the Galaxy. 
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M

Figure A1. Comparison of the non-linearity of the e xtinction la w in 2MASS (solid), VISTA (dashed), HAWK-I (dotted), and SIRIUS (dash-dot) J (left-hand 
panel), H (centre), and K s (right-hand panel) bands. We display curves of the relative percentage change in the extinction in band x , A x (e v aluated using 
equation 1 ), normalized by the extinction e v aluated at λK s = 2 . 149 μm. For each band, three curves are shown corresponding to three giant spectra as described 
in Section 2.1 and we use the extinction curve from Fritz et al. ( 2011 ). The top row of panels shows the relative spectral response of each filter. 
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PPENDIX  A :  NON-LINEARITY  O F  JHK s 

X T I N C T I O N  BA N D S  

s a complement to Fig. 1 , we provide equi v alent plots comparing
he non-linearities in the 2MASS, VISTA, HAWK-I, and SIRIUS J ,
 , and K s bands in Fig. A1 . The strength of the non-linearities is

elated to the width of the photometric band: J 2MASS has significant
on-linearities due to the blue transmission. 

PPENDIX  B:  2 D  E X T I N C T I O N  MAPS  

eliable extinction maps are an essential part of the interpretation
f data for the central regions of our Galaxy. For simplicity, in this
aper we work with 2D extinction maps and neglect the variation of
he extinction along the line of sight. Whilst such an approach may
e problematic when considering foreground or background stars,
he 2D methods tend to measure the mean extinction to the highest
tellar density regions. In this section, we use the extinction law
erived in the main body of the paper to map the K s extinction using
wo methods: (i) the red clump method and (ii) the Rayleigh Jeans
olour excess method. 

1 Red clump method 

 standard method for measuring the mean extinction for a region of
he sky is to find the ( J − K s ) colour of the red clump and attribute the
ifference with respect to a standard value ( J − K s ) 0 as due entirely
o extinction (Gonzalez et al. 2011 , 2012 ; Surot et al. 2020 ). For a
opulation of stars with ( J − K s ) > 0.5, within a colour–magnitude
ut encompassing the red clump 11.5 < K s − 0.482( J − K s ) < 14
nd with magnitude uncertainties < 0 . 2 mag , we find the colour of
he red clump as the location of the maximum density from a multi-
aussian fit (using the Bayesian information criterion to choose

he number of components) and measure its width from the full-
idth at half-maximum. We a v oid misidentifying the o v erdensity
ue to young turn-off stars by ensuring the peak is al w ays located at
 20 per cent the colour range for ( J − K s ) at | b| < 2 deg . The choice

f ( J − K s ) 0 requires some care for precision work. Gonzalez et al.
 2012 ) use ( J − K s ) 0 = 0.68 based on measurements of extinction
n other bands in Baade’s window and using an assumed extinction
aw, whilst Simion et al. ( 2017 ) use ( J − K s ) 0 = 0.62. We opt to
zero-point’ the E ( J − K s ) RC measurements using the sample of
R Lyrae from Molnar et al. ( 2022 ). We select high-confidence RR
NRAS 514, 2407–2424 (2022) 
yrae (classification probability > 0.9) within | � | < 1 . 5 deg and | b| <
 . 5 deg and with E ( J − K s ) RC < 3 to a v oid biases at high extinction
iscussed below (assuming initially ( J − K s ) 0 = 0.62 but this does
ot matter). We compute the sample’s unextincted ( J − K s ) using the
eriod–luminosity–metallicity relations from Cusano et al. ( 2021 ,
lso derived on the VISTA system) assuming [Fe/H] = −0 . 94 dex
D ́ek ́any, Grebel & Pojma ́nski 2021 , although the gradient of ( J −
 s ) with metallicity is 0 . 007 mag dex −1 so varying the metallicity
ithin reasonable values has a very weak effect). The peak distance
f this sample is 8 . 22 kpc (assuming ( J − K s ) 0 = 0.62 and A Ks / E ( J −
 s ) = 0.44 as found in the main body of the paper) giving confidence

hat these RR Lyrae are behind a similar level of extinction to the
ed clump stars. We find ( J − K s ) RC − E ( J − K s ) RRL ≡ ( J − K s ) 0 =
0.647 ± 0.004). This is redder than the solar neighbourhood ( J −
 s ) 0 = (0.588 ± 0.006) from Chan & Bovy ( 2020 , transformed to

he VISTA system using the equations from Gonz ́alez-Fern ́andez
t al. 2018 ) due to the correlation between ef fecti ve temperature and
etallicity for red clump stars. 
F or re gions of high e xtinction, the J photometry of red clump stars

t the Galactic centre becomes incomplete and so extinction estimates
ia this method are biased low. In these regions ( H − K s ) is a better
xtinction estimator although in lower extinction regions it lacks the
ynamic range of ( J − K s ). We employ the same procedure for ( H

K s ) with a selection ( H − K s ) > 0 and 11.5 < K s − 1.13( H − K s )
 14, a v oiding the turn-off by ignoring peaks < 10 per cent for ( H
K s ) for | b| < 1 . 5 deg . We cannot zero-point the ( H − K s ) excesses

sing the RR Lyrae sample as no H -band period–luminosity relation
s available from Cusano et al. ( 2021 ). We instead reference with
espect to E ( J − K s ) RC at low extinction assuming E ( J − K s )/ E ( H −
 s ) = 2.879 from Table 1 . Restricting to stars with E ( J − K s ) RC < 3

o a v oid the underestimates at high extinction, we find ( H − K s ) 0 =
0.142 ± 0.001). This agrees very well with the median ( H − K s ) =
0.130 ± 0.001) of low extinction ( A Ks < 0.01) APOGEE DR17
Garc ́ıa P ́erez et al. 2016 ; Abdurro’uf et al. 2022 ) stars with 2.3 <
og g < 2.5 and 0.63 < ( J − K s ) < 0.67 using the transformations
rom 2MASS to VISTA from Gonz ́alez-Fern ́andez et al. ( 2018 ). 

Another consideration is resolution: extinction often varies on very
mall scales but we must average over sufficiently large patches of
ky to yield enough red clump stars. Ho we ver, because of extinction,
he number density of stars varies on small scales making a fixed
esolution inappropriate. Wegg & Gerhard ( 2013 ) use the Gonzalez
t al. ( 2011 ) method employing an adaptive resolution. Here we
ollow a similar procedure using the properties of the nested HEALPIX

art/stac1367_fa1.eps
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Figure B1. Adaptive resolution extinction maps. The top two panels show the A K s extinction computed from the ( H − K s ) and ( J − K s ) colours of the red 
clump stars (the grey box gives the region studied in this paper). The bottom left-hand panel shows the difference between the map pixels assuming E ( J −
K s )/ E ( H − K s ) = 2.879 as per Table 1 . The high e xtinction re gions hav e underestimated E ( J − K s ) as the Galactic centre/bulge red clump stars are lost in 
VIRAC2 J in these regions. The right two panels in the bottom row shows the adaptively chosen resolution of the maps such that > 100 red clump stars are in 
each pixel. 

Figure B2. Comparison of extinction maps computed using the RJCE method (first panel) and the red clump method (second panel). The difference is shown 
in the third panel. Note the good correspondence except within the very high extinction regions where the bulge red clump is not visible in VIRAC2 H so 
extinction is underestimated by the red clump method. Note also the general o v erestimate in the central −1 � � � 1 and −0.7 � b � 0.7 potentially due to 
zero-point differences between the two Spitzer surv e ys, Ram ́ırez et al. ( 2008 ) and Churchwell et al. ( 2009 ). The right-hand panel shows the relative uncertainty 
in the red clump extinction estimates. 
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cheme (Fernique et al. 2014 ). We first bin stars using a HEALPIX

SIDE of 256 (angular resolution of 13 . 7 arcmin ) and subdivide each
in individually until any more subdivision would produce fewer than 
00 stars per bin. This produces resolutions down to 0 . 3 arcmin . The
dvantage of using the nested HEALPIX scheme is that each index can
e simply converted to an index at the highest resolution of the map.
 query for the extinction at a given location is then a fast binary

earch for where the index of the required HEALPIX sits within the
ist of sorted pixels. The extinction is that of the entry below the
nsertion point. The resolution of our maps is inferior to the recent
MNRAS 514, 2407–2424 (2022) 
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ork from Surot et al. ( 2020 ) who use a similar method but require
nly 20 stars to produce an extinction estimate. The resulting maps
re consistent with ours but have a larger scatter from using fewer
tars. 

In Fig. B1 , we display the K s extinction maps within the bulge
id-plane | b| < 2 deg derived from the red clump ( H − K s )

nd ( J − K s ) colours along with the resolution maps across the
ntire bulge. The extinction coefficients are taken from Table 3 .
e observe excellent correlation between the two maps in lower

 xtinction re gions. It is clear the ( J − K s ) map underestimates
he extinction in regions of high extinction due to the red clump
tars being too faint in J in these fields. In many cases, foreground
ed giants with lower extinction are identified causing slight un-
erestimates, but in extreme cases (e.g. ( �, b) = ( −8 , 0) deg ) the
lgorithm has possibly identified young main sequence stars as
ed clump stars leading to severe underestimates. The resolution
aps largely trace the stellar density (note the bar -b ulge asym-
etry). In low-latitude, high-extinction regions, the J resolution is

ecreased. 

2 Rayleigh Jeans colour excess method 

s with the J photometry, H of the bulge red clump becomes
ncomplete in some high e xtinction re gions, producing biased results.
n these regions we can employ an alternative method that uses all
ed giant stars so is less reliant on observing the red clump. Majewski
t al. ( 2011 ) introduced the ‘Rayleigh Jeans Colour Excess’ method
y showing how red giants have a near constant intrinsic ( H −
4.5]) colour such that the extinction can be estimated as A Ks =
.918( H − [4.5] − 0.08) based on the extinction law from Indebetouw
t al. ( 2005 ). Soto et al. ( 2019 ) used this technique with VVV and
LIMPSE data in the southern disc. Recently, Stelter & Eikenberry

 2021 ) have used the RJCE method on integrated photometry of the
alactic centre region finding an infrared slope of α = (2.03 ± 0.06).
e use the sample of VIRAC2 sources cross-matched to the
LIMPSE catalogue (Churchwell et al. 2009 ) and the Spitzer -IRAC
ALCEN point source catalogue of Ram ́ırez et al. ( 2008 ) using a
 . 4 arcsec cross-match radius, as detailed in Section 2.2 . This uses
tars with [4.5] magnitude uncertainties < 0.2, H uncertainties < 0.06,
o neighbour within 1 arcsec , no potential AGB or YSO stars (using
[5.8] − [8.0])) and the cuts on extinction-corrected ( H − K s ) and ( J

K s ) (when available) to remo v e potential foreground contaminants.
e have calibrated the relationship between E ( H − K s ) and ( H −

4.5]) using the method in Section 2 . We fix E ( H − [4.5])/ E ( H − K s )
sing the coefficient from Table 1 and fit for the intercept of ( H −
4.5]) versus E ( H − K s ) RC accounting for non-linearities and the giant
ranch slope. We find E ( H − [4.5]) = 0.967( H − [4.5] + 0.0482( K s 

12.514) − 0.210). Note the non-unity leading coefficient is due
o the slight gradient of the giant branch in ( H − [4.5]). Combining
ith the A Ks / E ( H − [4.5]) found in the main body of the paper we
nd 

 Ks = 0 . 677( H − [4 . 5] − 0 . 188) , (B1) 

or K s = 13 stars. The zero-point of ( H − [4.5]) 0 = 0.19 is redder
han that used by Majewski et al. ( 2011 ) based on the Girardi et al.
 2002 ) isochrones. This could be linked to zeropoint issues in the
hotometry or population effects, particularly as the red clump stars
n this region also appear intrinsically redder in ( J − K s ) and ( H −
 s ) than in the solar neighbourhood. For a set of Healpix with NSIDE
f 8192 (26 arcsec resolution), we find the 100 nearest neighbours to
he centre of the pixel and measure the median E ( H − [4.5]) colour
nd its spread. 
NRAS 514, 2407–2424 (2022) 
In Fig. B2 we display a comparison of the maps derived using the
JCE method with those from the red clump method. We see from

he difference map that on the average the maps match well, but in
he high extinction regions of the mid-plane the red clump method
ignificantly underestimates the e xtinction. F or the high extinction
egions the red clump stars in the centre of the Galaxy are too faint in
 for VIRAC2 so the average E ( H − K s ) RC extinction measurement

s to foreground red clump stars. There is a general discrepancy
faint red/orange) in the central −1 � � � 1 and −0.7 � b � 0.7
orresponding to the footprint of the Ram ́ırez et al. ( 2008 ) surv e y with
he RJCE method underestimating the extinction relative to the RC

ethod. Ram ́ırez et al. ( 2008 ) report their [4.5] measurements being
 . 06 mag fainter in the mean than the GLIMPSE measurements in the
 v erlapping re gions consistent with this bias. We also note the region
round ( � , b ) = (1.25, 0) ◦ where the RJCE method underestimates
he extinction. It appears that here there is a significant contribution
rom young stars. This suggests there is important variation of the
xtinction along the line of sight for this region and highlights the
imitations of our method. We can see that clearly in the map of the
elative spread in extinction from ( H − K s ) red clump method (the
pread from the RJCE method displays a similar feature) where this
egion is one of the most significant, along with the feature at ( � ,
 ) = (0.5, −0.8) ◦. 

PPENDI X  C :  COMPLETENESS  O F  T H E  

I R AC 2  C ATA L O G U E  

n this work we have measured the density profile of red clump stars.
or this, we require knowledge of the incompleteness of the source
atalogue i.e. the probability of a source with a given magnitude and
n-sky location being detected under given observing conditions.
ncompleteness arises from seeing and sky brightness limitations
hich alter the limiting magnitude depth of a surv e y and can result

n blending in crowded regions. Traditionally, incompleteness has
een assessed through two methods. In some cases, a deeper, more
omplete catalogue is available to which we can exactly compare
hich sources in our catalogue of interest were detected. Ho we ver,

or the VVV surv e y, no such deeper catalogue is available across
he entirety of the surv e y footprint and so we must instead estimate
he source reco v ery rate another way. One method for assessing this
s through testing the reco v ery of artificial stars injected into the
eduction pipeline. VIRAC v1 used aperture photometry for which
aito et al. ( 2012 ) performed these artificial star tests. Here we will
ollow this method by checking the reco v ery of artificial stars using
oint-spread-function photometry utilized in VIRAC2 and we will
se the method of comparison to deeper catalogues as a cross-check
n surv e y re gions o v erlapping deeper surv e ys. 

In a stacked image (a combination of two dithered images)
rom a single detector, we inject artificial stars arranged on a
e gular he xagonal grid spaced by 30 pix els (typical seeing is ∼2.2
ixels). This results in ∼5700 stars being injected. The stars are
ssigned magnitudes randomly sampled between K s = 10 mag and
 s = 20 mag , and follow a Gaussian point-spread-function with full-
idth at half-maximum equal to the seeing stored in the header

or each image. The f ak e image is processed using DOPHOT using
he same configuration parameters as adopted by Smith et al. (in
reparation). An artificial star is ‘reco v ered’ if there is an output
ource approximately within 1 pixel (0 . 339 arcsec assessed using a
-d tree) and 1 mag of the input, and the source also lies within a
egion of the associated CASU confidence map (Emerson et al. 2004 )
ith value > 25. We store the fraction of sources reco v ered in bins
f 0 . 2 mag and apply a Gaussian smoothing filter of one bin width.



Extinction law in the inner galaxy 2423 

Figure C1. VIRAC completeness tests: the top two panels show the com- 
pleteness for two 0 . 1 deg by 0 . 1 deg fields centred on ( �, b) = (0 . 19 , 0 . 18) deg 
(top) and ( �, b) = (4 , 2) deg (bottom). Solid lines show the expected com- 
pleteness from artificial star tests and the points with errorbars (blue dots 
for VIRAC2 which uses DoPhot and green crosses for VIRAC v1 which 
uses CASU’s aperture photometry program imcore ) show the completeness 
measured with respect to the GALACTICNUCLEUS (top) and DECAPS 
catalogues (bottom). The dashed lines show the magnitudes at which the 
magnitude distributions of GALACTICNUCLEUS and DECAPS turn o v er. 
The bottom panel shows a check of our simple completeness procedure using 
a representative set of images (thick blue) compared to the results of analysing 
a full image stack (thin black). 
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his procedure is repeated for all 16 detectors, although we ignore 
he results from detector 4 which is known to have a number of bad
ows (see the CASU webpages). Note that our procedure ignores 
ompleteness variations within a single detector image, which could 
rise due to variations in the detector properties or variations in 
rowding. This is a particularly noticeable issue near the nuclear 
tar cluster where there is large density variation on a sub-detector 
evel. Under the assumption of uniform density, our completeness 
stimates will, in general, underestimate the completeness correction 
lightly as more stars lie in higher crowding regions which have 
ower completeness. In this way, the star-weighted completeness 
 v er a detector image is lower than that estimated from our uniform
istribution of artificial stars. 
The VIRAC2 catalogue is a multi-epoch astrometric catalogue so 

he probability of a source entering the catalogue depends on the 
robability of detection in every image. Typically DOPHOT reports 
 number of false detections, which can arise, for instance, in the
ings of bright sources. Therefore, reliable sources require detection 

n multiple images, or other quality cuts. Ho we ver, performing the
rtificial star tests on every image is a costly procedure, and many
mages will have very similar completeness properties. We therefore 
pt to only perform the artificial star tests on representative sets of
mages. Two typical quality cuts employed on the VIRAC2 data set
re requiring a five-parameter astrometric solution (at least 10 epochs 
typically fields have > 100 epochs) and/or that the source is detected 

n more than 20 per cent of the observations. For each unique bulge 
ile and pointing combination (6 pointings per tile), we perform our
rocedure on the images at the 2nd, 20th, and 80th percentiles of
eeing. We choose the 2nd as this represents the ‘best’ completeness,
0th as it corresponds to at least 20 per cent detection rate at the
aint end and 80th to correspond to at least 20 per cent detection
ate at the faint end. Each set includes 196 × 6 × 16 = 18, 816
ndividual detector images so we process a total of ∼55 000 images.

e combine the results of the 20th and 80th percentile results taking
he maximum completeness at each K s , and use these values as our
tandard completeness values. 

The resulting catalogue of completeness ratios as a function of 
 � , b , K s ) is interpolated on to a regular grid using inverse distance
eighting of 5 nearest neighbours. This regular grid is then interpo-

ated using cubic splines for any required point. We perform a cross-
heck of our procedure by adding a set of artificial stars into all images
n a single tile: b304 centred around ( �, b) ≈ ( −2 , −2) deg . We first
reate a hexagonal grid of sources in equatorial coordinates spaced 
y 30 VIRCAM pixels (10 . 2 arcsec ) o v er the area co v ered by the
ile (approximately 260 000 stars) and assign random magnitudes as 
efore. For each detector image we insert the stars at the appropriate
ixel locations, process with DoPhot and check recovery as before. 
e record the total number of observations and detections for each

rtificial source. In the lower panel of Fig. C1 we show the ratio of
he number of artificial sources with more than 20 per cent detections 
o the total number and compare to the expected completeness from
he previous approach. We note the satisfactory agreement. From 

 s ≈ 12, our previous approach slightly underestimates the true 
ompleteness and this is most noticeable at the faint end. It appears
his is due to the incorrect assumption that the completeness in the
e gions co v ered by o v erlapping images with similar seeing are equal
n the two images. Particularly for fainter magnitudes, a similar 
raction of sources is reco v ered in each image, but in the o v erlapping
ections it is a slightly different set of sources. This means more
ources in total are detected, slightly increasing the completeness 
raction. Possibly this is related to varying performance across each 
etector. At the bright end, the well-matched turno v er validates our
rocedure for combining the results of the 20th and 80th percentiles.
In Fig. C2 we show the on-sky distribution of the K s magnitude

t which the bulge region of VIRAC2 is 90 per cent complete. We
ee at high latitude the completeness is abo v e 90 per cent down to
agnitudes fainter than K s = 17. For higher density regions near the
id-plane and inner bulge (the subject of this paper) the completeness 

s abo v e 90 per cent only below K s ≈ 15.5. 
MNRAS 514, 2407–2424 (2022) 
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1 Comparison with external catalogues 

e validate our procedure by inspecting the expected completeness
atio against that measured by comparison to the GALACTICNU-
LEUS surv e y (Nogueras-Lara et al. 2019b ) and the DECAM Plane
urv e y (Schlafly et al. 2018 ). The GALACTICNUCLEUS surv e y

s a JHK s imaging surv e y using HAWK-I on the VLT reaching a
 σ depth of K s ≈ 21. The surv e y has 49 pointings of 7.5 arcmin
y 7.5 arcmin primarily located within the nuclear stellar disc, but
everal pointings lie slightly out of the mid-plane. Nogueras-Lara
t al. ( 2019b ) estimates the catalogues are ∼ 80 per cent complete
t K s = 16 mag . The difference between K s measurements for
IRAC2 versus GALACTICNUCLEUS is 0 . 06 mag for the field

nspected below. DECAM Plane Surv e y (DECAPS) is a grizY
maging surv e y using the Dark Energy Camera at Cerro Tololo
o v ering −120 < �/ deg < 5 and | b| � 4 deg . The surv e y has a 6 σ
epth in Y of 21. We compute an approximate K s magnitude from
zY using K s ≈ i − 3.34( i − z) − 1.98( z − y ) − 0.69 (this only
orks well for low e xtinction re gions – the region we choose has
 K s 

≈ 0 . 2 mag ). 
Fig. C1 shows the completeness of two fields with respect to

he GALACTICNUCLEUS and DECAPS catalogues alongside the
xpectation from the artificial star tests. We display the ratio of
ources that have a cross-match in VIRAC2 as a function of K s (using
NRAS 514, 2407–2424 (2022) 
he approximate K s for DECAPS). The two fields are 0 . 1 deg by
 . 1 deg centred on ( �, b) = (0 . 19 , 0 . 18) deg and ( �, b) = (4 , 2) deg .
n these fields, there are respectively ∼670 000 and ∼2.3 million
ources per square deg with K s < 16 in VIRAC2. We note the very
ood correspondence between expected and measured completeness.
e naturally expect small differences as the parent catalogues

GALACTICNUCLEUS and DECAPS) are not perfectly complete.
ndeed 2 and 5 per cent of sources in the VVV catalogue are not
ross-matched within 0 . 4 arcsec to any source in the GALACTICNU-
LEUS and DECAPS catalogue respectively . Additionally , we show

he magnitudes at which the magnitude distributions of GALAC-
ICNUCLEUS and DECAPS be gin turning o v er ( ∼17.5 and ∼17,

espectively). This magnitude is a good indicator of the point at which
 catalogue starts becoming incomplete. For both comparison fields,
ur completeness calculations match the reco v ery ratio v ery well.
e also display the equi v alent results for the VIRAC v1 catalogue
hich used the CASU aperture photometry software imcore . In the
ECAPS field there is ∼1 magnitude increase in the 50 per cent

ompleteness level of VIRAC2 compared to v1 which increases to
2 magnitudes for the highly crowded GALACTICNUCLEUS field.
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