A surprising consistency between the far-infrared galaxy luminosity functions of the field and Coma
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ABSTRACT

We present new deep images of the Coma Cluster from the ESA Herschel Space Observatory at wavelengths of 70, 100 and 160 µm, covering an area of 1.75 x 1.0 square degrees encompassing the core and southwest infall region. Our data display an excess of sources at flux densities above 100 mJy compared to blank-field surveys, as expected. We use extensive optical spectroscopy of this region to identify cluster members and hence produce cluster luminosity functions in all three photometric bands. We compare our results to the local field galaxy luminosity function, and the luminosity functions from the Herschel Virgo Cluster Survey (HeViCS). We find consistency between the shapes of the Coma and field galaxy luminosity functions at all three wavelengths, however we do not find the same level of agreement with that of the Virgo Cluster.
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1 INTRODUCTION

The study of galaxy clusters is important as they can provide a wealth of information regarding the process of galaxy evolution. It has been well documented that types of galaxies are strongly linked with the nature of their local environments, with a morphology–density relation being found (Dressler 1980; Whitmore, Gilmore, & Jones 1993; Dressler et al. 1997; Baldry et al. 2006) such that early-type elliptical and lenticular galaxies are preferentially found in high-density cluster environments. Several processes have been identified for removing or depleting gas in cluster galaxies, such as ram-pressure stripping (Gunn & Gott 1972), ‘harassment’ through multiple high-velocity encounters (Moore, Lake, & Katz 1998), ‘starvation’ through removal of large-scale weakly-bound gas reservoirs (Larson, Tinsley, & Caldwell 1980), rapid consumption of gas in starbursts resulting from galaxy–galaxy interactions (Keel et al. 1985; Joseph & Wright 1985; Kennicutt et al. 1987), or interactions with the core of the cluster mass distribution (Miller 1986; Byrd & Valtonen 1990). These processes are reviewed by Boselli & Gavazzi (2006). The relative importance of the different processes is likely to be a strong function of local environment, with some only occurring in the cores of the richest clusters, and others being most influential in less extreme environments, and therefore studying a range of environments is of great importance.

The Coma Cluster is a useful source of information when studying galaxy clusters as it is the richest nearby cluster, at a distance of 100 Mpc (Liu & Graham 2001). The central core regions are nearly completely virialised (Colless & Dunn 1996) and dominated by early-type galaxies. However, there is clear substructure, the most striking example being a large group cen-
tred on NGC 4839 (Neumann et al. 2001), generally referred to as the ‘southwest infall region’. Many studies have looked at the star-formation properties of Coma Cluster galaxies, with Kennicutt, Bothun, & Schommer (1984) finding several galaxies showing strong Hα emission indicating ongoing star formation. This activity was confirmed by Caldwell et al. (1993), Gavazzi, Boselli, & Kennicutt (1991), Gavazzi et al. (1998) and Moss & Whittle (2005), although Caldwell et al. found very few such galaxies close to the cluster core. More recently, Smith et al. (2009, 2013) have studied the importance of environment within the Coma Cluster for the quenching of star formation, showing that it is very important for lower luminosity galaxies but has little effect on the most massive and highly-luminous galaxies.

An additional comparison is provided by the Virgo Cluster, a very well studied galaxy cluster (Boselli et al. 1995) which primarily lies at a distance of 17 Mpc (Gavazzi et al. 1999). However, through the use of the GOLDMINE database Gavazzi et al. (2003, 2014) one can see that there is evidence for substructure within the cluster, with groupings at 17, 23 and 32 Mpc. The Virgo Cluster contains ~2000 optically catalogued galaxies (Binggeli, Sandage, & Tammann 1983) of both early and late types. The early types have a velocity dispersion of approximately 589 km s$^{-1}$, whereas the late types have a velocity dispersion of approximately 700 km s$^{-1}$ (Binggeli, Popescu, & Tammann 1993). These authors also note that the Virgo Cluster is not fully virialised, and so these values may be affected by substructures or infall velocities. For comparison, the Coma Cluster has a velocity dispersion of 1008 km s$^{-1}$ (Struble & Rood 1999), and it is a fully virialised environment. The Virgo Cluster has been studied in detail at far-infrared wavelengths as part of the Herschel Virgo Cluster Survey (HeViCS; Davies et al. 2010). These observations were carried out using the ESA Herschel Space Observatory (Pilbratt et al. 2010), using the Photodetector Array Camera and Spectrometer (PACS; Poglitsch et al. 2010) at 100 and 160 µm, as well as the Spectral and Photometric Imaging Receiver (SPIRE; Griffin et al. 2010) at 250, 350 and 500 µm.

Far-infrared emission is a sensitive and powerful tracer of the evolutionary state of galaxies. For late-type galaxies, it principally traces star formation activity (Lonsdale Persson & Helou 1987; Buat & Xu 1999), with the dominant emission coming from dust thermalisation and re-radiation of energy from high-mass stars. In early-type galaxies, much or all of this emission is instead thought to arise from dust heated by the general radiation field of the older stellar population (Lonsdale Persson & Helou 1987; Walterbos & Greenwald 1998), and hence far-infrared emission in these galaxies is an indicator primarily of the amount of interstellar medium they have retained. The shape of the far-infrared spectral energy distribution and the total luminosity at these wavelengths thus give insight into both the cold dust content and the star-formation rate (Dunne et al. 2000; Kennicutt 1998; Kennicutt & Evans 2012). In turn, this information can help us understand the galaxy evolution in the cluster environment and the effect of the various galaxy interactions upon the morphology.

Initial results from HeViCS indicated a turnover at faint luminosities (Davies et al. 2010), which they interpreted as evidence for the stripping process which removes gas and dust being more effective for lower mass objects. One of the motivations for the present study is to determine the far-infrared luminosity function for the Coma Cluster, and to compare it with that for the Virgo Cluster, including the most recent analysis of the HeViCS data (Auld et al. 2013). Additionally, we will investigate how the Coma Cluster luminosity function compares with that found for field galaxies. Bui et al. (2006, 2009) investigated the Spitzer/MIPS Luminosity Function of the Coma Cluster, and found it to be in agreement with the infrared local field galaxy luminosity function. However, it should be noted that only a small fraction of their galaxies were detected at wavelengths longer than 24 µm and therefore the total infrared luminosities were extrapolated using relationships based on optical colours.

Our adopted line of enquiry is to compare cluster galaxies with their field counterparts using the luminosity functions, thus providing an understanding of what effect the local environment has on galaxy luminosity distributions. The likely differences lie in the relative numbers of the different morphological types, as well as a deficiency of gas and dust in the cluster galaxies due to various stripping processes. This study will present results from the deepest far-infrared observations ever of the Coma Cluster, which were obtained using the ESA Herschel Space Observatory. The paper will discuss the multi-wavelength maps of the cluster, and an analysis will be presented of the numbers and luminosities of cluster member galaxies detected at these far-infrared wavelengths. These observations are part of a larger multi-wavelength survey that was instigated with the Hubble Space Telescope Advanced Camera for Surveys Coma Cluster Survey (HST/ACS; Carter et al. 2008).

The structure of the paper is as follows. In Section 2, the observations and the methodology of the data reduction are described. In Section 3, the analysis of the produced images is discussed, along with the extraction of the sources. In Section 4, the Coma Cluster membership is determined via the use of redshifts. In Section 5, the Coma Cluster luminosity functions are derived and compared to both the field and the Virgo Cluster. A summary of the results is given in Section 6.

## 2 OBSERVATIONS AND DATA REDUCTION

The observations were carried out using the ESA Herschel Space Observatory, using the PACS instrument at 70, 100 and 160 µm. The observational area was the core of the cluster and the southwest infall region, covering an area of 1.75 by 1.0 degrees. Two scans were performed with simultaneous imaging at 100/160 µm and two at 70/160 µm, resulting in four separate scans being made. Within each pair, one scan was performed along the long axis of the mapped area, and one along the short axis. The scans were performed at a speed of 20 arcsec/sec and the total integration time was 27.2 hours, equating to an effective integration time per pixel in the final map of approximately 40 seconds for 70 and 100 µm and 80 seconds for 160 µm. The OBSID for the scan containing the 70 µm maps is 1342224628/9, and for the scan containing the 100 and 160 µm maps it is 1342233085/6.

The data were reduced using a pipeline written in Jython (a Python implementation written in Java) that was run within the Herschel Interactive Pipeline Environment (HIPE; Ott 2010). The pipeline used in this work follows a similar procedure to that described in Ibar et al. (2010), but using an improved cosmic-ray removal method. The data reduction consists of three main stages: flagging and calibration, de-glitching, and imaging. The first stage involves the masking of the bolometers that are known not to be working or are saturated (aided by house-keeping data for the day.
of the observations). Then the data is astrometrically calibrated by appending the pointing product to each bolometer timeline. The deglitching process involves the removal of all those read-out signals which deviate by more than 5-sigma from the projected map-pixel contributions. The data is projected using PHOTPROJECT after removing large-scale structure from the timelines using a boxcar high-pass filter (HPF; total width of 1.6 arcmin). This filtering is essential to remove the dominant 1/f noise present in the PACS timelines. The projection uses 3.2 arcsec pixel sizes for all three wavelengths. The HPF and the map projection is done iteratively in order to mask the read-out contributions to bright pixels before high-pass filtering the timelines, hence removing the sidelobes along the scan directions produced by the boxcar high-pass filter which are clearly seen in the projected images. This process was repeated until the projected map did not differ significantly from the previous iteration. This process results in two different types of sources detected within the map, those which were masked before producing the final version of the map, and those which were not masked and were therefore subject to the high-pass filtering. These two types of sources will be referred to as masked and unmasked sources respectively.

3 DATA ANALYSIS

The data were analysed using the automatic image detection algorithm SExtractor (Bertin & Arnouts 1996), in order to determine the numbers and positions of sources present in each of the three maps. The values used for the detection threshold, the minimum number of contiguous pixels constituting a detected object, and the deblending contrast parameter were 1.3 $\sigma$, 6 and 0.01 respectively. An additional flux limit was imposed by requiring that each source as a whole was detected at a five sigma level relative to the rms noise. The background flux level in the final maps is consistent with zero, as is to be expected due to the high-pass filter applied to the timelines before projection. Any sources that were located at the very edges of the maps were discarded due to the increased levels of noise in those regions.

For each map, there is an optimum aperture size that maximizes the signal-to-noise ratio for point sources. For the 70, 100 and 160 $\mu$m sources, we determined that the optimum aperture radii are 6, 7 and 10 arcseconds (Altieri 2013, private communication). The optimum aperture radius requires that the point source fluxes have a corresponding encircled energy fraction correction applied to them. The encircled energy fractions are 63.7, 64.1 and 61.9 per cent for the 70, 100 and 160 $\mu$m point sources respectively. The final catalogue consists of both masked and unmasked sources, and for unmasked sources this encircled energy fraction will be too large due to the removal of flux during the high pass filter process. Therefore a secondary set of corrections was determined by comparing the final flux of sources with the unprocessed map flux and taking an average of the difference between them. This yielded encircled energy fractions for unmasked point sources of 59.9, 59.7 and 54.4 per cent at 70, 100 and 160 $\mu$m respectively.

These aperture sizes and encircled energy fractions were also used to calculate the aperture corrected root mean square (rms) noise values, which were found to be 5.7, 6.7 and 7.9 mJy at 70, 100 and 160 $\mu$m respectively.

The fluxes were measured within either the optimum aperture for point sources and corrected by the factors given in Section 2 or a larger aperture for extended sources, where extended is defined as a FWHM greater than $\sqrt{2}$ multiplied by the FWHM of the PACS PSF at the given wavelength. This corresponds to values of 2.47, 2.96 and 4.86 pixels at 70, 100 and 160 $\mu$m respectively. The larger aperture was defined as having a 12.0 pixel (38.4 arcseconds) radius for all maps. This value was chosen as it encircles the entirety of the most extended sources that we detect.

The completeness of the data was determined in order to ascertain how many sources had been missed during the source extraction process. Completeness curves were determined for each wavelength band by inserting 2500 fake sources, 100 at a time, into the maps before running the SExtractor algorithm as described above in order to see how many sources were recovered. This was done for each brightness level between 4 mJy and 1 Jy, with intervals of 0.1 dex.

The fake source was constructed by stacking a number of bright point sources, and then scaling the flux of the object accordingly. This process was completed twice with two separate fake sources; once for masked sources, and once for unmasked sources. This was done to account for sources that were not masked at any point during the high pass filter process, and as such have a different PSF. The total completeness was determined for each magnitude bin by combining the masked and unmasked completeness using the following equation:

$$C = \frac{c_m c_u (n_m + n_u)}{c_u n_m + c_m n_u}$$ (1)

Here, $c_m$ and $c_u$ are the masked and unmasked completenesses, and $n_m$ and $n_u$ are the number of masked and unmasked sources in the bin. This results in a 50 (80) per cent completeness of 28.5, 34.5 and 42.0 (34.4, 42.2 and 52.3) mJy for the 70, 100 and 160 $\mu$m maps respectively.

We detect 201, 370 and 507 sources above the 5 $\sigma$ limit, in the 70, 100 and 160 $\mu$m maps respectively. The numbers of these confirmed sources as a function of flux in the 100 and 160 $\mu$m maps were compared directly to results from the Herschel Astrophysical Terahertz Large Area Survey (H-ATLAS: Eales et al. 2010) and the PACS Evolutionary Probe (PEP: Lutz et al. 2011), as described in Rigby et al. (2011) and Berta et al. (2010). This comparison is shown in Figure 1. The numbers of sources from the Coma data have been corrected for incompleteness, as determined via the method described earlier. We note the excess of sources at the bright end, which is expected given the presence of a rich galaxy cluster in the mapped area. The faint end of our data is consistent with previous studies to within the respective errors.

The Coma Cluster has previously been observed at far-infrared wavelengths using IRAS. The observations found 41 galaxies within 4.2 degrees of the cluster centre, of which 26 were confirmed to be members from their velocities (Wang et al. 1991). Of these 26 confirmed Coma Cluster members found by IRAS, only four lie within our survey region. All four sources match to sources in our Herschel catalogue to within 1 arcmin, which is the approximate limiting resolution of the IRAS survey. There is a good flux agreement between Herschel and IRAS for these four sources, however they each have a lower flux as determined by Herschel, by 8 to 22 per cent. This is most likely due to the IRAS flux being contaminated by other nearby sources due to the large IRAS point spread function.

The Coma Cluster was also surveyed to shallower depths at 100 and 160 $\mu$m by the H-ATLAS survey (Eales et al. 2010). We matched 153 and 231 sources between the maps to within a distance equal to the optimum aperture radius. We find agreement at the level expected given the measure noise on the maps, down to...
the detection limit, between the fluxes of these sources down to the 100mJy noise limit of the maps (Smith 2013, private communication).

4 CLUSTER MEMBERSHIP

A number of the detected sources in the maps will be foreground or background objects, and have no relation to the Coma Cluster. In order to determine which sources are true Coma Cluster members, the data were compared to the Hectospec Coma Redshift Catalogue.

Data for this catalogue were obtained with the fibre multi-object spectrograph Hectospec (Fabricant et al. 2005) at the Multi-Mirror Telescope (now MMT) on the nights of 2007 April 12–15, with additional queue observations being made on subsequent nights. The proposal was PA-07A-0260 (PI: Ann Hornschemeier). These observations used a 270 lines mm$^{-1}$ grating blazed at $\sim 5000$ Å to provide a dispersion of 1.21 Å pixel$^{-1}$ over a useful wavelength range of 3800–8900 Å. A total of 20 fibre configurations were observed with an integration time of one hour each and 200 fibres of each configuration were assigned to the redshift survey.

Targets for the redshift survey were selected from a parent catalogue of galaxies with Petrosian magnitudes $r < 21.3$, within which the higher priority targets were those with $r < 20.3$, those within the footprint of the HST Survey (Carter et al. 2008), within the XMM-Newton survey (Briel et al. 2001), and those identified with radio sources from the VLA survey (Bravo-Alfaro et al. 2000, 2001). No colour selection criteria were applied.

The data were reduced in a standard manner, and redshifts estimated, using the Hectospec data reduction pipeline HSRED\footnote{http://www.astro.princeton.edu/~rcool/hssred/}. A second redshift estimate was derived for galaxies in the redshift survey sample using the IRAF cross-correlation task XCSAO. Each spectrum was then inspected visually by two separate members of the HST survey team to resolve discrepancies between HSRED and XCSAO redshifts and to assess the quality and reliability of the measured redshifts.

The Hectospec catalogue was augmented by redshifts from the NASA/IPAC extragalactic database\footnote{http://ned.ipac.caltech.edu/} and an unpublished catalogue by M.M. Colless and A.M. Dunn (private communication). The final catalogue is approximately 90 per cent complete at $r = 19.0$, falling to 50 per cent at $r = 20.3$. Incompleteness is due to the lack of spectra for some galaxies because of fibre proximity constraints, and the inability to obtain reliable redshifts for the faintest galaxies.

Any source in our Herschel catalogue that could be matched to a Hectospec catalogue member, to within a distance equal to the optimum aperture radius, was classified as a true Coma Cluster member; plausible larger values had no effect on the number of matches. From this process it was determined that our data contain 50, 64 and 53 cluster members at 70, 100 and 160 µm respectively, with 46 sources being common to all three wavelength bands.

Figure 1 shows the infrared flux densities of the 64 sources identified in the 100 µm map against their $r$-band magnitudes taken from the Hectospec catalogue. This shows that the limiting magnitude of the Hectospec survey is unlikely to have a significant effect on the number of identifiable sources within our catalogue, and that we can assume we have identified all Coma members within our Herschel sample.

If these confirmed Coma members are removed from the initial sample that was plotted in Figure 1 and then compared to the PEP survey once again, the bright end excess is no longer present, and the trend follows that seen in the PEP counts.

5 LUMINOSITY FUNCTIONS

5.1 Coma and the Field

Having produced our catalogues of cluster members, we now construct far-infrared luminosity functions at each wavelength, as shown in Figure 2. The errors in the numbers were determined via the use of low number statistics, as detailed in Gehrels (1986).

Schechter (1976) showed that galaxy numbers as a function of luminosity can be fitted using three parameters; $\phi^*,$ the number of sources, $L^*$, the characteristic luminosity at which a rapid change in the slope of the function is seen, and $\alpha$, a dimensionless parameter which gives the slope of the function at luminosities less than $L^*$. This function is shown in the equation below.

\begin{equation}
\phi(L) = \phi^* \frac{L}{L^*}^{-\alpha-1} \exp\left(-\frac{L}{L^*}\right)
\end{equation}
Coma Cluster far-infrared luminosity function

The limiting magnitudes of SDSS (17.77) and Hectospec (20.3) respectively. The dashed and solid horizontal lines indicate the 30 and 50 percent completeness levels respectively. Ball et al. (2006) determine a value of $M_r^{*} = -20.49$ for their sample of galaxies, which corresponds to $r = 14.51$, therefore as our sources lie around this value, we are not observing the most massive and luminous galaxies.

Figure 2. A plot of the 100 $\mu$m flux against the r band magnitude, for confirmed cluster members. The dashed and solid vertical lines indicate the limiting magnitudes of SDSS (17.77) and Hectospec (20.3) respectively. The dashed and solid horizontal lines indicate the 30 and 50 percent completeness levels respectively.

Figure 3. Luminosity functions at 70, 100 and 160 $\mu$m for confirmed Coma Cluster members, shown with blue triangles, green squares and red circles respectively.

$$\phi(\log L)d\log L = \phi^* \ln 10 \left( \frac{L}{L^*} \right)^{\alpha+1} \exp \left( -\frac{L}{L^*} \right) d\log L \quad (2)$$

We use a maximum likelihood method (Marshall et al. 1983) to fit Schechter parameters to the data at each wavelength independently, present the results in Table 1, and show these fits in Figures 2 and 3. A Schechter fit was chosen as the extra free parameter in the fits used by Saunders et al. (1990) and Soifer et al. (1987). A Schechter fit was chosen as the extra free parameter in the fits used by Saunders et al. (1990) and Soifer et al. (1987) results in the function being unable to converge on a singular set of values, and produces non-physical results for our data.

These data were compared to field galaxy luminosity functions from the literature. In the case of 70 and 160 $\mu$m there are parametrized luminosity function fits available from the Spitzer Wide-area Infrared Extragalactic survey (SWIRE; Patel et al. 2013) with an additional dataset at 60 $\mu$m from IRAS (Saunders et al. 1990).

Table 1. The Schechter parameter values calculated for Coma Cluster galaxies for the three Herschel bands.

<table>
<thead>
<tr>
<th>Wavelength</th>
<th>$\log \phi^*$</th>
<th>$\log L^*$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>70 $\mu$m</td>
<td>$1.19^{+0.26}_{-0.37}$</td>
<td>$36.53^{+0.31}_{-0.22}$</td>
<td>$-1.15^{+0.27}_{-0.25}$</td>
</tr>
<tr>
<td>100 $\mu$m</td>
<td>$1.07^{+0.26}_{-0.36}$</td>
<td>$36.70^{+0.31}_{-0.22}$</td>
<td>$-1.28^{+0.20}_{-0.19}$</td>
</tr>
<tr>
<td>160 $\mu$m</td>
<td>$1.26^{+0.21}_{-0.28}$</td>
<td>$34.42^{+0.25}_{-0.19}$</td>
<td>$-1.02^{+0.23}_{-0.22}$</td>
</tr>
</tbody>
</table>

The 100 $\mu$m data were compared to the 90 $\mu$m binned data presented by Serjeant et al. (2004) and Sedgwick et al. (2011). Due to the luminosity range covered by these data, and the consequent restriction and rebinning of our own data to match it, the number of Coma members available for the comparison is reduced to a level at which a $\chi^2$ test loses any statistical power. Therefore we fitted a Saunders et al. (1990) function to the data presented in Serjeant et al. (2004) using $\chi^2$ minimization, excluding their two lowest bins because they show an unreasonably steep drop in space density that is inconsistent with the local 100 $\mu$m luminosity function of Rowan-Robinson et al. (1987), even accounting for the quoted uncertainties. We then compared our data to this parametrized function in the same manner as we have done at the other wavelengths. We choose the Serjeant et al. (2004) data because the data in Sedgwick et al. (2011) do not cover a sufficiently large luminosity range to properly constrain the function we fit.

The Coma data and the various parametrized field luminosity functions are plotted for comparison in Figures 2 and 3 with the field galaxy fits having been scaled vertically to fit our data. We run Kolmogorov–Smirnov tests to compare the unbinned luminosity distributions of our cluster members with those predicted by the functions fitted to the field luminosity functions after accounting for completeness. The numbers presented in Table 1 show the probabilities that our sample is drawn from the same parent distribution as the field luminosity functions. The probabilities for the field comparisons were calculated assuming an effective number of objects using the equation shown below, where $N_{\text{cluster}}$ is the number of galaxies in the Coma Cluster and $N_{\text{field}}$ is the number of galaxies used to construct the field luminosity function.

$$N_{\text{eff}} = \frac{N_{\text{cluster}} N_{\text{field}}}{N_{\text{cluster}} + N_{\text{field}}}$$

We find a high probability that Coma is drawn from the same parent distribution as the field luminosity functions. This similarity between the field and Coma luminosity functions is surprising. One would expect the numerous stripping processes as expected from both theoretical and observational studies, would have a large effect in the dense environment of the cluster. A recent study of the Fornax Cluster by Fuller et al. (2014) finds a similar agreement with the field using the PACS 100 and 160 $\mu$m bands, as well as the SPIRE 250, 350 and 500 $\mu$m bands. Further analysis will be required in order to provide an explanation for this result. In a future paper we will investigate the masses and morphological types of individual galaxies to look at any underlying reasons for this similarity.
5.2 Reassessment of Virgo Data

Given the surprising consistency between Coma and the field that suggests the cluster environment has little effect on the far-infrared luminosity function, we reanalyse the data from the Virgo cluster as a means of comparison. Davies et al. (2010) showed the luminosity functions that had been derived from the HeViCS data. They showed that at all observed wavelengths there was evidence of a turnover at lower luminosities. Further evidence of this was seen with the HeViCS catalogue of bright galaxies (Davies et al. 2012). Auld et al. (2013) presented far-infrared fluxes of optically selected Virgo cluster galaxies at 100 and 160 µm. We compare these data to the equivalent data in the present study in order to ascertain if Virgo still shows a turnover and for comparison with both our Coma Cluster luminosity function and the relevant field galaxy functions. We use the same Kolmogorov–Smirnov test method to complete these comparisons. These two wavelength bands were used as they are the only wavelengths common to both studies. We follow the assumptions made in Auld et al. (2013) that all Virgo Cluster galaxies lie at one of three distances, 17, 23 or 32 Mpc. For the purposes of this study, we use those Virgo sources which lie at 17 and 23 Mpc and have a measured flux greater than our noise limit. This sample corresponds to that used by the latest HeViCS analysis Davies et al. (2014). Analysis of the data shows that the inclusion of those sources at 32 Mpc, and the assumption that all sources lie at 17 Mpc, have little effect on the results.

The results of these tests are included in Table 2. The HeViCS data are plotted alongside the present study in Figure 5 along with a Schechter function fit derived over the range of data included within our comparison. For both Virgo and Coma, we find a clear lack of a turnover at the faint end, in disagreement with the findings of Davies et al. (2010). We find a good agreement between the Coma and Virgo Clusters, as well as between the Virgo Cluster and the field, at 100 µm. At 160 µm however we find no agreement between Virgo and either the Coma Cluster or the field, which still agree with each other reasonably well. We can provide no explanation as to why there would be agreement for one wavelength dataset, but not for the other. However, we note that there is a steeper faint end slope present in the Virgo 160 µm data, as can be seen clearly in Figure 5. This disagreement is especially confusing when one considers that the Virgo Cluster is less virialised than the Coma Cluster, and thus might be expected to have properties intermediate between those of the field and Coma.

Davies et al. (2011) showed that the Virgo cluster has a $r_{200}$ radius value of 1.08 Mpc or 3.9° at their adopted distance of 16.1 Mpc, corresponding to a value of 1.16 Mpc at our defined distance of 17.0 Mpc. Arnaud, Pointecouteau, & Pratt (2005) showed that the $r_{200}$ radius value can be adopted as the virial radius for Virgo, even though the cluster is not virialised. The HeViCS observations therefore cover an area out to twice the virial radius. In comparison the virial radius of the Coma Cluster is 2.9 Mpc or 1.7° at 85 Mpc, with our observations covering an area out to approximately this distance. The Virgo observations therefore cover a greater area outside of the core environment relative to the Coma observations. Future work will take this factor into account by looking at subsets of the Virgo observations and comparing similar environments of the clusters.

<table>
<thead>
<tr>
<th>Wavelength</th>
<th>Field LF</th>
<th>Coma/Field</th>
<th>Coma/Virgo</th>
<th>Virgo/Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>70 µm</td>
<td>Patel</td>
<td>73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70 µm</td>
<td>Saunders</td>
<td>78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100 µm</td>
<td>Serjeant</td>
<td>86</td>
<td>94</td>
<td>99</td>
</tr>
<tr>
<td>160 µm</td>
<td>Patel</td>
<td>62</td>
<td>9</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 2. The percentage results of Kolmogorov–Smirnov tests to compare the luminosity distribution of the luminosity functions of Coma, Virgo and the field. The Saunders et al. (1990) 60 µm luminosity function has been converted to 70 µm, and the Serjeant et al. (2004) 90 µm luminosity function to 100 µm assuming the SED of M82 (Silva et al. 1998).

6 SUMMARY

We have presented the deepest far-infrared observations to date of the Coma Cluster of galaxies. The observations are used to produce far-infrared number counts within this area, and in combination with an optical redshift catalogue are used to derive far-infrared luminosity functions at the three Herschel/PACS wavelengths (70, 100 and 160 µm) for the Coma Cluster. These functions are compared with both the field galaxy luminosity function and similar results from the HeViCS survey of the Virgo Cluster. We see that our Coma Cluster luminosity functions have shapes surprisingly consistent with those of the field galaxies at the three far-infrared wavelengths we probe. The Coma Cluster luminosity function also matches well with the newly derived luminosity function for the Virgo Cluster at 100 µm, which no longer shows evidence of a faint-end turnover. The same consistency is not seen with the Virgo Cluster at 160 µm, but this cannot be easily explained. We note that it is not due to our sample consisting only of the most luminous galaxies, which would be unaffected by stripping, as Figure 2 shows that our sources lie around the value of $L^*$ for the $r$-band. Future work will look in detail at the dust properties and stellar masses of the detected Coma Cluster members to try to identify a mechanism or process that could result in such similarity between the cluster and field environments.
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Figure 4. A comparison of the Coma and Field 70 µm luminosity function. The Coma data are presented as green circles. The green line shows the Schechter function for the Coma data at 70 µm, using the parameters presented in Table I. The blue dashed line shows the luminosity function derived from field galaxies at 60 µm as taken from Saunders et al. (1990) and converted to 70 µm assuming an M82-like SED. The red dotted line shows the luminosity function as presented by Patel et al. (2013), who use the functional form of Saunders et al. (1990).

Database (NED) which is operated by the Jet Propulsion Laboratory, California Institute of Technology, under contract with the National Aeronautics and Space Administration.

Figure 5. A comparison of the Coma, Virgo and Field 100 and 160 µm luminosity functions. The Coma data are presented as green circles, and the HeViCS data are presented as black crosses. The green line shows the Schechter function fit for the Coma data, using the parameters presented in Table I. The black dotted line shows our derived Schechter function fit for the Virgo data of Auld et al. (2013). The blue dashed line shows the comparison field luminosity function; Serjeant et al. (2004) for the 100 µm plot (converted from 90 µm assuming an M82-like SED), and Patel et al. (2013) for the 160 µm plot.
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