LENGTH OF POLYNOMIALS OVER FINITE GROUPS

GÁBOR HORVÁTH AND CHRYSOPHER L. NEHANIV

Abstract. We study the length of polynomials over finite simple non-Abelian groups needed to realize Boolean functions. We apply the results for bounding the length of 5-permutation branching programs recognizing a Boolean set. Moreover, for Boolean and general functions on these groups, we present upper bounds on the length of shortest polynomials computing an arbitrary n-ary Boolean or general function, or a function given by another polynomial.

1. Introduction

Computational models are based on functionally complete algebras, that is, algebras over which every function can be built up from variables, constants and the basic operations of the algebra. The most well-known functionally complete algebra is the two-element Boolean algebra, which is used as a basis for contemporary computers. Nevertheless, other functionally complete algebras exist. Maurer and Rhodes [14] proved that a finite group is functionally complete if and only if it is simple and non-Abelian. Then Krohn, Maurer and Rhodes [11] proved that any Boolean function can be realized by a finite state sequential machine based on a finite simple non-Abelian group. At the end of their paper they suggest to write some forthcoming paper on the algorithmic aspects of such realizations which, unfortunately, never came to exist. The present paper was motivated by trying to fill some of the gaps left by them by estimating the length of a polynomial realizing a given function over a given finite simple non-Abelian group.

The length of polynomials needed to realize a given (Boolean or more general) function has been investigated for several different algebras. Not surprisingly, most of these results concern the two-element Boolean
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algebra (see e.g. [21]). There are some sporadic results for rings, e.g. short representing polynomials were given for the squareroot function in [1]. There exist some results on the length of unary polynomials over finite groups as well [16], but no estimates can be found in the literature for the $n$-ary case. Just recently, some particular polynomials for certain special functions were computed in [19] for certain functionally complete algebras. The authors of that paper used a computational search method (genetic programming) to search for discriminator polynomials, Mal’cev polynomials and majority polynomials for particular three- and four-element functionally complete algebras. It turns out that even for such small algebras it is quite difficult to find these polynomials. For example, the exhaustive search to compute a short discriminator polynomial over a particular four-element functionally complete algebra would take about $10^{38}$ years by their estimation. After a week of running time, their genetic programming method was not able to provide a discriminator polynomial for the algebra either (see [19] for further details).

In our paper we consider two types of functions over a finite simple non-Abelian group $G$ in Section 3. A Boolean function can easily be represented over $G$ by a function $f: \{1, g\}^n \rightarrow \{1, g\}$ for some non-trivial $g \in G$, where 1 corresponds to false and $g$ to true. In Theorem 7 we provide an upper bound for a shortest polynomial realizing an arbitrary such $f$. The proof is based on a recent result of Wilson [22], which uses some parts of the classification of finite simple groups. Then in Theorem 9 we prove an upper bound on the length of an arbitrary function $f: G^n \rightarrow G$. Finally, Theorem 10 gives a lower bound on the length of a ‘longest’ $n$-ary function based on an elementary counting argument. This puts the upper bounds obtained in Theorems 7 and 9 into perspective.

Sections 4 and 5 are devoted to two applications of the results of Section 3. In Section 4 we consider branching programs. Branching programs were first defined by Lee [12] as an alternative to Boolean circuits. Since then branching programs have been thoroughly investigated (see e.g. [2, 5, 6, 8, 18] from the past few years). Krohn, Maurer and Rhodes proved in [11] that a finite state sequential machine can compute an arbitrary Boolean function if it is based on a finite simple non-Abelian group. A direct consequence of this result, but which was proven independently by Barrington [4], is that a language can be recognized by an $O(\log n)$ depth, polynomial size Boolean circuit if and only if it can be recognized by a polynomial length branching program over a finite simple non-Abelian group. (Here, by polynomial we mean polynomial in $n$, which is the arity of the Boolean function.) In fact, Barrington gives an upper bound on the length of the branching program required, depending on the depth of a Boolean circuit which recognizes the particular language. Using the results of Theorem 7, in
Corollary 11 we give a different upper bound on the length of a branching program required, and compare it to Barrington’s bound. We find that our bound is better for almost all functions than the one provided by Barrington’s construction.

In Section 5 we consider function realization for other finite, but not necessarily non-Abelian or simple, groups. Of course, if a group is not functionally complete, then not every function can be represented as a polynomial. Nevertheless, it would be interesting to know the length of a shortest representing polynomial for a given function that can be represented. In Theorem 12 we show that for groups with nilpotency class $d$ the length of a minimal realizing polynomial for a representable $n$-ary function $f : G^n \to G$ is at most $c \cdot n^d$ for some $c$ depending on the group, and this bound is almost the best possible. Corollary 13 is a direct consequence of Theorem 9 which provides a bound for finite simple non-Abelian groups. We suspect that similar upper bounds could be given for arbitrary groups, provided that the length of polynomials over a group $G$ can be estimated by the length of polynomials over $N$ and over $G/N$ for some normal subgroup $N$.

Finally, we close the paper with some open problems in Section 6.

2. Preliminaries

Let $G$ be a finite group. A polynomial (or word) over $G$ is a product of variables, inverses of variables, and constants from $G$. For example, $xgy^{-1}x$ is a polynomial over $G$ for some $g \in G$ and variables $x, y$. Let $p$ be a polynomial over $G$. The length of $p$ (denoted by $\|p\|$) is defined recursively:

1. the length of a variable, of an inverse of a variable or of a constant is 1: $\|x_i\| = \|x_i^{-1}\| = \|g\| = 1$ ($1 \leq i \leq n, g \in G$);
2. the length of a product is the sum of the lengths of the factors: $\|p_1 p_2\| = \|p_1\| + \|p_2\|$.

For example, the length of the polynomial $xgy^{-1}x$ is $\|xgy^{-1}x\| = \|xg\| + \|y^{-1}x\| = \|x\| + \|g\| + \|y^{-1}\| + \|x\| = 4$.

The number of variable occurrences of $p$ (denoted by $v(p)$) is the number of occurring variables in $p$, counting multiplicities. The precise definition is the same as for the length, except $v(g) = 0$ for any $g \in G$. For example, the number of variable occurrences of $xgy^{-1}x$ is $v(xgy^{-1}x) = v(xg) + v(y^{-1}x) = v(x) + v(g) + v(y^{-1}) + v(x) = 3$.

A polynomial $p$ realizes a function $f : G^n \to G$ if for all $(a_1, \ldots, a_n) \in G^n$ we have $f(a_1, \ldots, a_n) = p(a_1, \ldots, a_n)$. We say that $f : G^n \to G$ is a polynomial function if $f$ can be realized by a polynomial. The group $G$ is functionally complete if every function $f : G^n \to G$ can be realized by a polynomial. A finite $G$ is functionally complete if and
only if \( G \) is simple and non-Abelian [14]. The length of a polynomial function \( f \) over \( G \) is the length of a shortest polynomial realizing \( f \):

\[
\|f\| = \min \{ \|p\| : p \text{ realizes } f \}.
\]

Similarly, for the minimal number of variable occurrences:

\[
v(f) = \min \{ v(p) : p \text{ realizes } f \}.
\]

If \( f \) is a non-realizable function over \( G \), then let \( \|f\| = v(f) = \infty \).

The first lemma lists some basic observations. It connects the number of necessary variable occurrences with composition of functions and the length of a function with the number of variable occurrences.

**Lemma 1.** For polynomial functions \( f, g_1, \ldots, g_n \) over \( G \) we have

1. \( v(f) \leq \|f\| \leq 2v(f) + 1 \),
2. \( v(f(g_1, \ldots, g_n)) \leq v(f) \cdot \max_{1 \leq i \leq n} v(g_i) \).

**Proof.** Let \( p \) be a polynomial realizing \( f \) for which \( v(p) = v(f) \). Let \( p' \) be the polynomial which we obtain from \( p \) by collecting the neighbouring constants into one constant. Then between two variables at most one constant can occur, thus \( \|p'\| \leq 2v(p') + 1 = 2v(f) + 1 \). As \( p' \) realizes \( f \), (1) follows.

For proving (2), let \( v_1, \ldots, v_n \) be the number of occurrences of the variables \( x_1, \ldots, x_n \) in \( p \) realizing \( f \), where \( v(p) = v(f) \). Then

\[
v(f(g_1, \ldots, g_n)) \leq \sum_{i=1}^{n} v_i v(g_i) \]

\[
\leq \sum_{i=1}^{n} v_i \cdot \max_{1 \leq i \leq n} v(g_i) = v(f) \cdot \max_{1 \leq i \leq n} v(g_i).
\]

**Example 1.** Take \( G = A_5 \), the alternating group on 5 points, and let \( f(x, y) = (123x(123))y(123) \). Now, \( v(f) = 2 \), as \( f \) depends on both its variables. Therefore it has an at most length 5 realization by multiplying the constants between \( x \) and \( y \): \( (123)x(132)y(123) \). Furthermore, if \( g_1(x, y) = xxy^{-1}y^{-1} \) and \( g_2(x, y) = x(234)y^{-1}x \), then \( f(g_1(x, y), g_2(x, y)) \) can be realized by

\[
(123) xxy^{-1}y^{-1} (132) x(234)y^{-1}x (123),
\]

which has \( 4 + 3 \leq 2 \cdot 4 \) variable occurrences.

In the following lemma we create a ‘short’ polynomial for an \( n \)-ary version of a binary polynomial using logarithmic depth iteration. The idea is similar as how one constructs the \( n \)-ary AND function from the binary one. From now on, by log we always mean \( \log_2 \).
Lemma 2. Let $p$ be a binary polynomial over $G$. Define the following polynomials: $p^{(1)}(x_1) = x_1$, $p^{(2)}(x_1, x_2) = p(x_1, x_2)$ and for every integer $n > 2$ let

$$p^{(n)}(x_1, \ldots, x_n) = p\left(p^{(n/2)}(x_1, \ldots, x_{n/2}) \cdot p^{(n/2)}(x_{n/2+1}, \ldots, x_n)\right).$$

Let $V = v(p)$. If $V \geq 2$, then $v(p^{(n)}) < V \cdot n^{\log V}$. If both $x_1$ and $x_2$ each occur exactly twice in $p$, then $v(p^{(n)}) \leq \frac{3n^2 - 3n + 1}{2} + 1$.

Proof. By induction on $n$ (considering the cases where $n$ is odd and where $n$ is even), it is straightforward to prove that $v(p^{(n)})$ is increasing in $n$. If $n$ is a power of 2, then $v(p^{(n)}) = V^{\log n}$. Thus for arbitrary $n$ we have $v(p^{(n)}) \leq V^{\log n} < V^{1+\log n} = V \cdot n^{\log V}$. The other inequality can be proved by induction, as well.

Example 2. Take $p(x_1, x_2)$ to be the commutator of $x_1$ and $x_2$, that is $p(x_1, x_2) = [x_1, x_2] = x_1 x_2 x_1^{-1} x_2^{-1}$. Then

\begin{align*}
p^{(3)}(x, y, z) &= [x, [y, z]] = x y z^{-1} y^{-1} z^{-1} x^{-1} y z y^{-1}, \\
p^{(4)}(x, y, z, w) &= [[[x, y], [z, w]], [x, y] [z, w] [x, y]^{-1} [z, w]^{-1}] \\
&= x y z^{-1} y^{-1} z w z^{-1} w^{-1} y x y^{-1} x^{-1} w z w^{-1} - 1.
\end{align*}

Thus,

\begin{align*}
v(p^{(2)}) &= 4 = 4^{\log 2} = \frac{3}{2} \cdot 2^2 - \frac{3}{2} \cdot 2 + 1, \\
v(p^{(3)}) &= 10 = \frac{3}{2} \cdot 3^2 - \frac{3}{2} \cdot 3 + 1, \\
v(p^{(4)}) &= 16 = 4^{\log 4} \leq 19 = \frac{3}{2} \cdot 4^2 - \frac{3}{2} \cdot 4 + 1.
\end{align*}

We need some results from group theory. Throughout the paper, the commutator of $a$ and $b$ is $[a, b] = aba^{-1}b^{-1}$, and the conjugate of $a$ by $b$ is $a^b = bab^{-1}$, and multiplication of permutations is carried out from right to left. For general background for group theory we refer to [17].

In the proofs of Theorems 7 and 9 in Section 3 the following recent result of Wilson is crucial.

Theorem 3 (\cite{22, Theorem 1}). Let $G$ be a finite group. Then the following are equivalent:

1. $G$ is solvable;
2. no non-trivial element $g$ is the product of 56 commutators of the form $[g^h, g^k]$ (with $h, k \in G$).

That is, for finite simple non-Abelian groups there exist elements $g \neq 1, h_1, k_1, \ldots, h_{56}, k_{56}$ such that $g = \prod_{i=1}^{56} [g^{h_i}, g^{k_i}]$. This fact combined with Lemma 2 will provide us a short $n$-ary version of the Boolean AND function.
Finally, in the special case of alternating groups we need the following.

**Lemma 4.** Let \( u \in A_m \) (for some \( m \geq 5 \)) be nontrivial and let \( C_u \) denote the conjugacy class of \( u \) in \( A_m \). Let \( D_u = C_u \cup C_{u^{-1}} \) and let \( D_u^2 \) denote the set \( \{ u_1 \cdot u_2 \mid u_1, u_2 \in D_u \} \). If \( u \) is a product of disjoint 2-cycles and moves every point, then \( D_u^2 \) contains a product of two disjoint 3-cycles. Otherwise, \( D_u^2 \) contains a 3-cycle.

**Proof.** It is well-known (see e.g. [17, p. 299, 11.1.5]) that if \( u \) is not the product of disjoint odd cycles of pairwise different lengths (considering 1-cycles as well) then any \( v \in A_m \) having the same cycle structure as \( u \) lies in the same conjugacy class of \( u \). Moreover, if \( u \) is the product of odd cycles of pairwise different lengths (considering 1-cycles as well) then the set of elements of \( A_m \) having the same cycle structure as \( u \) is the disjoint union of two conjugacy classes.

We choose a cycle of maximal length in \( u \). Let \( k \) be its length. Without loss of generality we can assume that this cycle is the \( c_k = (1, \ldots, k) \) cycle in \( u \). Note that by [17, p. 299, 11.1.5] if \( k \leq 4 \), then the conjugacy class \( C_u \) contains every element of \( A_m \) with the same cycle-structure as \( u \). We distinguish five cases.

1. \( k \geq 5 \). Let \( v = c_k^{-1}u \), \( v' = v^{-1} = (13)(24) \cdot v^{-1} \cdot (13)(24) \), \( c'_k = (2, 1, 4, 3, k, k - 1, \ldots, 5) = (13)(24) \cdot c_{k}^{-1} \cdot (13)(24) \), and let \( u' = c'_k \cdot v' \). Then \( u' \in C_{u^{-1}} \subseteq D_u \) and (multiplying from right to left)

\[
u' \cdot u = c_k' v' \cdot c_k v = c'_k c_k \cdot v' v = c'_k c_k = (2k4).
\]

2. \( k = 4 \). Let \( v = c_k^{-1}u \), \( c_k = (1 2 4 3) \) and let \( u' = c_k' v^{-1} \). Then \( u' \in C_u \subseteq D_u \) (since \( u \) and \( u' \) have the same cycle-structure and \( k \leq 4 \)) and (multiplying from right to left) \( u' \cdot u = (142) \).

3. \( k = 3 \). Let \( v = c_k^{-1}u \) and let \( u' = c_k \cdot v^{-1} \). Now \( u' \in C_u \subseteq D_u \) (since \( u \) and \( u' \) have the same cycle-structure and \( k \leq 4 \)) and (multiplying from right to left) \( u' \cdot u = (132) \).

4. \( k = 2 \) and \( u \) stabilizes an element from \( \{ 1, \ldots, m \} \). Without loss of generality we can assume that \( u = (12) \) stabilizes 3, then let \( u' = (13) v^{-1} \). Now \( u' \in C_u \subseteq D_u \) (since \( u \) and \( u' \) have the same cycle-structure and \( k \leq 4 \)) and (multiplying from right to left) \( u' \cdot u = (1 2 3) \).

5. \( k = 2 \) and \( u \) moves all the elements from \( \{ 1, \ldots, m \} \). Then \( u \) is the product of 2-cycles. Without loss of generality we can assume that \( u = (12)(34)(56) \cdot v \). Let \( u' = (16)(23)(45) \cdot v^{-1} \). Then \( u' \in C_u \subseteq D_u \) (since \( u \) and \( u' \) have the same cycle-structure and \( k \leq 4 \)) and (multiplying from right to left) \( u' \cdot u = (135) \cdot (264) \).

□
Corollary 5. Let \( u \in A_m \) (for some \( m \geq 5 \)) be nontrivial and let \( t \in A_m \) be a 3-cycle. Then

1. \( t \) can be generated as a product of at most 4 conjugates of \( u \) and \( u^{-1} \),
2. \( u \) is the product of at most \( \lceil m/2 \rceil \) conjugates of \( t \) and \( t^{-1} \).

Proof. (1) follows easily from Lemma 4 if \( u \) is not the product of disjoint 2-cycles moving every point. Otherwise one can obtain some \( w \), a product of two disjoint 3-cycles, as the product of two conjugates of \( u \) and \( u^{-1} \). Then applying Lemma 4 to \( w \) provides the result. For (2) see e.g. [3, Chapter 3]. \( \square \)

Finally, we will need the following:

Theorem 6 ([13, Theorem 1.1]). There exists a positive \( c_0 \) such that the following holds: for all finite simple non-Abelian groups \( G \), for every subset \( S \subseteq G \), \( S \not\subseteq \{1\} \) closed under conjugation, and for every \( m \geq c_0 \log |G|/\log |S| \) we have \( S^m = G \).

3. LENGTH OF FUNCTIONS OVER FINITE SIMPLE GROUPS

First, we provide an upper bound on the length of polynomials realizing Boolean-type functions. Let \( \exp G \) denote the exponent of \( G \), i.e. the least \( n > 0 \) for which \( g^n \) is the identity for all \( g \in G \).

Theorem 7. Let \( G \) be a functionally complete group. Then there exists \( g \neq 1 \in G \) such that for every \( n \)-ary function \( f : \{1, g\}^n \rightarrow \{1, g\} \) over \( G \), we have

\[
\|f\| \leq 448 \cdot n^8 \cdot e,
\]

where \( e = |f^{-1}(g)| \), \( e \leq 2^n \).

If \( G = A_m \) for some \( m \geq 5 \), then

\[
\|f\| \leq (3n^2 - 3n + 2) \cdot e + 1.
\]

Remark 8. Note, that a Boolean function in disjunctive normal form has essentially length \( n \cdot e \).

Proof of Theorem 7. We apply Wilson’s result: by Theorem 3 there exist elements \( g \neq 1 \), \( h_1, k_1, \ldots, h_{56}, k_{56} \in G \) such that \( g = \prod_{i=1}^{56} [g^{h_i}, g^{k_i}] \).

Let \( p(x_1, x_2) = \prod_{i=1}^{56} [x_1^{h_i}, x_2^{k_i}] \) and for every \( n \geq 3 \) let \( p^{(n)} \) be the polynomial defined by (3) of Lemma 2. Note that \( p^{(n)}(g, \ldots, g) = g \), and \( p^{(n)} \) attains 1 if any of the variables is 1. Now, we have \( v(p^{(n)}) < v(p) \cdot n^{\log v(p)} < 224 \cdot n^8 \) by Lemma 2.

Let \( f : \{1, g\}^n \rightarrow \{1, g\} \) be arbitrary taking non-identity values \( e \) times. Let \( A = \{(a_1, \ldots, a_n) \in \{1, g\}^n : f(a_1, \ldots, a_n) = g \} \), then \( |A| = e \). Let \( q_1(x) = x^{-1}g \) and \( q_g(x) = x \). For every \( (a_1, \ldots, a_n) \in A \) let \( p_{a_1,\ldots,a_n}(x_1, \ldots, x_n) = p^{(n)}(q_{a_1}(x_1), \ldots, q_{a_n}(x_n)) \), then \( v(p_{a_1,\ldots,a_n}) \leq \)
Now we choose $p$ \cite{20}, an elementary proof to bound rem3 in \cite{22} uses Thompson’s classification of minimal simple groups.

Let Theorem 9.

56 where the constant appears. Considering that the proof of Theorem 3 for finite simple non-Abelian groups where the constant 56 appears. Considering that the proof of Theorem 9 in \cite{22} uses Thompson’s classification of minimal simple groups \cite{20}, an elementary proof to bound $c$ in a universal manner is unlikely.

**Theorem 9.** Let $G$ be a functionally complete group, $N = |G|$. Let $f$ be an $n$-ary function over $G$ taking non-identity values $e$ times ($e \leq N^n$). Then the following inequality holds:

$$\|f\| \leq 100352 \cdot K^2 \cdot N^8 \cdot n^8 \cdot e,$$

where $K \leq \min (c_0 \log N, \text{number of conjugacy classes of } G)$ with $c_0$ the universal constant from Theorem 6. If $G = A_m$ for some $m \geq 5$, then

$$\|f\| \leq 9 \cdot m \cdot N^2 \cdot n^2 \cdot e.$$  

**Proof.** We begin the same way as in the proof of Theorem 7. By Theorem 3 there exists elements $g \neq 1, h_1, k_1, \ldots, h_{56}, k_{56} \in G$ such that $g = \prod_{i=1}^{56} [g^{h_i}, g^{k_i}]$. Let $p(x_1, x_2) = \prod_{i=1}^{56} [x_1^{h_i}, x_2^{k_i}]$ for every $n \geq 3$ let $p(n)$ be the polynomial defined by (3) of Lemma 2. By Lemma 2 we have $v(p(n)) < v(p) \cdot n^{\log v(p)} < 224 \cdot n^8$, moreover $p(n) (g, \ldots, g) = g$, and $p(n)$ attains 1 if any of the variables is 1.

We claim that for every $1 \neq u \in G$ there exists a unary polynomial $r_u(x)$ such that $r_u(1) = 1$, $r_u(u) = g^{-1}$ and $v(r_u) \leq c_0 \log N$. Indeed, by Theorem 6 there exists a universal constant $c_0$ (i.e. not depending on $G$ or on $f$) such that the conjugacy class of $u$ generates $G$ in at most $c_0 \log N$ steps. That is, there exist elements $s_1, \ldots, s_K$ (for some $K \leq c_0 \log N$) such that $g^{-1} = u^{s_1} \ldots u^{s_K}$. Then the polynomial $r_u(x) = x^{s_1} \ldots x^{s_K}$ has the required properties. Note, that $K$ can be chosen to be less than the number of conjugacy classes of $G$, as well.
(The set \( \{ u^n \ldots u^{n_k} : y_1, \ldots, y_t \in G \} \) is closed under conjugation, thus increases by at least one conjugacy class if \( t \) increases by 1.)

Similarly, for every \( u \in G \setminus \{1\} \) there exists a unary polynomial \( r_u'(x) \) such that \( r_u'(1) = 1 \), \( r_u'(g) = u \) and \( v(r_u') \leq K_u' \), where \( K_u' \leq c_0 \log N \) and \( K_u' \) can be chosen to be less than the number of conjugacy classes of \( G \), as well. Let \( K = \max_{u \in G \setminus \{1\}} \{ K_u, K_u' \} \). Then \( K \) is less than the number of conjugacy classes of \( G \), and \( K \leq c_0 \log N \).

Let \( u_1, \ldots, u_{N-1} \) be the non-identity elements of \( G \). Let

\[
\chi(x) = p^{(N-1)} \left( gr_{u_1}(x), \ldots, gr_{u_{N-1}}(x) \right),
\]

\[
\chi_{a_1,\ldots,a_n}(x_1, \ldots, x_n) = p^{(n)} \left( \chi(x_1a_1^{-1}), \ldots, \chi(x_na_n^{-1}) \right), \ (a_i \in G)
\]

\[
q(x_1, \ldots, x_n) = \prod_{(a_1, \ldots, a_n) \in G^n} r_u'(\chi_{a_1,\ldots,a_n}(x_1, \ldots, x_n)).
\]

Then \( \chi \) is the characteristic function of 1, that is \( \chi(1) = g \), and \( \chi \) attains 1 at any other substitution. Similarly, \( \chi_{a_1,\ldots,a_n} \) is the characteristic function of the tuple \((a_1, \ldots, a_n)\), i.e. \( \chi_{a_1,\ldots,a_n}(a_1, \ldots, a_n) = g \) and \( \chi_{a_1,\ldots,a_n} \) attains 1 on every other \( n \)-tuple. Thus \( q(a_1, \ldots, a_n) = f(a_1, \ldots, a_n) \) for every \( a_1, \ldots, a_n \in G \). By (2) of Lemma 1 we have

\[
v(q) \leq \max_{u \in G \setminus \{1\}} v(r_u) \cdot v(p^{(N-1)}) \cdot v(p^{(n)}) \cdot \max_{u \in G \setminus \{1\}} v(r_u') \cdot e
\]

\[
< 50176 \cdot K^2 \cdot N^8 \cdot n^8 \cdot e.
\]

Applying (1) of Lemma 1 we obtain the desired bound.

If \( G = A_m \), then we can give better estimates. By choosing \( g = (123), \ h = (243), \ k = (154) \), we have

\[
g = (123) = [(235),(142)] = [g^k,g^h].
\]

Now, we choose \( p(x_1, x_2) = [x_1^k, x_2^h] = kx_1k^{-1}hx_2h^{-1}kx_1^{-1}k^{-1}hx_2^{-1}h^{-1} \). Then both \( x_1 \) and \( x_2 \) occur twice in \( p \). Lemma 2 yields \( v(p^{(n)}) < \frac{3}{2} n^2 \). Note that \( v(r_u) \leq 4 \) by (1) of Corollary 5, and \( v(r_u') \leq [m/2] \) by (2) of Corollary 5. Then by (2) of Lemma 1 we have

\[
v(q) \leq \max_{u \in G \setminus \{1\}} v(r_u) \cdot v(p^{(N-1)}) \cdot v(p^{(n)}) \cdot \max_{u \in G \setminus \{1\}} v(r_u') \cdot e
\]

\[
< 9 [m/2] \cdot N^2 \cdot n^2 \cdot e.
\]

Applying (1) of Lemma 1 we obtain the desired bound. \( \square \)

Finally, to put these upper bounds into context, we give a lower bound on the length of a ‘longest’ \( n \)-ary function.

**Theorem 10.** Let \( G \) be a functionally complete group and let \( N = |G| \).
For every \( \varepsilon > 0 \) and for sufficiently large \( n \) (depending on \( \varepsilon \)) there exists an \( n \)-ary function \( f \) over \( G \), such that

\[
\|f\| \geq \frac{\log N}{1 + \varepsilon} \cdot \frac{N^n}{\log n}.
\]
Proof. We use a simple counting argument. The number of polynomials of length at most \( l \) is at most \((2n + N + 1)^l\), since at every position of a polynomial there is either a constant, a variable, an inverse of a variable, or nothing at all. Let \( f \) be a longest \( n \)-ary function, let \( L = \|f\| \). As the number of \( n \)-ary functions is \( N^{N^n} \), we obtain \( N^{N^n} \leq (2n + N + 1)^L \), and thus
\[
N^n \cdot \log N \leq L \cdot \log (2n + N + 1) .
\]
Let us fix \( \varepsilon > 0 \). For \( n \geq \max (3^{1/\varepsilon}, N + 1) \) we have
\[
N^n \cdot \log N \leq L \cdot \log 3n \leq L \cdot (1 + \varepsilon) \cdot \log n .
\]

\[\square\]

4. Bounded-width branching programs

An \( n \)-input branching program of length \( s \) over a monoid \( M \) is a sequence \( B = (i_1, f_1, g_1) \ldots (i_s, f_s, g_s) \) with \( 1 \leq i_j \leq n \) and \( f_i, g_i \in M \). On the input \((a_1, \ldots, a_n) \in \{0, 1\}^n\) the instruction \((i, f, g)\) is evaluated to \( f \) if \( a_i = 1 \) and to \( g \) if \( a_i = 0 \). The program is evaluated as the product of the evaluated instructions. This assigns to a program \( B \) a function \( B^*: \{0, 1\}^n \rightarrow M \):
\[
B^*(a_1, \ldots, a_n) = h_{i_1} \ldots h_{i_s}, \quad \text{where} \quad h_{i_j} = \begin{cases} f_{j}, & \text{if} \ a_{i_j} = 1, \\ g_{j}, & \text{if} \ a_{i_j} = 0 . \end{cases}
\]
Let us fix a subset \( F \subseteq M \). We say that a set \( A \subseteq \{0, 1\}^n \) is recognized by the branching program \( B \) if
\[
B^*(a_1, \ldots, a_n) \in F \iff (a_1, \ldots, a_n) \in A .
\]
If \( M \) is a permutation group over \( w \) elements, then we use the term permutation branching program of width \( w \), or shortly \( w \)-PBP. We say that a 5-PBP \( B \) five-cycle recognizes \( A \subseteq \{0, 1\}^n \) if there exists a five-cycle \( g \in S_5 \) such that \( B^*(a_1, \ldots, a_n) = g \) if \((a_1, \ldots, a_n) \in A \) and \( B^*(a_1, \ldots, a_n) = 1 \) if \((a_1, \ldots, a_n) \notin A \).

Barrington [4] proved that if a subset \( A \subseteq \{0, 1\}^n \) can be recognized by a Boolean circuit of depth \( d \), then it can be 5-cycle recognized by a 5-PBP of length at most \( 4^d \). Note that putting together the proof from [4] and Theorem 3, one can have Barrington’s result for arbitrary nonsolvable groups with branching program length at most \((4 \cdot 56)^d \).

However, we can prove another upper bound (not depending on \( d \) but only on \( n \)) using Theorem 7:

Corollary 11. Let \( A \subseteq \{0, 1\}^n \). Then \( A \) is five-cycle recognized by a 5-PBP of length at most \( \frac{3}{2} n^2 \cdot \min \{|A|, 2^n - |A|\} \).

Proof. The proof of Theorem 7 provides a 5-cycle element \( g \in A_5 \) and a polynomial \( q \) for which \( v(q) \leq \frac{3}{2} n^2 |A| \) and \( q(g^{a_1}, \ldots, g^{a_n}) = g \) if \((a_1, \ldots, a_n) \in A \) and \( q(g^{a_1}, \ldots, g^{a_n}) = 1 \), otherwise. Let \( k = v(q) \) and \( q(x_1, \ldots, x_n) = c_1 y_1 c_2 y_2 \ldots c_k y_k c_{k+1} \), where \( c_j \in A_5 \) for \( 1 \leq j \leq k + 1 \)
and each \(y_j\) is either \(x_i\) or \(x_i^{-1}\) for some \(1 \leq i \leq n\). Let \(B\) be the following \(5\)-PBP: the \(j\)th instruction of \(B\) is (for \(1 \leq j \leq k - 1\))

- \(\langle i, c_j g, c_j \rangle\), if \(y_j = x_i\);
- \(\langle i, c_j g^{-1}, c_j \rangle\), if \(y_j = x_i^{-1}\),

and the \(k\)th instruction is

- \(\langle i, c_k g c_{k+1}, c_k c_{k+1} \rangle\), if \(y_k = x_i\);
- \(\langle i, c_k g^{-1} c_{k+1}, c_k c_{k+1} \rangle\), if \(y_k = x_i^{-1}\).

Then \(B\) recognizes the set \(A\).

Let \(A^c\) denote the complement of \(A\). If \(|A| > 2^n - |A'|\), then instead of \(q\) we consider the polynomial \(g \cdot (q')^{-1}\), where \(q'\) is a polynomial for which \(v(q') \leq \frac{3}{2} n^2 |A'|\), \(q'(g^{a_1}, \ldots, g^{a_n}) = g\) if \((a_1, \ldots, a_n) \in A^c\) and \(q'(g^{a_1}, \ldots, g^{a_n}) = 1\), otherwise. The construction of \(B\) is similar as in the other case.

Almost every \(n\)-ary function is recognized by a circuit of depth at least \(n - \log \log n\) \([21, \text{Theorem 4.1}, \text{p. 97}]\). (A property \(P\) holds for almost all functions if the ratio of the number of \(n\)-ary functions for which \(P\) holds to the total number of \(n\)-ary functions tends to 1 as \(n \to \infty\).) In particular, Barrington’s construction \([4]\) provides an upper bound of at least \(4^n / \log^2 n\) on the length needed to five-cycle recognize almost every \(n\)-ary function. By Corollary 11 any \(n\)-ary function can be five-cycle recognized by a \(5\)-PBP of length at most \(\frac{3}{4} n^2 \cdot 2^n\).

5. Length of Polynomial Functions over Finite Groups

Finally, we consider the length of polynomial functions over finite groups. In particular, if a function can be represented by a polynomial, then it can be represented by a short polynomial, as well. For example, if \(G\) is a commutative (i.e., Abelian) group and \(p\) is an \(n\)-ary polynomial over \(G\), then there exists an \(n\)-ary polynomial \(p'\) such that \(p'(a_1, \ldots, a_n) = p(a_1, \ldots, a_n)\) for every \((a_1, \ldots, a_n) \in G^n\) and \(\|p'\| \leq 1 + n \cdot (\exp G - 1)\). Moreover, one can find \(p'\) from \(p\) using \(O(\|p\|)\) time and \(O(n)\) space. A similar result for nilpotent groups can be obtained using commutator calculus \([15, \text{Chapter 3}]\):

**Theorem 12.** Let \(G\) be a finite nilpotent group with nilpotency class \(d\). Let \(p\) be an \(n\)-ary polynomial over \(G\). Then there exists an \(n\)-ary polynomial \(p'\) such that \(p(a_1, \ldots, a_n) = p'(a_1, \ldots, a_n)\) for every \((a_1, \ldots, a_n) \in G^n\) and

\[\|p'\| \leq c \cdot n^d,\]

where \(c\) depends only on \(G\). Moreover, for every \(\varepsilon > 0\) and for sufficiently large \(n\) (depending on \(\varepsilon\)) there exists an \(n\)-ary polynomial function \(f\) over \(G\) such that

\[\|f\| \geq \frac{1}{d^d (1 + \varepsilon)} \cdot \frac{n^d}{\log n}.\]
Proof. Let $N = |G|$. We use the definition of the weight of a basic commutator from [15, 31.51]: Let $T = G \cup \{ x_1, \ldots, x_n \}$ and assume any (fixed) linear order $\preceq$ on $T$. Then the elements of $T$ are basic commutators of weight 1. If basic commutators of weight $< k$ are defined and ordered extending $\preceq$, then define basic commutators of weight $k$ as $[c_i, c_j]$, where the sum of weights of $c_i$ and $c_j$ is $k$. Then we extend the order $\preceq$ by $c_i \prec c_j$ if the weight of $c_i$ is strictly smaller than the weight of $c_j$, and use any ordering among basic commutators of the same weight.

By [15, 31.52] every $n$-ary polynomial over $G$ with nilpotency class $d$ is equivalent to a product of basic commutators of the form

$$\cdots \prod_{s,t,u \in T} [s, t]^{k_{s,t,u}} \prod_{s,t \in T} [s, t]^{k_{s,t}} x_n^{k_n} \ldots x_1^{k_1} g,$$

where every basic commutator has weight at most $d$, and the occurring basic commutators appear in the order of $\succeq$.

We count the number of basic commutators of weight $l$. First, one chooses the $l$ elements of the basic commutator in at most $(n + N)^l$-many ways. One can put in brackets into each such basic commutator in $\frac{1}{l+1}\binom{2l}{l}$-many ways (this is exactly the Catalan-number, see e.g. [7, Chapter 4]). Then, each basic commutator of weight $l$ can be expanded to a group polynomial of length at most $4^{l-1}$. This can be proved by induction on $l$: for basic commutator expressions $p$ and $q$ of weight $t$ and $l-t$, $[p, q]$ can be expanded to a polynomial of length at most

$$2 \cdot (4^{t-1} + 4^{l-t-1}) \leq 2 \cdot (4^{t-2} + 4^{l-2}) = 4^{l-1}.$$ 

Thus every polynomial has length at most

$$1 + \exp G \cdot \sum_{l=1}^{d} 4^{l-1} \cdot (n + N)^l \cdot \frac{1}{l+1} \binom{2l}{l} \leq \exp G \cdot \sum_{l=1}^{d} (16n + 16N)^l \leq d \cdot \exp G \cdot (16n + 16N)^d \leq c \cdot n^d,$$

for $c \leq d \cdot \exp G \cdot 16^d (N + 1)^d$ and for all $n \geq 1$. (For the first inequality we used $\frac{1}{l+1}\binom{2l}{l} \leq 2^{2l} = 4^l$, and applied another factor of 4 to get rid of the additional 1 at the beginning.)

For proving the lower bound, we use a simple counting argument similar to the proof of Theorem 10. The number of polynomials of length at most $l$ is at most $(2n + N + 1)^l$, since at every position of a polynomial there is either a constant, a variable, an inverse of a variable, or nothing at all. Let $f$ be a longest $n$-ary polynomial function, let $L = \|f\|$. As the number of $n$-ary functions realized by polynomials is more than $2^\left(\frac{n}{2}\right)^d$ [9, Section 1.3], we obtain $2^\left(\frac{n}{2}\right)^d \leq (2n + N + 1)^L$. 


and thus
\[ \frac{1}{d^d} \cdot n^d \leq L \cdot \log (2n + N + 1). \]
Let us fix \( \varepsilon > 0 \). For \( n \geq \max\left(3^{1/\varepsilon}, N + 1\right) \) we have
\[ \frac{1}{d^d} \cdot n^d \leq L \cdot \log 3n \leq L \cdot \left(1 + \varepsilon\right) \cdot \log n. \]
\[ \square \]

Theorem 9 immediately gives an estimate on the length of polynomials for finite simple non-Abelian groups.

**Corollary 13.** Let \( G \) be a finite simple non-Abelian group. Let \( p \) be an \( n \)-ary polynomial over \( G \), and let \( e \) denote the number of \( n \)-tuples where \( p \) attains a non-identity element. Then there exists an \( n \)-ary polynomial \( p' \) such that \( p(a_1, \ldots, a_n) = p'(a_1, \ldots, a_n) \) and
\[ \|p'\| \leq c \cdot n^8 \cdot e, \]
where \( c \) depends only on \( G \).

### 6. Open Problems

A natural problem arises immediately after one defines the length and variable occurrence for a function as a minimum length and variable occurrence of its realizing polynomials. Namely, whether these two minima can attain their value on the same polynomial. We conjecture that it is not always the case, we have no counterexample, though.

**Problem 1.** Is it true that for every function \( f \) there exists \( p \) such that \( \|f\| = \|p\| \) and \( v(f) = v(p) \)?

Comparing the results of Theorems 9 and 10, one wonders what the best possible estimate on the length of functions for finite simple non-Abelian groups could be.

**Problem 2.** Let \( G \) be a finite simple non-Abelian group, and let \( f : G^n \to G \) be an arbitrary function. Determine the length of a shortest polynomial realizing \( f \).

In Section 5 we presented some upper bounds on the length of a polynomial realizing an arbitrary polynomial function. It would be interesting to know whether similar bounds can be applied for arbitrary finite groups.

**Problem 3.** Let \( G \) be a finite group, and let \( f : G^n \to G \) be a polynomial function. Determine the length of a shortest polynomial realizing \( f \).

In particular, we believe that \( f : G^n \to G \) can be represented by a polynomial built up from polynomials over \( N \) and \( G/N \) for some normal subgroup \( N \) of \( G \). This has been proven (in a more general
setting) for $G \cong N \times K$, where $(|N|, |K|) = 1$ [10, Corollary 2], or when $N$ is a non-Abelian minimal normal subgroup of $G$ [10, Corollary 14].

**Problem 4.** Let $G$ be a finite group, $N$ be one of its normal subgroups. Assume that an arbitrary $n$-ary function over $N$ has length at most $s(n)$, and an arbitrary function over $G/N$ has at most length $t(n)$. Determine the length of a shortest polynomial realizing an arbitrary $n$-ary function over $G$.

The algorithmic aspect of finding a short polynomial realizing a polynomial function is interesting, as well.

**Problem 5.** Let $G$ be a finite group, and let $p : G^n \rightarrow G$ be a polynomial. Is there a polynomial algorithm in $\|p\|$ to find a shortest polynomial realizing $p$?
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