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Abstract. Finding reliable condition monitoring solutions for large-scale complex systems is currently a major challenge in industrial research. Since fault diagnosis is directly related to the features of a system, there has been many research studies aimed to develop methods for the selection of the relevant features. Moreover, there are no universal features for a particular application domain such as machine diagnosis. For example, in machine bearing fault diagnosis, these features are often selected by an expert or based on previous experience. Thus, for each bearing machine type, the relevant features must be selected. This paper attempts to solve the problem of relevant features identification by building an automatic fault diagnosis process based on relevant feature selection using a data-driven approach. The proposed approach starts with the extraction of the time-domain features from the input signals. Then, a feature reduction algorithm based on cross-correlation filter is applied to reduce the time and cost of the processing. Unsupervised learning mechanism using k-means++ selects the relevant fault features based on the squared Euclidian distance between different health states. Finally, the selected features are used as inputs to a Self-Organizing Map producing our health indicator. The proposed method is tested on roller bearing benchmark datasets.
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1 Introduction

Bearing fault are one of the foremost causes of breakdown in rotating machines. It represents over 40% of the motor faults according to the research conducted by Electric Power Research Institute (EPRI) [1], [2]. Most of the existing faults diagnosis methods can identify many bearing faults, but often cannot recognize the fault level accurately [3]. Also, the diversity of symptoms which can develop from the same fault makes diagnostics even harder. This is why, the diagnosis of these critical components has grown strongly in the industrial world as the desire to obtain more efficient and safer production line becomes indispensable.

Replacing a bearing before its end of life leads to unnecessary downtime and parts cost. If, on the other hand, the bearing is used till its end of lifetime leads to unplanned downtime, safety and environmental risks and subsequent damage of other parts.

Thus, the most appropriate maintenance plan in this case is the condition-based maintenance (CBM) which consists of scheduling maintenance activities only when a functional failure is detected. In CBM, the layer responsible of the evaluation of the machine health state is called fault diagnosis and is mainly based on feature extraction.

Condition-Based Maintenance can be described according to the seven functional layers as depicted in Fig. 1 [4][5].
The most important layer is the diagnostics layer or the health assessment because the successor layers such as presentation and decision supports rely strongly and directly on the diagnostics outputs, there will be no decision to make or data to present if the health state of the machine in unknown. This is why we focused on the diagnostics, noting that the prognostic which is a main layer in CBM can be deducted from diagnostics result.

Achieving the diagnostics task can be done with two approaches data-driven or model-based [6]. In the data-driven approach, which is used in this work, the data collected from experiments are exploited to learn about the system and from that, assesses the system current state of health [7]. Data-driven methods aim at transforming the raw monitoring data into relevant information of the system including the degradation which offers a good diagnostics accuracy; especially when the operating context is variable or in the case of new systems because of a lack of experts. However, the results they offer are less precise than those provided by model-based methods [8].

Degradation of a rolling usually begins with small-sized seizure marks. These localized defects generate periodic shocks of very short duration. Thus, for early diagnosis the raw signals (vibrations) should be exploited for fault detection purpose. Vibration monitoring is carried out using any of the three methods, namely, time domain analysis, Frequency domain analysis, and time frequency analysis. All the three techniques have been described in detail in [9] and compared in [10]. Among the three techniques, time domain analysis is the simplest and easy to implement. It requires the calculation of statistical features, using which the faults can be classified [11]. It is worth noting that the frequency-domain indicators employed in this work are normalized with respect to the rotational speed. Regarding the time-domain indicators, they are independent of the rotational speed when the load is non-rotating [12].

The use of time domain features directly has a number of shortcomings. Noting initially, when a defect appears, the tiny shocks increase the peak level considerably, but have less influence on the RMS. The RMS level may become significantly high in bearings with multiple or spreading defects, resulting in a reduction in the Crest factor. Background noise is also a problem because it increases the RMS level, and consequently decreases the Crest factor.[13].

With the growing techniques of machine learning and In order to solve the choice of relevant features’ problem [14][3]. This work were based on many researches in this field, citing the inspiring work done by [15] which is based on extracting time and frequency features for a critical component, followed by an unsupervised feature selection by calculating the pairwise symmetrical uncertainty, for all the input signals. The features are compressed to lower dimension using PCA. And finally, applies the EMD on the projected features, then following the Data’s evolution over time until getting a final residual extracted from the compressed features. Noting that the proposed method extracted the trend feature used in prognostics directly without passing by diagnostics task.

Few year earlier, [13] introduced two new parameters where TALAF describes the damage’s evolution over time which can be considered as health indicator and the second parameter is THIKAT representing the degree of confidence relative to the use of defective bearing and also confirm the TALAF early diagnosis. This work also spots the light on why time domain features can’t be used individually as health indicators and that the crest factor and kurtosis are the most sensitive features for fault diagnosis. [16] used a multi-class Support Vector Machine (MSVM) classifier enhanced with by PCA for pre-processing for bearing fault diagnosis. The PCA is used for feature selection task then the MSVM one against one strategy uses the PCA result as inputs for fault classification. The results are illustrated in 3 outputs: inner race fault, outer race fault and balls fault. Concluding from this work that the Time domain features or frequency domain features can’t be used directly in classification. In this work [17], a multi-class SVM using one-against-all strategy with a non-linear kernel is applied to classify bearing health state. This will result in estimated vectors of state transition times. Where, these vectors of transition times will provide the information necessary to carryout prognostics. Noting that, exploiting the diagnostic results for prognostics make the RUL estimation faster and easier for interpretation. This work inspired me for prognostic deduction by calculating the distance between clusters of different health state of bearing. Recently, [18] used the Genetic Algorithm (GA) to determine the initial point of K-means aiming to overcome its drawback where it is probable to get stuck in local optima because an inappropriate starting point. It was concluded from the results that the proposed method is able to identify the rotor condition with more accuracy. This work talks about correcting the K-means drawback for the initialization of the starting point and how it is less accurate to use the raw K-means in bearing diagnosis. In the same year,
[11] described that among the several types of condition monitoring, the vibration monitoring is the most widely used techniques. His work focuses on statistical features extracted from Time domain Analysis of bearing vibration; the features are extracted from the raw vibration signal and also from its time derivative and time integral and used only for diagnosis task using Graphical User Interface (GUI). As results, the features which are useful for fault classification are variance and Root Mean Square (RMS). This has been established by calculating the mean and the standard deviation values of all the features, as these values vary largely. This work is interesting for fault classification once the fault is known but for the fault detection the RMS and the variance aren’t that informative as it’s described in this work. And currently, [19] introduces the Deep Neural Network as a new kind of machine learning in bearing fault diagnosis which used for feature extraction. The high dimensionality of the input signal is reduced using principal component analysis (PCA). The given results show good and promoting results in this field in case of large amount of data. And finally, [20] intends to review the use of spectral kurtosis in diagnostics prognostics as a potential relevant feature.

In this last decade, more research are focused on fast fault diagnosis and integration of complex machine learning algorithms in diagnostics and prognostics process but there is no study justifying the choice of selected features or there number. Our contribution is illustrated in these aims:

- Automatic relevant feature selection.
- Novel Health indication construction.
- Deducing the Remaining Useful Lifetime from the diagnostics results.

Often researchers overlook the study beyond selecting the adequate number of features [14] which includes the choice of inappropriate features, and this is unsafe because the accuracy of detecting the fault of these machines depends directly on the number and type of features used in diagnostics. Currently, there is no systematic approach to determine the optimum number of features for a given problem and this is still an ongoing field of research [3]. For example, in the case of bearing machine most experts tend to use impulse sensitive features, however, it is not explained how does the machine learning program automatically select the features and how can these features be calculated once the machine is changed or in the case of new machine. This paper will present answers to these questions.

The proposed method is an automatic fault diagnosis based on the extraction of time domain descriptors from the raw vibration signal. Hereafter, unsupervised machine learning algorithm is used to determine only features carrying relevant information related to the diagnostic task. Finally, Health indicator is built for monitoring the health state of the bearing using self-organizing map as dimension reduction approach. This method has the advantage of being simple because it is based on time domain descriptors calculated from vibration signals directly without any frequency response calculation which reduces computation time and costs. The method’s simplicity and ease of implementation make it suitable for real-time industrial applications.

The rest of paper is organized as follow: Section 1 presents a brief overview on the maintenance strategy and fault diagnosis of machine bearings. Then, the proposed method methodology is discussed in the next section. Followed by, result and validation in section 3. And finally, conclusion and future work

## 2 Proposed Fault Diagnosis Methodology

Since most of rotating machines consist of simple components assembled together, any failure of these components may be detected from the sensor signals which monitor the parameters related to these components. The proposed method operates in two phases. First, the fault feature extraction is applied on the vibration signal in order to extract the statistical descriptors then the relevant features are selected using modified k-means clustering algorithm. The relevant features are determined exclusively from the data and without any a priori assumption from the expert or any consideration of the component type. The second phase can be described as the construction of the fault diagnosis health indicator using Self-Organizing Map (SOM) as a nonlinear projection of the relevant features on a two-dimension space which is simple to interpret and coherent to graphical representation.

The two phases are complementary for the fault feature diagnostics task but can be treated separately providing relevant features identification from the first phase. While, the second phase results a health indicator made by features given as inputs. However, the health indicator in this case is not the optimal choice for diagnostics.

### 2.1 Experiment setup for data collection

The test rig is composed by twelve bearing Rexnord ZA-2115 double row bearings installed on a shaft. Their vibrations were acquired using PCB 353B33 High Sensitivity Quartz ICP accelerometers installed on the bearing housing with one accelerometer for each bearing. The rotational speed was kept constant at 2000 RPM by an AC motor coupled to the shaft via rub belts. A radial load of 2 721.55 Kg is applied onto the shaft and bearing by a spring mechanism. All bearings are
force lubricated. Data acquisition was performed by an NI DAQ Card 6062E and the sampling rate was fixed at 20 kHz. [21], [22] provides a good description about this test rig.

![Bearing test rig and sensor placement illustration](image)

**Fig. 2.** Bearing test rig and sensor placement illustration [21]

The second data set of Fig. 3 is provided by four bearings. The signal Fig. 3(a) represents the bearing reaching its time to failure, while Fig. 3(b) shows the vibration signal of the bearing before reaching its time to failure.

![Vibration signals of the second set of NASA repository database](image)

**Fig. 3.** Vibration signals of the second set of NASA repository database.

It can be observed on the defective signal of Fig. 3(a) that the amplitude has increased significantly reaching a value greater than twice its initial value while working in good condition within its remaining useful lifetime. The kind of features extracted and their domain are discussed in the next section.

### 2.2 Relevant feature identification

To identify the most relevant features, the following three steps must be performed:

1) **Feature Extraction:** This step determines the signal descriptors according to a specific domain (time, frequency and time-frequency). Time domain descriptors are used in this paper.
2) **Feature Reduction:** A large dataset of features required more time and cost for computation which is a problem to avoid. Cross-correlation filter is applied in our method.
3) **Feature Selection:** Once the redundant features are ignored, the non-informative feature must be deleted, selecting at the end of process only the relevant features. K-means is used as an unsupervised classifier to perform the classification task.

**A. Feature extraction**

One of the key problems in diagnostics is the extraction of features from the vibration signals. Vibration monitoring is carried out using time domain analysis, frequency domain analysis or time-frequency analysis. The three techniques have been well described in [9]. The features should be sensitive to machine faults and at the same time robust to background
noise. Another important consideration in feature domain selection is that computation complexity for extracting features should be low in order to be suitable for real time diagnosis. The time-domain features are recommended because normal and defective signals differ in their statistical characteristics in the time domain where the calculation is simple and complexity is low [17]. It is worth noting that the time-domain indicators are independent of the rotational speed when the load is non-rotating, [12] and they are calculated from vibration signals directly without any temporal frequency calculations which reduces computation time making it more easily adoptable in industry because the simplicity of its application [23].

There are at least three reasons why feature extraction is an important problem in fault diagnosis process [24]:

- **Dimension Reduction:** When a machine learning program is given too many variables to consider, most of which are redundant or non-informative, it is naturally much harder to make a good decision. It will be better to select only the relevant features in order to gain in computation time and resources.

- **Automatic Exploratory Data Analysis:** Taking the case where the data are so novel that there are no field experts who understand the data well enough to be able to extract the important features prior to the analysis. Under such circumstances, automatic exploratory data analysis becomes an alternative solution.

- **Data Visualization:** The human eye has an amazing ability in recognizing systematic patterns in the data. At the same time, however, humans are usually unable to make good sense of data if it is more than three dimensional which makes data visualization on reduced space more important in feature extraction process.

Some of time-domain features used in literature are listed in Table 1.

<table>
<thead>
<tr>
<th>N°</th>
<th>Feature</th>
<th>Symbol</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mean</td>
<td>$\bar{x}$</td>
<td>$\frac{1}{n} \sum_{i=1}^{n}</td>
</tr>
<tr>
<td>2</td>
<td>Root mean square</td>
<td>$x_{rms}$</td>
<td>$\sqrt[2]{\frac{1}{n} \sum_{i=1}^{n} x_i^2}$</td>
</tr>
<tr>
<td>3</td>
<td>Peak</td>
<td>$x_{peak}$</td>
<td>$\text{max}({x_i})$</td>
</tr>
<tr>
<td>4</td>
<td>Root amplitude</td>
<td>$x_{ram}$</td>
<td>$\sqrt[2]{\frac{1}{n} \sum_{i=1}^{n}</td>
</tr>
<tr>
<td>5</td>
<td>Standard deviation</td>
<td>$x_{std}$</td>
<td>$\sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2}$</td>
</tr>
<tr>
<td>6</td>
<td>Skewness</td>
<td>$x_{skew}$</td>
<td>$\frac{\sum_{i=1}^{n} (x_i - \bar{x})^3}{(n-1).x_{std}^3}$</td>
</tr>
<tr>
<td>7</td>
<td>Kurtosis</td>
<td>$x_{kur}$</td>
<td>$\frac{\sum_{i=1}^{n} (x_i - \bar{x})^4}{(n-1).x_{std}^4}$</td>
</tr>
<tr>
<td>8</td>
<td>Hyper Kurtosis</td>
<td>$X_{hku}$</td>
<td>$\frac{\sum_{i=1}^{n} (x_i - \bar{x})^6}{(n-1).x_{std}^6}$</td>
</tr>
<tr>
<td>9</td>
<td>Shape factor</td>
<td>$x_{shf}$</td>
<td>$\frac{x_{rms}}{\bar{x}}$</td>
</tr>
<tr>
<td>10</td>
<td>Crest factor (Peak F.)</td>
<td>$x_{crf}$</td>
<td>$\frac{x_{peak}}{x_{rms}}$</td>
</tr>
<tr>
<td>11</td>
<td>Impulse factor</td>
<td>$x_{imf}$</td>
<td>$\frac{x_{peak}}{\bar{x}}$</td>
</tr>
<tr>
<td>12</td>
<td>Clearance factor</td>
<td>$x_{clf}$</td>
<td>$\frac{x_{peak}}{x_{ram}}$</td>
</tr>
</tbody>
</table>
However, time domain indicators, even if they are well suited for online monitoring, they do not identify the defect responsible of the degradation [25].

B. Feature reduction

Bearing in mind that some features are somehow similar to others and knowing that calculation time and cost are directly proportional to the number of treated features which make feature reduction so important step.

A cross-correlation filter is applied to reduce the feature having almost the same indication as illustrated in Fig. 4

![Flowchart diagram](image)

**Fig. 4.** Feature reduction algorithm.

Where the coefficient of correlation between two features is calculated by equation (1):

\[
CC(A, B) = \frac{CV(A, B)}{\sqrt{CV(A, A) \cdot CV(B, B)}}
\]  
(1)

\[
CV(A, B) = \frac{1}{N-1} \sum_{i=1}^{N} (A_i - \mu_A) \cdot (B_i - \mu_B)
\]  
(2)

\[
\mu = \frac{1}{N} \sum_{i=1}^{N} A_i
\]  
(3)

The advantages of this method against others such as Principal Component Analysis (PCA) can be resumed in two main points. The non-alternation of the feature nature where the results are a reduced number of features saving the characteristic of each feature while the results of PCA for example gives a new representation of inputs data in other space. The second point is represented by the direct selection of non-redundant features after the features are reduced which does not require
other calculation as compared to the PCA method where the analysis must be done every time the features have to be reduced. This advantage is well illustrated when the relevant features process is invoked more than once like an online and offline phases or repetitive health assessment of the same kind of component. The features left from the reduction phase are used as inputs for the relevant feature selection phase described next.

C. Feature selection

The selection of relevant feature process is based on the features given the best distinction between the different health state of a machine is divided to two phases:

a) Normalisation phase

Normalization is a primitordial step before classification of features which have different scalar scales. The normalized data affect the classification results significantly. The normalization proposed in this work in based on projection of data on a unique scale between the lowest value of the overall features and the highest one conserving the ratio between data of each feature; the method is illustrated in equation (6).

\[
\begin{align*}
\text{Min}_{\text{all}} &= \sum_{i=1}^{\text{Nbr Feature}} \sum_{j=1}^{\text{DATA length}} \min(\text{Feat}(i,j)) \\
\text{Max}_{\text{all}} &= \sum_{i=1}^{\text{Nbr Feature}} \sum_{j=1}^{\text{DATA length}} \max(\text{Feat}(i,j)) \\
\text{VALUE}_{\text{newframe}} &= \sum_{i=1}^{\text{Nbr Feature}} \sum_{j=1}^{\text{DATA length}} \frac{\text{DATA}_{\text{value}}(i,j) - \text{Min}_{\text{all}}}{\text{Max}_{\text{all}} - \text{Min}_{\text{all}}}
\end{align*}
\]

b) Classification phase

Because of the lack of history knowledge about the characteristic of the different health state of a machine, unsupervised classification is the adequate solution to distinguish the faulty machine from the healthy one. K-means is one of the most popular clustering algorithms used in industrial application [26]. It is calculated using the Lloyd’s algorithm which begins with k arbitrary centers, chosen randomly among the data points. Once done, each point is assigned to the nearest center. Then, it calculates again each center as the center of all its assigned data points. Finally, the whole process except the random choice is repeated until the process stabilizes. It is the speed and simplicity of the k-means method that make it appealing, not its accuracy [27].

The initial point for the k-means clustering should be chosen properly in order to overcame the problems associated with local optima [18].

K-Means++ algorithm gives more successful results than standard K-Means in terms of accuracy and consistency. Because, the K-Means algorithm works only to find a local optimum and this local optimum often becomes poor by using random initial center points; however, K-Means++ starts with rational initial points, using a proportional probability to the distance between centers given a preference to further points. Thus it approximates the best clustering space. Also, it outperforms the standard k-means in speed, too [28] which is the case of our data. K-Means++ is described in more details in [29][30].

This unsupervised learning method is used to determine the features given the largest distance between bearing health state classes where they represent the different fault level. The applied method calculate the Euclidian distance between clusters for each 2 features and with N number of features we get K probability as it’s shown in equation (7)

\[
K = \frac{n!}{(n-2)! \times 2!}
\]

The combination with the longest distance and the densest cluster is taken as relevant feature to build the health indicator.

2.3 Health indicators

Previous research work has shown that there is no feature suitable for all defect types at all degradation stages. For example, the Kurtosis is more suitable for the detection of incipient defects, whereas the RMS value indicates severe
defects. Thus, a reliable performance of fault diagnosis method should take advantage of mutual information from multiple features [31]. Future fusion is a key in this case to get robust health indicator detecting several defect types at different stages. The SOM is an appropriate tool for this task with its unique capability of projecting high dimensional data into a low dimensional space while preserving their inherent topographic relationships [31].

In this paper, the relevant fault features are used to build a health indicator through an automated approach. Empiric thresholds are then used to discriminate between the different types of health state. In our case study, the relevant features selected for fault features extraction are trained using SOM toolbox described by [32] in two steps: First, applying training with large neighborhood radius and learning rate followed by a fine tuning. The next step after training is to calculate the mean quantization which produces the average distance between each data vector and its Best Matching Unit. The theory behind the SOM generally and particularly in bearing can be found in [33], [34].

The SOM algorithm is used as a nonlinear projection of our relevant features on a two-dimension space which is simple to interpret and coherent to graphical representation. SOM approach is best suited for make clusters on the map and correlations between variables [32]. Fusing the k-means and the SOM was already used in this work [28] and also provides good results. The work, presented here, differs in the way the how methods are combined, rather than in the use of K-means++ to initialize the weight values before performing the SOM for clustering. In this work, the K-means++ is used for clustering to select the relevant features than use the SOM for features fusion in order to build a reliable health indicator.

3 Results and Discussion

3.1 Results

The features listed in Table 1 are extracted from the vibration signals of a bearing machine as illustrated in Fig. 5. Then, the redundant features isolation phase was applied to extract the dominant features. The red graphs represent the dominant features while those in blue refer to the redundant features which will not be used for further processing. The remaining features are highly correlated at least with one of the dominant features and practically give the same results.

A cross-correlation filter is applied for the redundant features isolation phase to determine the similar features before eliminating one of each two high correlated features according to the algorithm described in Fig. 4. Once the two features with the highest correlation value are selected, the correlation coefficient is calculated using one of these two with the rest of features. The feature giving the highest correlation coefficient will be removed and the whole process will repeated until the overall coefficient reach a threshold of 0.8.

In bearing machine with roller element, the number of dominant features is around seven, according to experiments performed on 12 bearings in different cases. Noting that, the highest number of features is always taken to avoid the risks of losing significant information. From the results, it can be deduced that even for the same kind of bearing there is a slight difference in the number of dominant features because the conditions under which the measurements were taken.

Moreover, to determine accurately the dominant features, many bearing are studied in different cases where the histogram in Fig. 6 (a) reveals how many times the feature was categorized as dominant. Thus, in our case of study the 7 dominant features are: Skewness - Mean – Shape factor - Peak - RMS – Kurtosis and crest factor. Fig. 6(b) shows the relation between these features.
Applying the normalization described by equation (6) improves considerably the classification and the representation of our classes, the axes in Fig. 7 shows how difficult it is to separate the classes, while the normalized data are well separated and easy to classify even with a basic classifier.

The simulation was started with 12 features, and then 7 were eliminated at isolation of redundant features process while the remaining were normalized for the relevant features selection task where the distance of K probability from equation (7) is measured and the two features with the best representation and the highest distance are considered as the relevant fault features. Table 2 show the Squared Euclidean distance between the health centroid and the fault one for the dominant features in diagnostics.

<table>
<thead>
<tr>
<th>Features</th>
<th>RMS Skewness</th>
<th>RMS Kurtosis</th>
<th>RMS Crest F.</th>
<th>Peak Kurtosis</th>
<th>Skewness Crest F.</th>
<th>Skewness Kurtosis</th>
<th>Kurtosis Crest F.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Squared Euclidean distance</td>
<td>0.1605</td>
<td>0.1642</td>
<td>0.1648</td>
<td>0.1646</td>
<td>0.1647</td>
<td>0.1641</td>
<td>0.1682</td>
</tr>
</tbody>
</table>
The kurtosis and crest factor give the largest distance. Thus, they are considered as the relevant features and can be described as:

**Kurtosis:** Defined as the normalized fourth moment and described as the ratio of the fourth moment to the variance. Kurtosis is a measure of peakedness, and hence it measures the degree of peakedness of a distribution compared to a normal distribution. A high value of kurtosis means a longer tail of distribution.

**Crest factor:** Defined as, the ratio of the peak value over the RMS value. It gives an idea about any impacts present in the signal which detects acceleration bursts even if signal RMS has not changed. A high value of crest factor means the presence of wear or pitting.

Next, a SOM algorithm is applied to construct the health indicator and the results are shown in the Fig. 8.

![Fig. 8. Health indicator based on Kurtosis-Crest factor.](image)

Fig. 9 illustrates the results of using the Hyper Kurtosis and the standard deviation as non-relevant feature for health assessment. The clustering using these two features provides non-significant result even with normalized data as demonstrated at Fig. 9 (a). Thus, the health indicator in Fig. 9 (b) leads to inaccurate and wrong diagnosis.

The results of Fig. 8 and Fig. 9 demonstrate the importance of selecting the adequate relevant features in fault diagnostics tasks.

![Fig. 9. Health indicator based on Hyper Kurtosis-Standard deviation.](image)

The decision then will be made according to the position of the health indicator to the fault threshold (Green) given by the equation (8) and failure threshold (Red) given by the equation (9).

\[
\text{Fault} = \frac{1}{n} \sum_{i=1}^{n} (H_i) \sqrt{2} 
\]  

(8)
A moving average filter is used to smooth our health indicator with experimental span fixed at 300. Smoothing the signal makes it more coherent while graphical representation and easier for decision making.

### 3.2 Validation

The goodness of the features for diagnostics is basically a measure of separability between data from healthy and faulty equipment. A diagnostics is considered reliable when the health states of machine are far apart from each other and samples from the same health state are close to each other [2].

Many researches confirm that Kurtosis and the Crest factor are the more suitable features for fault diagnosis. These features are non-dimensional magnitudes, so they are immune from weaknesses in the data process due to quality of the sensors or the location where they are mounted [17]. [23] found that the (RMS), crest factor and the kurtosis give a reasonably global defect indication. And according to [22], it can be considered that slight degradation has emerged when these three features values are beyond their threshold. The research done by [35] has shown that Kurtosis value and Crest Factor are sensitive to impulse faults, especially in the incipient stage. Among the most suitable scalar indicators used to characterize the vibrations are the Crest Factor and Kurtosis. [13] deduced that, the Crest factor and Kurtosis are less dependent on the vibration level, but are sensitive to the spikiness of the vibration signals, and they can provide an early indication of significant changes in vibration signals. More details about the effectiveness of these features are discussed in this book [36] and this thesis [37], [38].

To validate the result we took another rolling machine database to apply test the results. Moreover than the NASA Repository [39] the CWRU for Case Western Reserve University data are used [40]. Table 3,4 and 5 demonstrates the efficiency of the normalization and the relevant fault feature choice.

#### Table 3. Relevant Features classified by measure of separability.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Occurrence</th>
<th>Occurrence %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kurtosis-Crest.F</td>
<td>14</td>
<td>52%</td>
</tr>
<tr>
<td>Shape.F-Crest.F</td>
<td>11</td>
<td>41%</td>
</tr>
<tr>
<td>Mean-Skewness</td>
<td>02</td>
<td>7%</td>
</tr>
<tr>
<td>TOTAL</td>
<td>27</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 3 shows the results applied on nine cases of classification between healthy bearing and Inner race fault, healthy and Outer race fault and between healthy bearing with Ball bearing fault, from the CWRU database. The 27 cases show that the two features providing the farther distance intra-class are Kurtosis and Crest fact.

Table 4 illustrates the importance of normalization applying the same classification method on the original and normalized data.

#### Table 4. Comparison original data and normalized data for kurtosis and Crest factor.

<table>
<thead>
<tr>
<th>Health /Inner R_12</th>
<th>(Norm-Org)007</th>
<th>(Norm-Org)014</th>
<th>(Norm-Org)021</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPM 1797</td>
<td>0-0</td>
<td>0-0</td>
<td>0-0</td>
</tr>
<tr>
<td>RPM 1750</td>
<td>0-1</td>
<td>0-0</td>
<td>0-0</td>
</tr>
<tr>
<td>RPM 1730</td>
<td>0-2</td>
<td>0-2</td>
<td>0-1</td>
</tr>
<tr>
<td>Health /Outer R_12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RPM 1797</td>
<td>0-0</td>
<td>0-12</td>
<td>0-0</td>
</tr>
<tr>
<td>RPM 1750</td>
<td>0-0</td>
<td>0-85</td>
<td>0-0</td>
</tr>
<tr>
<td>RPM 1730</td>
<td>0-0</td>
<td>0-94</td>
<td>0-1</td>
</tr>
<tr>
<td>Health /Ball_12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RPM 1797</td>
<td>0-12</td>
<td>0-75</td>
<td>0-12</td>
</tr>
<tr>
<td>RPM 1750</td>
<td>0-89</td>
<td>0-58</td>
<td>0-36</td>
</tr>
<tr>
<td>RPM 1730</td>
<td>0-79</td>
<td>0-67</td>
<td>0-111</td>
</tr>
<tr>
<td>Normalized error:</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original errors:</td>
<td>737</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5 confirms the choice of the relevant features and shows that the normalization data has many error while choosing the wrong relevant features.

Table 5. Comparison of original data and normalized data for Shape Factor and Crest factor.

<table>
<thead>
<tr>
<th>Health /Inner R.12</th>
<th>Shape Factor</th>
<th>Crest Factor</th>
<th>Shape Factor</th>
<th>Crest Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPM 1797</td>
<td>(Norm-Org)007</td>
<td>(Norm-Org)007</td>
<td>(Norm-Org)014</td>
<td>(Norm-Org)021</td>
</tr>
<tr>
<td>RPM 1750</td>
<td>0-0</td>
<td>0-0</td>
<td>0-0</td>
<td></td>
</tr>
<tr>
<td>RPM 1730</td>
<td>2-0</td>
<td>0-0</td>
<td>0-0</td>
<td></td>
</tr>
<tr>
<td>Health /Outer R.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RPM 1797</td>
<td>0-0</td>
<td>8-94</td>
<td>0-0</td>
<td></td>
</tr>
<tr>
<td>RPM 1750</td>
<td>0-0</td>
<td>0-0</td>
<td>0-2</td>
<td></td>
</tr>
<tr>
<td>RPM 1730</td>
<td>0-0</td>
<td>0-0</td>
<td>1-2</td>
<td></td>
</tr>
<tr>
<td>Health /Ball.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RPM 1797</td>
<td>11-1</td>
<td>0-3</td>
<td>0-100</td>
<td></td>
</tr>
<tr>
<td>RPM 1750</td>
<td>1-0</td>
<td>0-0</td>
<td>0-0</td>
<td></td>
</tr>
<tr>
<td>RPM 1730</td>
<td>13-0</td>
<td>0-0</td>
<td>15-0</td>
<td></td>
</tr>
</tbody>
</table>

Normalized error: 43
Original errors: 218

4 Conclusion & Perspectives

This study discussed a new procedure for fault diagnosis of bearing machines based on fault feature extraction and statistical computer science approach.

Three methods were discussed. In the first one, time-domain descriptors are extracted from vibration signals using statistical algorithms followed by eliminating redundant features using cross-correlation filter. The second method based on improved k-means algorithm to select the features given the best separation between different states of health based on the squared Euclidean distance. The last method used the SOM for health indicator’s construction enabling the diagnostics to be faster and more accurate.

The aim from reducing the features and constructing to health indicator is to perform online fault diagnosis. The results demonstrate that the selected features infer to more accurate fault diagnosis method which translates also to reduction in both hardware and computational time from signal processing without compromising the machine health indicator accuracy. The results indicate that the combination of Kurtosis and Crest factor are the most sensitive features for roller element bearings fault diagnosis.

This study also is considered as an introduction to the prognostic process which consists in the prediction of the RUL (Remaining Useful Lifetime). The data gathered are used by a diagnostic module to identify the actual operating mode. This state is then projected in the future in order to predict the system’s future state [41].

The working on method relies on calculating the distance between centroid classes. The Remaining Useful Lifetime of the bearing in calculated by matching the actual health state by the data previously stored in databases (Template Maching).
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