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Abstract—In this paper we address the issue of analyzing the effects of aging mechanisms on ICs’ soft error susceptibility. Particularly, we consider Bias Temperature Instability (BTI), namely Negative BTI (NBTI) in PMOS transistors and Positive BTI (PBTI) in NMOS transistors, that are recognized as the most critical aging mechanisms reducing the reliability of ICs. We show that BTI reduces significantly the critical charge of nodes of combinational circuits during their in-field operation, thus increasing the soft error susceptibility of the whole IC. We then propose a time dependent model for soft error susceptibility evaluation, enabling the use of adaptive SE hardening approaches, based on the IC’s lifetime.
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I. INTRODUCTION

The continuous scaling of microelectronic technology enables to keep on increasing system complexity and performance. However, this growth comes together with a reduction in ICs power supply and, consequently, noise margins, thus increasing significantly their vulnerability to radiation induced errors [1, 2, 3]. Particularly, it is expected that single event transients (SETs) affecting combinational logic will soon become a concern. In fact, the combinational logic vulnerability to SETs will keep on increasing with the reduction of the charge stored on circuit nodes and the decrease in noise margins. Meanwhile, the operating frequency increase will augment the likelihood that signals affected by SETs are sampled, thus giving rise to soft errors (SEs) [4]. This is the case when a SET affecting an internal node of a combinational circuit propagates till the input of a sampling element. If this occurs and the SET satisfies the sampling element set-up and hold-time constraints, it gets latched, thus giving rise to a SE [3, 4, 5]. Intensive research has been devoted to the accurate modeling of SETs [1, 2, 6, 7], as well as to the development of approaches to tolerate them [1, 8].

Along with the susceptibility to SETs, aggressively scaled electronics is becoming increasingly prone to aging mechanisms. Particularly, bias temperature-instability (BTI), caused by both interface-state generation and charge trapping, is recognized as the primary parametric failure mechanism for modern ICs [9, 10]. Negative BTI and Positive BTI are observed in pMOS and nMOS transistors, respectively. They cause performance degradation of MOS transistors when they are biased in strong inversion. For instance, it has been proven that, due to NBTI, the absolute threshold voltage of pMOS transistors can increase by more than 50mV over ten years, thus resulting in more than 20% circuit performance degradation [11]. In data-paths of high performance systems, such a performance degradation may cause the violation of flip-flop set-up and hold times, so that an incorrect value is sampled, thus giving rise to an output SE. Therefore, in the last few years, significant efforts have been devoted to modeling circuit performance degradation due to BTI [12, 13, 14], and to develop approaches to limit its effects [9, 11, 15, 16].

While both SET and BTI modeling have each received significant attention, less effort has been devoted to the analysis of their interaction. Particularly, to the best of our knowledge, so far the effects of aging on circuit Soft Error Rate (SER) have been analyzed only in [17, 18, 19, 20, 21]. In [17, 18], the impact of aging on the critical charge of SRAM cells has been considered, showing that NBTI has a limited impact on the memory cell critical charge, thus on the memory SER. Instead, in [19], it has been analyzed how the SER of some combinational benchmark circuits varies with circuit life time. However, no details have been provided on the impact of NBTI on the critical charge (and consequently soft error susceptibility) of the different circuit nodes. Finally, in [20], we have presented the results of some preliminary analyses showing that NBTI impacts considerably the critical charge of circuit nodes. This poses new challenges to SE susceptibility modeling, mandating for a time dependent modeling, different from the static modeling broadly considered so far.

Based on these considerations, in this paper we address the analysis of the effects of BTI on IC SE susceptibility. We will show that BTI reduces significantly the value of the critical charge of nodes of combinational circuits during their lifetime. In fact, as shown in [6], the critical charge of a node strongly depends on the value of the restoring current of its pull-
up/pull-down networks. Since BTI reduces the conductance of the circuit driving the affected node, the value of its critical charge is reduced as well [20]. Furthermore, we prove that NOR gates present a relative reduction of critical charge due to BTI higher than NAND gates. Therefore, NAND gates are preferable over NOR gates not only for their better area/performance trade-off, but also from the SE susceptibility and BTI-induced degradation perspective.

Our analyses have been performed considering elementary gates as NOT, NAND and NOR gates with different fan-ins. As highlighted in [6], the critical charge of a circuit node depends only on technology, as well as on the electrical characteristics of the gate driving the node and fan-out gates. Consequently, our performed analyses can be directly applied to any node, also of complex circuits. In this regard, we have considered the ITC’99 b02 benchmark circuit, composed by different gates, with different fan-ins and fan-outs.

Finally, we propose a dynamic model to estimate the drift of $Q_{crit}$ with circuit aging, where an accurate $Q_{crit}$ evaluation is mandatory to evaluate the probability to generate a SET possibly giving rise to a SE, thus the SER of complex ICs. Our proposed dynamic model achieves an average accuracy higher than 95% compared to HSPICE simulations. Our model will enable the adoption of proper adaptive solutions to counteract the detrimental effect of BTI on circuit SER.

The rest of the paper is organized as follows. In Section 2, we give some preliminaries on BTI and soft error susceptibility. In Section 3, we present the obtained results on the impact of BTI on the $Q_{crit}$ of nodes of combinational circuits. In Sect. 4, we evaluate the impact of BTI in the SE susceptibility of a benchmark circuit. In Section 5, we propose a time-dependent model for SE susceptibility evaluation. In Section 6, we evaluate the accuracy of the proposed model with respect to HSPICE simulations. Finally, in Section 6, we give some conclusive remarks.

II. BACKGROUND

A. BTI Modeling

Bias Temperature Instability causes significant threshold voltage shift in MOSFET, both using Hafnium-dioxide high-k dielectric material [22], and pure Silicon Dioxide (SiO$_2$) [14]. Negative BTI and Positive BTI are observed in pMOS and nMOS transistors, respectively. They cause performance degradation of MOS transistors when they are in ON states (stress phase), at elevated temperatures [12]. The BTI-induced degradation is partially recovered when the MOS transistors are polarized in their OFF state (recovery phase).

BTI degradation originates from the creation of charges at the Si-dielectric interface. During the stress phase, the Si-H bonds at the Si-dielectric interface breaks. The broken bonds act as interface traps, while the released Hydrogen, in the form of both atoms (H) and molecules (H$_2$), diffuse toward the gate [12, 14]. As described in the reaction-diffusion model [12], the interface traps concentration $N_{IT}$ depends on the initial Si-H bond density ($N_0$), on the Si-H (forward) bond dissociation rate constant ($k_d$), on the Si bond annealing rate constant ($k_a$), as well as on the H and H$_2$ diffusion coefficient ($D_H$ and $D_{H2}$, respectively). We can assume that the diffusion mechanism of the H$_2$ molecules prevails over that of the H atoms [12].

During the stress phase, the interface trap concentration $N_{IT}$ varies with time ($t$) as follows:

$$N_{IT}(t) = \frac{N_0}{k_f} \left( \frac{k_H}{k_{H2}} \right)^{1/3} \left( 6D_{H2}t \right)^{1/6}, \quad (1)$$

where parameters $k_H$ and $k_{H2}$ represent the H to H$_2$ conversion rate, and the H$_2$ to H conversion rate inside the dielectric [14], respectively.

During the recovery phase, the Hydrogen diffuses back and recombines with the Si dangling bonds, annealing them [12]. Assuming that the stress phase ends at time $t_0$, and denoting by $N_{IT}(t_0)$ the concentration of the interface traps generated during the stress phase, the trend over time of $N_{IT}$ during the following recovery phase is given by [12]:

$$N_{IT}(t) = N_{IT}(t_0) \left[ 1 - \frac{(t-t_0)}{t_0} \right]^{1/2} \left[ 1 + \frac{t-t_0}{t_0} \right]^{1/2}, \quad (t > t_0)$$

where $\xi=1/2$ for one side diffusion.

The traps generated at the Si-dielectric interface shield the applied gate voltage, thus resulting in a threshold voltage increase, denoted by $\Delta V_{th}$. The dependency of $\Delta V_{th}$ on $N_{IT}$ is given by [14]:

$$\Delta V_{th}(t) = \frac{q(1+m)}{C_{OX}} \chi N_{IT}(t), \quad (3)$$

where the coefficient $\chi$ allows to distinguish between PBTI and NBTI effects on nMOS and pMOS transistors, respectively. Particularly, $\chi$ equals 0.5, for nMOS transistors, and 1 for pMOS transistors [14, 23], showing that PBTI is a less severe problem than NBTI [23].

The threshold voltage shift can considerably degrade transistor performance, since it may reach 50mV over ten years [11], with a consequent reduction of the overdrive voltage, thus of the provided current. Moreover, as shown in Section 4, it can noticeably impact the SE susceptibility of logic circuits, since it reduces the ability of a gate to maintain the correct voltage value on a node hit by an energetic particle.

B. SET Modeling

As known, when an energetic particle strikes the silicon, it travels and loses energy along a straight path. Considering an alpha-particle hitting an IC die, while it loses kinetic energy, it allows more time for its positive charge to induce electron-hole pairs through Coulombic interaction [3]. Consequently, the charge generation rate increases with the distance traveled by the alpha-particle and reaches its maximum near the end of the alpha-particle path. If an electric field is present in the region hit by the particle, such as the depletion region of a reversed biased p-n junction (usually referred to as critical
area), the electron-hole pairs are separated. The electrons drift to a more positive potential area, whereas the holes drift to a more negative one, causing a SET.

The current induced by alpha-particles hitting CMOS circuits has been modeled in [24] by a double-exponential current pulse:

\[ I(t) = \frac{Q}{\tau_a - \tau_p} \left( e^{-t/\tau_a} - e^{-t/\tau_p} \right). \]  

(4)

\( Q \) is the total amount of charge collected by the affected node (dependent on the particle energy and trajectory), \( \tau_a \) is the collection time-constant of the junction, and \( \tau_p \) accounts for the ion-track establishment time constant. These time constants depend on several process-related factors. For simulation purposes, we will hereinafter consider the values given in [25]: \( \tau_a = 1.64 \times 10^{-10} \) sec and \( \tau_p = 5 \times 10^{-11} \) sec.

If the collected charge reaches a critical value (denoted by \( Q_{crit} \)) high enough to result in a SET with an amplitude exceeding the fan-out gate logic threshold, an incorrect logic level may result in a SEU. Instead, in sequential elements, the generated current pulse: \( \Delta Q \) by particle hitting CMOS circuit. The current induced by alpha-particle hitting a circuit node as a linear function of the transistors is the oxide capacitance (per unit of area); \( W_{min} \) is the minimum channel width for the considered technology; \( Q_{min} \) is the \( Q_{crit} \) when \( W_{DG} = W_{FO} = W_{min} \) (constant for a given technology and power supply); \( a \) and \( b \) are fitting parameters, weighting the contribution to \( Q_{crit} \) of the conductance of the driver and the load capacitance, respectively. The model in (6), however, does not account for aging effects on the SER during circuit lifetime.

III. ANALYSIS OF THE BTI IMPACT ON THE CRITICAL CHARGE

In this section, we analyze the impact of the n/pMOS transistor threshold voltage shift (\( \Delta V_{th} \)) induced by BTI on the \( Q_{crit} \) of combinational circuits. Particularly, by means of HSPICE simulations, we evaluate the \( Q_{crit} \) variation at the output of NOT, NAND and NOR gates, with a variable number of inputs (up to 4).

A. BTI-Induced \( Q_{crit} \) Variation

We have implemented elementary gates by a High Performance Metal Gate, High-K, Strained-Si, 32nm CMOS technology (with 1V power supply) from PTM [27]. The gates have been designed in order to be with minimum area and symmetric. We have evaluated the threshold voltage shift (\( \Delta V_{th} \)) of n/pMOS transistors induced by PBTI/NBTI degradation by utilizing the model described in Section II. Particularly, we have simulated alternating stress and recovery phases, considering a 50% switching activity of inputs, and an operating time up to 10 years. The estimated voltage shifts \( \Delta V_{th} \) for the considered operating time have been adopted to customize the HSPICE device model employed for simulation. For each gate, we have considered the worst case, that is the degradation effect inducing the larger decrement of \( Q_{crit} \).

Consider a generic symmetric gate described by an equivalent inverter [28]. The currents provided by the pull-up and pull-down equivalent transistors are equal to each other. Assuming that the transistors always work in velocity saturation condition [29], at time \( 0 \) it is:

\[ I_{Dn}^0 = I_{DP}^0 \Rightarrow W_{eqn} C_{ox} \left( V_{GSn} - V_{Tn} \right) v_{satn} = W_{eqp} C_{ox} \left( V_{SGp} - \left| V_{Tp} \right| \right) v_{satp}, \]  

(7)

where \( V_{GSn}, v_{satn}, (V_{SGp}, v_{satp}) \) are the gate-source (source-gate) voltage difference and the velocity saturation of the nMOS (pMOS) transistors, respectively; \( V_{Tn}^0, \left( V_{Tp}^0 \right) \) is the threshold voltage of pMOS (nMOS) transistors at time \( 0 \); \( C_{ox} \) is the oxide capacitance (per unit of area); \( W_{eqn} \) (\( W_{eqp} \)) is the equivalent channel width of the nMOS (pMOS) transistors of the equivalent inverter. Denoting \( K_{eqn(p)} = W_{eqn(p)} C_{ox} v_{satn(p)} \), we can write:

\[ K_{eqn} \left( V_{GSn} - V_{Tn}^0 \right) = K_{eqp} \left( V_{SGp} - \left| V_{Tp}^0 \right| \right) = I_{Dn}^0. \]  

(8)

Considering the BTI-induced degradation, at the generic time instant time \( t \), the drain current for the nMOS and pMOS transistors are:
where the values of the transistor threshold voltage variations $\Delta V_{Th(p)}$ can be calculated by means of (3).

Since it is $V_{Th}^p \equiv |V_{Th}^n|$, (8) implies that $K_{eqn} \equiv K_{eqp}$. Moreover, from (3) it is $\Delta V_{Th(p)} = 2 \Delta V_{Th(n)}$. Then, from (9), it can be derived that it is always $I_{Dp}(t) \leq l_{Dn}(t), \forall t>0$. Consequently, it is $G_{p}(t) \leq G_{n}(t), \forall t>0$, where $G_{n}(t)$ ($G_{p}(t)$) denotes the conductance of the nMOS (pMOS) transistors as a function of time.

As an example, Fig. 1 reports the simulation results obtained when two alpha particles, with the same energy, hit the same node within a NOT chain, at two different instants during circuit life time: i) at the beginning of the gate operating life (Fig. 1(a)); ii) after 10 years of operating time (Fig. 1(b)). We have simulated the worst case scenario, when the hit node is driven by a pMOS transistor. As can be seen, even if the energy of the two hitting particles is the same, the glitch induced after 10 years of circuit operation has a higher amplitude than that at the beginning of circuit lifetime. This means that the $Q_{crit}$ is considerably smaller after 10 years of circuit operation than at the beginning of circuit lifetime.

1) Symmetric, Minimum-Sized NOT Gate

Figure 2 reports the values of $Q_{crit}$ at the output of a minimum sized, symmetric inverter, for different operating times. It depicts the case of a hitting particle temporarily charging (discharging) the output node, when it is driven by the pull-down (pull-up) network affected by PBTI (NBTI) degradation. At $t=0$ (non-aged circuit), the $Q_{crit}$ values are approximately the same, whether the pull-up (solid line), or the pull down network (dashed line) is active. This is in accordance to the symmetric design of the NOT. As the circuit ages, the $Q_{crit}$ obtained when the output is driven by the pMOS transistor decreases with a higher rate than when it is driven by the nMOS transistor. The difference in $\Delta V_{Th}$ reaches -9.3% for $t=10$ years.

The value of $Q_{crit}$ is a decreasing, monotonic function. During the first 2-3 years of circuit operation, $Q_{crit}$ decreases with a much higher rate than during the remaining operating time. After the third year, the curve tends very slowly to its lowest value, which is reached after 10 years of circuit operation.

2) Symmetric Minimum-Sized NOR gate

Table I reports the values of the $Q_{crit}$ at the output of a NOR gate with 2, 3 and 4 inputs, for several values of operating time, in case of both NBTI affecting the pull-up network and PBTI affecting the pull-down network. For this latter case, we have considered only one nMOS transistor ON, since this represents the worst case condition for the value of $Q_{crit}$ when the output is driven by the pull-down network [20]. Likewise the NOT gate, the worst case condition is when the output is driven by the pull-up network. In this case, the larger degradation induced by NBTI is reinforced by the fact that the pMOS transistors are connected in series, thus making the gate suffer from cumulative performance degradation.

In case of no degradation ($t=0$) and symmetric gate, the $Q_{crit}$ can be equivalently computed by considering the pull-up network, or a single nMOS transistor of the pull-down network. In this case, it is $G_{p0}/m = G_{n0}$, where $G_{p0}$ ($G_{n0}$) is the conductance of the pMOS (nMOS) transistors at the beginning of circuit life time ($t=0$), while $m$ is the number of inputs.

As the NOR gate starts aging ($t>0$), it is $G_{p}(t)/m < G_{n}(t)$, therefore $Q_{crit(NBTI)} < Q_{crit(PBTI)}$. Of course, the $Q_{crit}$ increases with the increase in the number of inputs, since the parasitic capacitance at the output node increases as well.

Finally, it is interesting to observe that the relative difference between $Q_{crit}$ at $t=10$ years, and $Q_{crit}$ at $t=0$ also increases with the number of inputs. It ranges from -17.8% for a 2-input NOR, to -21.3% for a 4-input NOR. This can be explained by considering that the number of pMOS series transistors increases with the number of inputs, thus giving rise to a cumulative degradation effect on $Q_{crit}$.

3) Symmetric, Minimum-Sized NAND gate

We evaluated the $Q_{crit}$ at the output of a minimum sized, symmetric NAND gate with 2, 3 and 4 inputs, when the output is driven by either the pull-up or the pull-down network. The considered active pull-up network consists of a single transistor for all three cases, since this represents the worst case condition for $Q_{crit}$ evaluation. Table II reports the obtained results. In case of no degradation (time 0), the $Q_{crit}$ at the output of the symmetric NAND gate can be equivalently evaluated by considering the output driven either by a single

![Fig. 2. Simulation results showing the values of critical charge of a NOT gate, as a function of circuit lifetime.](image-url)
pMOS transistor of the pull-up network (worst case condition), or by the pull-down network. In fact, for a symmetric NAND gate, it is $G_{up}/m = G_{pd}$. Moreover, also in this case we expect that, when the circuit starts aging, the worst case $Q_{crit}$ scenario is encountered when the output of the NAND is driven by the pull-up network, since it is $G_{up}(t) < G_n(t)/m$. Therefore, it is $Q_{crit}(NBTI) < Q_{crit}(PBTI)$ for $t>0$.

The $Q_{crit}$ decreases with the increase in the number of inputs. In fact, considering minimum-sized, symmetric gates, the conductance of the pull-up/pull-down network under worst case condition decreases with the number of inputs. In Fig. 4 we can notice that the $Q_{crit}$ degradation is less dependent on the number of inputs than for the NOR gate. For all considered number of inputs, the relative difference between $Q_{crit}$ at $t=10$ years and at $t=0$ is 15%-16%. This can be explained considering that, differently from the case of the NOR gate, here the pull-up network considered for $Q_{crit}$ evaluation consists of a single pMOS transistor independently of the number of inputs.

### B. NOR and NAND Gates $Q_{crit}$ Comparison

In the previous subsection we have shown that the $Q_{crit}$ of minimum-sized symmetric NOR gates exceeds that of minimum-sized symmetric NAND gates. This might lead to the conclusion that NOR gates are more robust to SE and aging than NAND gates: this is not true. In fact, the difference shown in the previous subsection depends on the sizes of the two gates. Minimum-sized symmetric NANDs are considerably smaller than minimum-sized symmetric NORs. We have estimated the gate area in terms of squares ($\square$), where a square represent an area equal to $0.32\mu m \times 0.32\mu m = 0.1024\mu m^2$. From the sizes reported in Sect. 3.1, we can derive the following areas:

- $A_{NOR-2} = 11.4\square$; $A_{NOR-3} = 24.3\square$; $A_{NOR-4} = 42\square$
- $A_{NAND-2} = 4.7\square$; $A_{NAND-3} = 6.2\square$; $A_{NAND-4} = 8.4\square$

Moreover, as known, NAND gates outperform NOR gates of the same area. We will show here that NAND gates are also more robust to BTI aging than NOR gates. For comparison purposes, we will consider NAND and NOR gates with the same area. The obtained simulation results are depicted in Figs. 3 (a), (b) and (c) for 2, 3 and 4 input gates, respectively. As can be seen, the $Q_{crit}$ values obtained for the NAND gates are considerably higher than those for NOR gates of the same area. The relative difference slightly increases with time and number of inputs. It ranges from 1.4X at $t=0$, for 2-inputs gates, to 2.3X at $t=10$ years, for 4-input gates. Therefore, we can conclude that NAND gates are considerably more robust against soft errors and BTI aging effects.

We have also considered the case of NAND and NOR gates exhibiting an identical delay while driving an identical load. As expected, in this case, NAND and NOR gates, having the same conductance, present approximately the same $Q_{crit}$ at their outputs.

### IV. Evaluation of SER Variation Due to BTI

Consider a particle hitting a node $j$ of a combinational circuit, and generating a SET. To generate a SE, the SET must propagate up to a storage element $m$, satisfying its set-up and hold times. The probability that a SE is generated is [30]:

$$P_{SE,j,m} = P_{GEN,j}P_{SENS,j,m}P_{PROP,j,m}P_{LATCH,j,m}. \quad (10)$$

where: $P_{GEN,j}$ is the probability that a particle hitting the node $j$ generates a collected charge higher than $Q_{crit,j}$; $P_{SENS,j,m}$ is the probability that the path between node $j$ and the storage element $m$ is sensitized by the input configuration; $P_{PROP,j,m}$ is the probability that the glitch generated at node $j$ arrives at the input of the storage element $m$ with amplitude and duration large enough to be sampled; $P_{LATCH,j,m}$ is the probability that the generated voltage glitch satisfies the set-up and hold times of the storage element and gets latched. The overall $P_{SE}$ is:

![Fig. 3. Worst case $Q_{crit}$ as a function of circuit lifetime, for NANDs (dashed lines) and NORs (solid lines) with 2 (a), 3 (b) and 4 (c) inputs.](image-url)
Therefore, the maximum SER variation induced by BTI during circuit lifetime (t>0), with respect to its value at t=0, is:

\[
\Delta SER_{\text{max}}(t) = \Delta P_{\text{Se}}^{\text{max}}(t) = \Delta P_{\text{GEN}} = \sum_j P_{\text{GEN},j}(t) - P_{\text{GEN},j}(0)
\]

\[
= \sum_j [k_j^{(n)} e^{-\sigma q_{\text{crit},j}(t)} + k_j^{(p)} e^{-\sigma q_{\text{crit},j}(0)} - k_j^{(n)} e^{-\sigma q_{\text{crit},j}(0)} - k_j^{(p)} e^{-\sigma q_{\text{crit},j}(t)}]
\]

The term \(A_j\) has been evaluated as the critical area of the gate driving the node \(j\). Particularly, when the pull-up network of the driver is ON, the critical area is the area of the drain junction of the nMOS transistor in the OFF state connected to the output node of the gate. Similarly, when the pull-down is ON, the area of the drain junction of the pMOS transistor in the OFF state connected to the output node of the gate should be considered. Therefore, not only different critical charges, but also different critical areas must be accounted for when a generic node \(j\) is driven by the pull-up or pull-down network.

Considering equal to 0.5 the probability that a generic node \(j\) is driven by the pull-up/pull-down network, the SET generation probability in (11) can be written as:

\[
P_{\text{GEN},j}(t) = \frac{1}{2} \phi \frac{\gamma}{\sigma} e^{-\sigma q_{\text{crit},j}(t)},
\]

where \(\phi\) is a parameter depending on the alpha-particle flux, while \(\gamma\) and \(\sigma\) are fitting parameters. The parameter \(k_j\) accounts for the probability that a particle impacting the considered circuit hits the critical area at node \(j\), denoted by \(A_j\). It is: \(k_j = A_j / A_{\text{TOT}}\), where \(A_{\text{TOT}}\) is the total area of the circuit, evaluated as the summation of the transistors’ gate and junctions area.

In order to assess the SER variation with circuit aging, we have evaluated the \(Q_{\text{crit}}\) of the nodes of the benchmark circuit b02 (Fig. 4) from the ITC'99 benchmark set [31]. We have considered gates with different sizes and 1 year and 10 years aging. For each node, we have estimated the \(Q_{\text{crit}}\) of the node \(j\) when the nodes are driven by pull-up networks; analogously for pull-down networks. The results are depicted in Fig. 5. Particularly, Fig. 5(a) shows the generation probability, normalized with respect to the coefficient \(\phi \gamma / \sigma\), which is not impacted by aging: \(NP_{\text{gen-p}}\) represents the normalized generation probability obtained when the nodes are driven by the pull-up networks; analogously for \(NP_{\text{gen-n}}\) and the pull-down networks. \(NP_{\text{gen-TOT}}\) represents the cumulative probability. The probability values obtained at the beginning
of circuit lifetime, as well as after 1 year and 10 years of operating time have been depicted. As can be seen, NPGen-n is always higher than NPGen-p. This is in contrast with the fact that the \( Q_{crit} \) decrease due to NBTI is larger than that due to BTI, as discussed in the previous section. However, in a symmetric gate, the critical area when the pull-up network is ON is usually smaller than when the pull-down network is ON. As a result, in (12) the contribution of the terms \( k_j \) prevails over that of the exponential terms, and NPGen-n exceeds NPGen-p for the whole circuit lifetime.

In Fig. 5(b), we represent the relative variation of the SE probabilities \( \Delta P_{SE} = \Delta P_{GEN} \) due to NBTI, BTI and the total one, after 1 and 10 years of circuit operation, over the respective values at the beginning of circuit lifetime. As can be seen, \( \Delta P_{SE} \) varies from more than 11% after one year, to more than 17% after ten year of circuit operation.

V. PROPOSED TIME-DEPENDENT MODEL FOR SE SUSCEPTIBILITY EVALUATION

The results presented in the previous section have highlighted that the \( Q_{crit} \) decreases considerably with circuit aging due to BTI. This poses new challenges to IC SER modeling, mandating a time dependent modeling. Based on these results, in this section we propose a new time-dependent model of \( Q_{crit} \), enabling to account for BTI-induced degradation.

The static model in (6), allowing us to estimate the node \( Q_{crit} \) as a function of load capacitance and driver conductance, has been considered here as the starting point for our dynamic model. Let us express \( Q_{crit} \) as a function of time as follows:

\[
Q_{crit}(W_{DR}, W_{FO}, t) = Q_{min}(t) + a(t)(W_{DR}^C - W_{min}) + b_0(W_{DR}^C - W_{min}) + b_0(W_{FO} - W_{min}),
\]

(14)

where: \( Q_{min}(t) \) is a time-dependent variable accounting for the critical charge at the output of a minimum sized inverter loaded by another minimum sized inverter; \( a(t) \) is a time-dependent coefficient accounting for the contribution to \( Q_{crit} \) of the conductance of the driving circuit; \( b_0 \) is a constant coefficient taking into account the contribution to \( Q_{crit} \) of the load capacitance. It coincides with the correspondent \( b \) parameter in (6), as well as the parameters \( W_{DR}^C \), \( W_{DR}^C \) and \( W_{FO} \).

Differently from the static model in (6), the terms including the contribution of the transistors’ conductance \( Q_{min} \) and \( a \) vary over time, since they are affected by BTI degradation. Instead, the term \( b_0 \) is constant, since the node capacitance value is not affected by BTI. As recalled in Sect. 2.1, BTI degradation induces a transistor threshold voltage increase (in absolute value) with a time dependency of \( t^{1/6} \). Therefore, considering the linear relationship between the transistor current and the threshold voltage in (9), we can expect that also the transistor conductance degrades with the same time dependence. Based on these considerations, the time dependent terms in (14) can be written as:

\[
Q_{min}(t) = Q_{min0}(1 - \frac{k_1(n,p)t^{1/6}}{Q_{crit}})
\]

\[
a(t) = a_0(1 + \frac{k_2(n,p)t^{1/6}}{Q_{crit}}),
\]

(15)

where \( Q_{min0} \) and \( a_0 \) are the values assumed by such parameters at time 0, and coincide with the respective values in (6). The coefficients \( k_1(n,p) \) and \( k_2(n,p) \) are fitting parameters that depend on technology and Si-dielectric interface trap dynamics, accounting for BTI and NBTI, respectively.

The sign of the time-dependent term should be chosen as follows. Considering \( \Delta W_{eq} = (W_{DR}^C - W_{min}) \), if: i) \( \Delta W_{eq} \geq 0 \), the negative sign has to be chosen; ii) \( \Delta W_{eq} < 0 \), the positive sign must be taken. This way, the contribution given to \( Q_{crit} \) by the term accounting for the driver conductance properly diminishes with circuit aging. Let us analyze in details the case of \( \Delta W_{eq} < 0 \) (e.g., the case of a 2-input NAND gate with minimum sized transistors). In this case, (14) can be written as:

\[
Q_{crit} = Q_{min0}(1 - \frac{k_1 t^{1/6}}{Q_{crit}}) + a_0(1 + \frac{k_2 t^{1/6}}{Q_{crit}})\Delta W_{eq} + \cdots.
\]

Since it is \( \Delta W_{eq} < 0 \), the contribution \( a_0\Delta W_{eq} \) correctly subtracts to \( Q_{min0} \) at \( t = 0 \). Moreover, for \( t > 0 \), the term \( a_0k_2 t^{1/6}\Delta W_{eq} \) is negative, accounting for the decrease of the \( Q_{crit} \) as circuit ages.

In order to estimate \( Q_{crit} \), the coefficients in (14) and (15) have been fitted with the results of the HSPICE simulations, considering the device model as reported in Sect. 3.1. The coefficients \( Q_{min0}, a_0 \) and \( b_0 \) have been obtained by simulating a chain of two symmetric inverters I1 (driver) and I2 (load), with the following configurations: a) I1 and I2 both minimum sized (to estimate \( Q_{min0} \)); b) I1 3X and I2 minimum sized (to estimate \( a_0 \)); c) I1 minimum sized and I2 3X (to estimate \( b_0 \)). The coefficient \( k_1(n,p) \) and \( k_2(n,p) \) in (11) have been fitted considering a chain of two inverters I1 (driver) and I2 (load), 1 year aging, and the configurations a) and b) described above. The fitting parameters should be recalculated for each process corner. However, only a few simulations of two cascaded inverters are required.

The current induced by the alpha-particle hit has been modeled by a double exponential pulse as in (4). The values obtained are reported in Table III. As can be seen, the parameter \( a_0 \) is two orders of magnitude greater than \( b_0 \). As highlighted also in [8], this means that the \( Q_{crit} \) of a circuit node depends much more on the driving gate conductance, rather than on the node capacitance.

VI. PROPOSED MODEL VALIDATION AND ACCURACY

We have evaluated the accuracy of our proposed model by determining the \( Q_{crit} \) at the outputs of different gates, with different fan-ins and fan-outs, for a circuit operating time up to 10 years. The gates have been implemented by the same 32nm CMOS technology considered before.
TABLE III

<table>
<thead>
<tr>
<th>$Q_{in0}$</th>
<th>$a_0$</th>
<th>$b_0$</th>
<th>$k_{up}$</th>
<th>$k_{sp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[IC]</td>
<td>[IC/ nm]</td>
<td>[IC/ nm]</td>
<td>[s$^{-1}$]</td>
<td>[s$^{-1}$]</td>
</tr>
<tr>
<td>8.55</td>
<td>306.4$\times$10$^6$</td>
<td>1.781$\times$10$^6$</td>
<td>5.89$\times$10$^{-3}$</td>
<td>6.57$\times$10$^{-3}$</td>
</tr>
</tbody>
</table>

The $Q_{crit}$ at the output node of each gate has been determined by means of HSPICE simulations and by our model. For each node, the driving and fan-out gates have been mapped into equivalent symmetric inverters [6]. Fig. 6 reports the trend in time of the relative error in the $Q_{crit}$ prediction of our model over HSPICE simulations. As can be seen, the error is always lower than the 5%, but for the case of NOR gates with 3 inputs (max relative error equal to 5.3%), and 4 inputs (max relative error equal to 7.1%).

The proposed model has been validated considering also the benchmark circuit ITC'99 b02. Particularly, Fig. 7 reports the values of the normalized $P_{gen}$ (as defined and calculated in Sect. 4) obtained by HSPICE (Sim) and by adopting our proposed model for $Q_{crit}$ estimation (Mod). As can be seen, the relative error is approximately 3%, for 1 year and 10 years of circuit operating time.

Therefore, the proposed time-dependent model is able to predict with a very good accuracy over electrical level simulations the $Q_{crit}$ at the outputs of elementary gates during their life time, as well as the impact of BTI on the SER of more complex circuits. This represents a great advantage over the models proposed so far in literature, none of which accounts for the BTI-induced degradation of $Q_{crit}$ during circuit lifetime.

VII. CONCLUSIONS

We have analyzed the effects of BTI on elementary gates, as well as on SER of complex circuits. We have shown that BTI may reduce significantly the $Q_{crit}$ of their nodes, during their in-field operation. Particularly, NOR gates present a reduction of $Q_{crit}$ higher than NAND gates of the same area.

We have then proposed a time-dependent model of $Q_{crit}$ that, differently from the static models developed so far, is able to account for the impact of BTI degradation on the $Q_{crit}$, thus on the IC SER. The proposed model features a very good accuracy (below 4% average error and 7.1% maximum error below in $Q_{crit}$ estimation) over HSPICE simulations, for circuit lifetime up to 10 years.
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