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Impact of Residual Additive Transceiver Hardware Impairments on Rayleigh-Product MIMO Channels with Linear Receivers: Exact and Asymptotic Analyses
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Abstract—Despite the importance of Rayleigh-product multiple-input multiple-output (MIMO) channels and their experimental validations, there is no work investigating their performance in the presence of residual additive transceiver hardware impairments, which arise in practical scenarios. Hence, this paper focuses on the impact of these residual imperfections on the ergodic channel capacity for optimal receivers, and on the ergodic sum-rates for linear minimum mean-squared-error (MMSE) receivers. Moreover, the low and high-signal-to-noise ratio (SNR) cornerstones are characterized for both types of receivers. Simple closed-form expressions are obtained that allow the extraction of interesting conclusions. For example, the minimum transmit energy per information bit for optimal and MMSE receivers are not subject to any additive impairments. In addition to the exact analysis, we also study the Rayleigh-Product channels in the large system regime, and we elaborate on the behavior of the ergodic channel capacity with optimal receivers by varying the severity of the transceiver additive impairments.

Index Terms—Ergodic capacity, Rayleigh-product channels, hardware impairments, massive MIMO, MMSE receivers.

I. INTRODUCTION

Multiple-input multiple-output (MIMO) systems have received an enormous attention in terms of understanding the fundamental capacity limits of various models [2]–[4]. However, the potential benefits of MIMO have been mostly considered in rich scattering conditions, described by a full rank channel matrix. In practice, there are environments, where the “richness” is not fulfilled due to insufficient scattering [3].
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or the “keyhole” effect [6]. In such cases, a rank deficiency, concerning the channel matrix, appears. The physical explanation behind this rank deficiency is the description of the double scattering effect [6]–[13]. This phenomenon was experimentally validated in [8], [9], [11], while its mathematical characterization is given by the product of two statistically independent complex Gaussian matrices. Interestingly, when the antenna elements and the scattering objects are sufficiently separated, the effective spatial correlations can be ignored, resulting in the Rayleigh-product model [6].

Plenty of works have studied the double scattering models in different settings, and in particular, the double Rayleigh model, which is the special case of double scattering model with identity transmitter, scatter and receiver correlation matrices. For example, the derivation of an ergodic capacity upper bound for this channel was carried out in [13]. In particular, its performance with the low complexity linear minimum mean-squared-error (MMSE) receivers was investigated recently in [11]. However, the misleading standard assumption in the context of double Rayleigh channels, considered in the existing literature, includes ideal transceiver hardware, which is far from reality.

Inevitably, practical transceivers present hardware imperfections such as high power amplifier non-linearities and in-phase/quadrature (I/Q) imbalance [13]–[20]. The hardware impairments can be mainly classified into two categories. In the first category, the effect of hardware impairments is modeled as a multiplicative factor to the channel vector causing channel attenuation and phase shifts. Note that this factor cannot be incorporated by the channel vector by an appropriate scaling of its covariance matrix or due to the property of circular symmetry of the channel distribution, causing channel attenuation and phase shifts. Note that this factor cannot be incorporated by the channel vector by an appropriate scaling of its covariance matrix or due to the property of circular symmetry of the channel distribution.

The double scattering effect includes both rank-deficiency and spatial correlation.

It should be noted that the Rayleigh product channel can lead to a keyhole in the extreme case of only one scatterer. Although the keyhole channel has been studied intensively in the literature, it is still unclear how often this appears in real situations [9]. However, the Rayleigh product is a generalization of the keyhole channel and can capture a much wider range of scattering environments. In this direction, the next step would be to consider parametric channel modes which depend on the angles or transmission and arrival given a set of scattering clusters. This would require a different analytical approach since the i.i.d. properties of the channel coefficients no longer hold and it is reserved for future work.
when it changes faster than the channel. An example is the phase noise, which accumulates within the channel coherence period [13], [27]. On the other hand, the aggregate effect from many impairments can be described by an additive system model [13], [16], [22]–[26], [28], [29], where the impairments are modeled as independent additive distortion noises at the base station (BS) as well as at the user. It is a well-established model due to its analytical tractability and the experimental verifications [16]. These kind of impairments emerge as residual hardware impairments after the application of inadequate compensation algorithms. Several reasons lead to this inadequacy such as the imperfect parameter estimation caused by the randomness and the time variation of the hardware characteristics, the inaccuracy coming from limited precision models, unsophisticated compensation algorithms, etc [13], [16]. In particular, non-ideal hardware sets a finite capacity limit at high signal-to-noise ratio (SNR), where the authors considered only transmitter impairments [13], [16], [21]. The impact of additive hardware impairments has been studied for various channel models, e.g., point-to-point MIMO channels, amplify-and-forward (AF) relay systems, and heterogeneous networks [21]–[23], [28]. This paper grapples with the thorough investigation of residual additive hardware impairments in Rayleigh-product MIMO channels, while multiplicative impairments are left for future work.

Turning the focus into the emerging technology of massive MIMO, where a BS is deployed with a large number of antennas and achieves a number of interesting properties such as high gain and the ease of implementation, most works assume ideal transceiver hardware [30]–[33]. Given that massive MIMO systems are supposed to be implemented with low-cost hardware, and hence are more prone to impairments, this is a strong assumption. As a result, there is a meaningful turn of the attention towards the direction of previous study regarding the hardware impairments [27], [28]. For example, [27] showed that massive MIMO systems are more tolerant to hardware impairments. Moreover, the authors in [28], considering the additive transceiver impairments, extended the analysis of [21] to massive MIMO for arbitrary SNR values. It is worthwhile to mention that the double scattering channel has been already investigated for massive MIMO systems, which is one of the prominent technologies for 5G of [34], [35]. Moreover, it should be noted that the keyhole channel is a first step towards the double scattering channels which is a suitable model for characterizing the scattering limitations of higher frequencies envisaged in the fifth generation (5G) networks. Although these models have limitations in terms of accurately matching the measurement campaigns, we believe that they will remain useful tools for theoretical analysis of wireless system performance.

In this paper, assuming that the channel state information (CSI) is not known at the transmitter side but it is perfectly known at the receiver, we focus on the investigation of the ergodic capacity with residual transceiver impairments in the context of double Rayleigh channels with optimal and linear receivers (MMSE) in both regimes of finite and asymptotically large MIMO. It is worthwhile to mention that the study of double Rayleigh channels is quite important in massive MIMO systems and millimeter wave (mmWave) communications suggested for the forthcoming 5G networks. For example, in urban environments, double Rayleigh channels are more probable, and it is crucial to investigate their realistic behavior when residual hardware impairments are considered. Due to high operating frequencies and wider bandwidths, it is important to analyze the effect of transceiver hardware impairments for the realistic performance evaluation of mmWave systems [36], [37]. In this regard, recent experimental results in the literature [37] have demonstrated that the achievable data rate in wideband mmWave systems is severely limited by the local oscillator phase noise resulted due to the multiplicative noise added while performing frequency multiplication of low-frequency local oscillator to a high frequency.

Furthermore, it is of great interest to show how the deficiency of the channel matrix, i.e., the number of scatterers affects the capacity by means of a thorough analysis in the presence of the residual impairments in both the conventional and large numbers of antennas regimes. In fact, although [14] provides a similar analysis, we clearly differentiate from this, since we incorporate the inevitable residual additive transceiver impairments. In addition, the current paper delves into the large system limit, thus leading to further insights. To the best of our knowledge, there appears to be no analytical results investigating the impact of transceiver impairments for double Rayleigh channels. In this direction, this paper provides the following specific contributions:

- We study the ergodic channel capacity with optimal receivers and the achievable sum-rate with linear MMSE receivers for double Rayleigh channels in the presence of residual transceiver hardware additive impairments. Specifically, we derive novel exact analytical expressions.
- Towards obtaining more engineering insights, we further investigate the low and high-SNR regimes by deriving simple closed-form expressions for each type of receiver. These results shed more light on the performance of rank deficient channels in the realistic case, where the inevitable imperfect hardware is present.
- Based on the proposed system model, we provide the ergodic channel capacity with optimal receivers for double Rayleigh channels under the presence of residual hardware impairments in the large system limit by using a free probability (FP) analysis.

The remainder of the paper is organized as follows: Section II presents the system and signal models with both ideal and imperfect hardware. In Section III, we provide a detailed study of ergodic capacity for Rayleigh-product channels with optimal receivers including the characterization of the low and high-SNR regimes. To this direction, we perform a similar

\[\text{Among the linear receivers, we have chosen the MMSE receivers because they provide the higher performance with reasonable complexity, especially, in the large system regime, where the statistical expressions become deterministic.}\]

\[\text{The behaviour of double Rayleigh channels in the large system limit without any transceiver hardware impairments has been studied only in [34].}\]
analysis for the sum-rate of linear MMSE receivers in Section \[\text{IV}\]. With concern to the large system limit, where the numbers of antennas and scatterers tend to infinity, but with a given ratio, Section \[\text{V}\] elaborates on the investigation of Rayleigh-product MIMO channels in the presence of hardware impairments in the large antenna regime. Finally, concluding remarks are given in Section \[\text{VI}\].

**Notation:** Vectors and matrices are denoted by boldface lower and upper case symbols. The symbol denotes the Kronecker product. The transpose, Hermitian transpose, and trace operators are represented by \((\cdot)^T\), \((\cdot)^H\), and \(\text{tr}(\cdot)\), respectively. Additionally, \(\Gamma(\cdot) = \int_0^\infty t^{\alpha-1} e^{-t} dt\) and \(G^{m,n}_{p,q}(x | \beta_1, \ldots, \beta_p)\) are the Gamma function \([38, \text{Eq. 8.310}]\) and the Meijer \(\text{G}\)-function \([38, \text{Eq. 9.301}]\), respectively. The form of \(A/B\), where \(A\) and \(B\) are matrices, denotes \(A B^{-1}\) with \(B^{-1}\) standing for the inverse of the matrix \(B\). The first and the second derivatives are denoted by \(\frac{\partial}{\partial x}\) or \((\cdot)^\prime\) and \(\frac{\partial^2}{\partial x^2}\) or \((\cdot)^\prime\prime\), respectively. The expectation operator and the determinant of a matrix are denoted by \(\mathbb{E}[\cdot]\) and \(\det(\cdot)\), respectively. The notations \(C^M\) and \(C^{M \times N}\) refer to complex \(M\)-dimensional vectors and \(M \times N\) matrices, respectively. The \(\text{diag}(\cdot)\) operator generates a diagonal matrix from a given vector, and \(I_M\) denotes the identity matrix of size \(M\). Moreover, \(b \sim \mathcal{CN}(0, \Sigma)\) denotes a circularly symmetric complex Gaussian vector with zero-mean and covariance matrix \(\Sigma\) signifies the positive part of its argument, while \(X \sim \mathcal{CN}(M, \Sigma \otimes \Psi)\) denotes that \(X\) is a Gaussian distributed matrix with mean \(M\) in \(C^{p \times q}\) and covariance matrix \(\Sigma \otimes \Psi\) where \(\Sigma \in C^{p \times p}\) and \(\Psi \in C^{q \times q}\) are Hermitian matrices with \(p \leq q\).

**II. System Model**

We take into consideration the canonical flat-fading point-to-point MIMO channel with \(M\) transmit antennas and \(N\) receive antennas, as depicted in Fig. \[1(a)\]. Mathematically speaking, the received signal in vector form is written as

\[
y = H x + z, \tag{1}
\]

where \(x \in C^{M \times 1}\) is the zero-mean transmit Gaussian vector with covariance matrix \(\mathbb{E}[xx^H] = Q = \frac{1}{M} I_M\), and \(z \sim \mathcal{CN}(0, \Sigma)\) denotes the additive white Gaussian noise (AWGN) noise vector at the receiver. Note that \(\rho\) represents the SNR, since we have assumed that the channel gain and receiver noise power are normalized. Especially, \(H \in C^{N \times M} \sim \mathcal{CN}(0, I_N \otimes I_M)\) represents the Rayleigh-product MIMO channel, exhibiting flat-fading in the presence of a number of scatterers. More concretely, \(H\) is described as

\[
H = \frac{1}{\sqrt{M}} H_1 H_2, \tag{2}
\]

where \(H_1 \in C^{N \times K} \sim \mathcal{CN}(0, I_N \otimes I_K)\) and \(H_2 \in C^{K \times M} \sim \mathcal{CN}(0, I_K \otimes I_M)\) are random matrices with \(K\) quantifying the number of scatterers in the propagation environment \([6]\).

Unfortunately, the common assumption of ideal hardware, possibly leading to misleading results, is not realistic because both the transmitter and the receiver suffer from certain inevitable additive impairments such as I/Q imbalance and high power amplifier (HPA) nonlinearities \([15]\). In fact, mitigation schemes are applied at both the transmitter and the receiver. However, the emergence of various distortion noises is unavoidable due to residual impairments \([15], [16], [23], [27]\). Consequently, hardware transmit impairments induce a mismatch between the intended signal and what is actually transmitted during the transmit processing, and similarly, a distortion of the received signal at the receiver side is produced due to imperfect receiver hardware. As mentioned in Section \[\text{I}\] these residual impairments can be modeled in terms of distortions, which can be: a) multiplicative, when the received signals are shifted in phase; b) additive, where the distortion noise is added with a power proportional to the transmit signal power and the total received signal power; and c) amplified thermal noise. A generic model, including all these hardware impairments, is written as

\[
y_n = \Theta_n H(\Psi_n x_n + \eta_{r,n}) + \eta_{t,n} + \xi_n, \tag{3}
\]

where the additive terms \(\eta_{t,n}\) and \(\eta_{r,n}\) denote the distortion noises at time \(n\) coming from the residual impairments in the \(M\) antennas transmitter and \(N\) antennas receiver, respectively, as shown in Fig. \[1(b)\]. Moreover, \(\Theta_n = \text{diag}\{e^{j\theta_1^{(1)}}, \ldots, e^{j\theta_N^{(M)}}\} \in C^{N \times N}\) is the phase noise sample matrix because of the imperfections in the local oscillators (LOs) of the receiver, while \(\Psi_n = \text{diag}\{e^{j\psi_1^{(1)}}, \ldots, e^{j\psi_M^{(M)}}\} \in C^{M \times M}\) is the the phase noise sample matrix because of the imperfections in the LOs. The phase noise expresses the distortion in the phase due to the random phase drift in the signal coming from the LOs of both the transmitter and the receiver during the up-conversion of the baseband signal to passband and vice versa. The phase noise during the \(n\)th time slot can be described by a discrete-time independent Wiener process, i.e., the phase noises at the LOs of the \(n\)th antenna of the transmitter and \(k\)th antenna of the receiver are modeled as

\[
\psi_{m,n} = \psi_{m,n-1} + \delta_{m,n}^{\psi}, \tag{4}
\]

\[
\theta_{k,n} = \theta_{k,n-1} + \delta_{k,n}^{\theta}, \tag{5}
\]

where \(\delta_{m,n}^{\psi} \sim \mathcal{N}(0, \sigma_{\psi}^2)\) and \(\delta_{k,n}^{\theta} \sim \mathcal{N}(0, \sigma_{\theta}^2)\). Note that \(\sigma_{\psi}^2 = 4\pi^2 f_c T_s\), \(\sigma_{\theta}^2 = 2 f_c T_s\), \(\xi_n I_N\), where \(\sigma^2 = 1 \leq \xi_n\) is the corresponding parameter of the actual thermal noise. Note that all the impairments are time-dependent because they take new realizations for each new data signal. Remarkably, the recent work in \([39]\) proposed the rate-splitting approach as a robust method against the residual multiplicative transceiver hardware impairments. Although these impairments are residual \([39]\), this work showed the robustness of rate-splitting over the multiplicative impairments, while the additive impairments can be mitigated with this approach. Note that the topic of further dealing with other methods and strategies to mitigate the residual impairments is left for future work.
Focusing on the manifestation of only the residual additive transceiver impairments, the generic model, after absorbing the subscript $n$, becomes:

$$y = H(x + \eta_h) + \eta_r + z$$

$$= h_m^nx_m + \sum_{i=1,i\neq m}^M h_ix_i + Hh + \eta_r + z,$$

where, $x_m$ is the transmit signal from the $m$th transmit antenna. A general approach, validated by measurement results, considers the assumption that the transmitter and the receiver distortion noises are Gaussian distributed with their average power being proportional to the average signal power [15], [16], [28], and references therein. In other words, the distortion noises are modelled as

$$\eta_h \sim \mathcal{CN}(0, \delta^2_h \text{diag}(q_1, \ldots, q_M)),$$

$$\eta_r \sim \mathcal{CN}(0, \delta^2_r \text{tr}(Q)I_N),$$

where $\delta^2_h$ and $\delta^2_r$ are proportionality parameters describing the severity of the residual impairments in the transmitter and the receiver. Moreover, $q_1, \ldots, q_M$ are the diagonal elements of the signal covariance matrix $Q$. Hence, taking into account for the form of the covariance matrix $Q$, the additive transceiver impairments are expressed as

$$\eta_h \sim \mathcal{CN}(0, \delta^2_h \frac{\rho}{M}I_M),$$

$$\eta_r \sim \mathcal{CN}(0, \delta^2_r \rho I_N).$$

In the following sections, we provide the theoretical analysis and we verify the analytical results with the help of numerical results. Subsequently, we illustrate the impact of impairments on the ergodic capacity of Rayleigh-product MIMO channels with optimal receivers and the ergodic sum rate of the Rayleigh-product channels with MMSE receivers.

III. ERGODIC CHANNEL CAPACITY ANALYSIS

In this section, we investigate the impact of residual hardware impairments on the ergodic channel capacity of Rayleigh-product MIMO channels with optimal receivers, when the number of antennas is arbitrary, but finite. Also, we assume

$^6$Note that [7] reduces to the ideal model [1] for $\delta_t = 0$, which indicates ideal hardware on both sides of the transceiver.

$^7$The circularly-symmetric complex Gaussianity, verified experimentally (see e.g., [28] Fig. 4.13), can be also justified by means of the central limit theorem (CLT), since we assume the aggregate contribution of many independent impairments.

$^8$Two basic approaches in the literature are followed for describing the receive distortion noises. Their difference lies on both the mathematical expression and physical meaning, where two types of randomness appear when the received power is measured. The first approach includes the channel variations, while the second one concerns the energy-variattions in the waveform modulation (the Gaussian codebook in our case). Hence, in several works (e.g., see [27]), the authors invoke the average over the waveform modulation, i.e., the transmit signal, but not over the channel coefficients. For the sake of simplification, we follow the second approach, where we take the average over both the channel variations and the waveform [28], [29]. Following this direction, our analysis is more tractable, while revealing at the same time all the interesting properties. It is worthwhile to mention that the model that is closest to reality does not apply any average.

that no CSI is known at the transmitter side but it is perfectly known at the receiver. In particular, the following proposition allows us to express the ergodic capacity, when optimal receivers are employed. Actually, it provides the starting point for the subsequent derivations.

**Proposition 1:** The ergodic channel capacity of a practical Rayleigh-product MIMO channel with optimal linear receivers, but with residual additive transceiver impairments under the constraint $\text{tr } Q \leq \rho$ is given by

$$C_{\text{opt}}(\rho, M, N, K, \delta_t, \delta_r) = \mathbb{E} [\log_2 \det(I_N + \frac{\rho}{M}HH^*\Phi^{-1})],$$

where $\Phi = \frac{\delta^2_h}{M}H_1H_2H_1^*H_2^* + (\rho\delta^2_r + 1)I_N$.

**Proof:** It can be seen that (7) is an instance of the standard MIMO channel given by (2) for any channel realizations $H_1, H_2$ and transmit signal covariance matrix $Q$, being a scaled identity matrix, but with a different noise covariance given by

$$\Phi = \frac{\delta^2_h}{M}H_1H_2\text{diag}(q_1, \ldots, q_M)H_2^*H_1^* + (\delta^2_r + \text{tr } Q + 1)I_N.$$  

In such case, the ergodic capacity is written as

$$C_{\text{opt}}(\rho, M, N, K) = \max_{Q: \text{tr } Q \leq \rho} \mathbb{E} [\log_2 \det(I_N + HQH^*\Phi^{-1})].$$

Taking into account for the sufficiency and optimality of the input signal $x$, since it is Gaussian distributed with covariance matrix $Q = \frac{\rho}{M}I_M$ [2], the proof is concluded. Note that there is no need of optimization of $Q$, since we have no CSIT. For this reason, we use unit covariance.

In what follows, we refer to $m = \max(M, N)$, $n = \min(M, N)$, $p = \max(m, K)$, $q = \min(m, K)$, $s = \min(K, n)$, $t = \max(K, n)$, and $\delta_t^2 = 1 + \delta_r^2$, as well as for notational convenience we denote $f_1(\rho) = \frac{\delta^2_h}{M} + (\rho\delta^2_r + 1)$ and $f_2(\rho) = \frac{\rho}{\rho\delta^2_r + 1}$.
A. Exact Expression

Herein, we focus on the study of realistic Rayleigh-product channels with optimal receivers. In particular, the following theorem, presenting the ergodic capacity of Rayleigh-product channels with optimal receivers in the presence of hardware impairments, being one of the main contributions of this paper, is of high interest.

**Theorem 1:** The ergodic capacity of practical Rayleigh-product channels with optimal receivers, accounting for residual additive hardware transceiver impairments, is given by

\[
C^\text{opt} (\rho, M, N, K, \delta_t, \delta_r) = A (C_1 (\rho, M, N, K, \delta_t, \delta_r) - C_2 (\rho, M, N, K, \delta_t, \delta_r)),
\]

where

\[
A = \frac{K}{\ln 2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \Gamma (p - s + j)
\]

with

\[
K = \left( \prod_{i=1}^{\infty} \Gamma (s - i + 1) \Gamma (t - i + 1) \right)^{-1},
\]

and \(G_{i,j}\) is the \((i,j)\)th cofactor of an \(s \times s\) matrix \(G\) whose \((u,v)\)th entry is

\[
[G]_{u,v} = \Gamma (t - s + u + v - 1).
\]

Especially, regarding \(C_i\) for \(i = 1, 2\), we have

\[
C_i (\rho, M, N, K, \delta_t, \delta_r) = G_{i,2}^{1,4} (f_i \mid a_1, a_2, 1, 1, 1),
\]

where \(a_1 = s + 2 - i - j - t\), and \(a_2 = s + 1 - p - j\).

**Proof:** See Appendix B.

**Remark 1:** In the case of ideal transceiver hardware, where \(\delta_t = \delta_r = 0\), Theorem 1 coincides with [14, Lemma 3].

The complicated expression of the capacity of optimal receivers, provided by Theorem 1 does not allow a simple analysis that would reveal the impact of various system parameters. Hence, we focus onto the asymptotic high and low SNR regimes. In fact, we derive simple expressions enabling valuable physical insights into the system performance.

Fig. 2 presents the per-antenna ergodic capacity of Rayleigh-product channels with optimal receivers considering \(K = 3, M = 4, N = 5\). Both theoretical and simulated results are presented for the cases with and without residual transceiver hardware impairments. The theoretical curve for the case without impairments was obtained by following the analysis considered in [14]. Whereas, the theoretical curves for the practical case with hardware impairments were obtained by evaluating (14). Furthermore, the simulated curves were obtained by averaging the corresponding capacities over 10^3 random instances of \(H_1\) and \(H_2\). It can be noted from Fig. 2 that the proposed capacity expression matches well with the Monte Carlo (MC) simulation for the arbitrary finite values of \(K, M\) and \(N\). Most importantly, we note that in the absence of residual hardware impairments, i.e., \(\delta_t = 0, \delta_r = 0\), the per-antenna ergodic capacity monotonically increases with the increase in the value of \(\rho\). However, in the presence of residual hardware impairments, the ergodic capacity first increases with the increase in the value of \(\rho\) and then gets saturated after a certain value of \(\rho\). Besides, the capacity gap in the presence of impairments as compared to the case without impairments increases with the increase in the value of \(\rho\). Moreover, another important observation from Fig. 2 is that the per-antenna ergodic capacity decreases with the increase in the severity of the residual hardware impairments. In particular, the lower the quality of transceiver hardware (higher severity), the earlier the saturation point appears.

![Fig. 2. Per-antenna ergodic capacity of Rayleigh product channels with optimal receivers for different levels of impairment severity at the transmitter and receiver (K = 3, M = 4, N = 5).](image)

In addition, Fig. 2 demonstrates the effect of different levels of impairments at the transmitter and receiver sides. In order to evaluate the effect of impairments present in one side (transmit/receive), the impairment value on the other side (receive/transmit) is set to be zero. It can be observed that at higher SNR values, the effect of \(\delta_r\) is more severe than that of \(\delta_t\) and this severity increases as the value of the corresponding impairment increases.

9 The impairment values of 0.08 or 0.15 are selected based on the required Error Vector Magnitude (EVM) at the transmit-side RF of the LTE system [41, Sec. 14.3.4] and we assume that RF distortion at the receive-side is similar to the transmit-side RF distortion [50].
In order to illustrate the effect of the number of scatterers, we plot per-antenna ergodic capacity versus $K$ in Fig. 3 considering $\rho = 20$ dB, $M = 4$, $N = 5$. It can be noted that the per-antenna ergodic capacity first increases with the value of $K$ and then tends to saturate after a certain value. Moreover, the per-antenna capacity versus $K$ decreases with the increase in the severity of the impairments. Also, the saturation with the variation in $K$ occurs earlier for the higher value of impairments. Herein, we observe a known effect taking place in MIMO channels. More specifically, please note that the capacity increases with $K$ until $K = N = 5$. Then, the saturation tends to start. The reason behind this is by increasing the number of receive antennas $N$, the amount of received power is increased, but if we increase the number of transmit antennas in the second MIMO product, the power is split between all transmit antennas, and the power instead of increasing, it saturates.

B. High-SNR Analysis

Due to the complexity of (14) describing the ergodic capacity, we perform a high-SNR analysis to provide further insights on the impact of the residual additive transceiver imperfections on the achievable capacity in that regime.

In particular, the high-SNR region is characterized by the affine expansion [42]

$$C(\rho, M, N, K, \delta_t, \delta_r) = S_\infty \left( \frac{p\text{dB}}{3\text{dB}} - L_\infty \right) + o(1), \quad (18)$$

where the two relevant parameters

$$S_\infty = \lim_{\rho \to \infty} \frac{C(\rho, M, N, K, \delta_t, \delta_r)}{\log_2 \rho} (19)$$

and

$$L_\infty = \lim_{\rho \to \infty} \left( \log_2 \rho - \frac{C(\rho, M, N, K, \delta_t, \delta_r)}{S_\infty} \right) (20)$$

denote the high-SNR slope in bits/s/Hz/(3 dB) and the high-SNR offset in 3 dB units, respectively. Note that 3 dB = 10 log10 2.

Proposition 2: In the high-SNR regime ($\rho \to \infty$), the slope $S_\infty$ and power offset $L_\infty$ of Rayleigh-product channels with optimal receivers, accounting for residual additive hardware transceiver impairments are given by

$$S_\infty = 0 \text{ bits/s/Hz (3 dB)}, \quad (21)$$

and

$$L_\infty = E \left[ \log_2 \det \left( \frac{1}{M} \frac{H_i^H H_i H_i^H H_i}{\frac{1}{M} \frac{H_i^H H_i H_i^H H_i}{} + \delta_t^2 I_s} \right) \right], \quad (22)$$

where

$$W = \frac{1}{K} \begin{cases} H_1^H H_1 H_1 H_2 & \text{if } s = M \\ H_2^H H_2 H_2 H_2 & \text{if } s = K \\ H_3^H H_3 H_3 H_3 & \text{if } s = N, \end{cases}$$

Proof: See Appendix C.

Clearly, the high-SNR slope is zero, i.e., the capacity of optimal receivers increases unsaturated. In most cases, this constant depends on the number of scatterers, since this number is the smallest one among $M$, $K$, $N$ in Rayleigh-product MIMO channels.

C. Low-SNR Analysis

In the regime of low-SNR, the study of the capacity in terms of $\frac{E_b}{N_0}$ is preferable than the per-symbol SNR, $\rho$. In particular, the capacity in this region is well approximated according to [43] by

$$C_\text{opt} \left( \frac{E_b}{N_0} \right) \approx S_0^{\text{opt}} \log_2 \left( \frac{E_b^{\text{opt}}}{N_0^{\text{opt}}} \right), \quad (24)$$

where the two involved parameters $E_b^{\text{opt}}$ and $S_0^{\text{opt}}$ represent the minimum transmit energy per information bit and the wideband slope, respectively. Interestingly, we can express them in terms of the first and second derivatives of $C_\text{opt}(\rho)$ as

$$\frac{E_b^{\text{opt}}}{N_0^{\text{min}}} = \lim_{\rho \to 0} \frac{e^{C_\text{opt}(\rho)}}{C_\text{opt}(0)} = \frac{1}{C_\text{opt}(0)}, \quad (25)$$

$$S_0^{\text{opt}} = -\frac{2}{C_\text{opt}(0)} \left( \frac{C_\text{opt}(0)}{\rho} \right)^2 \ln 2. \quad (26)$$

According to [44], the low-SNR analysis in terms of the wideband slope can illustrate: i) how the low spectral efficiency values are obtained, when a given data rate (b/s) is transmitted through a very large bandwidth. Note that large bandwidth transmission, known also as millimeter-wave transmission, is an emerging technology for the future 5G systems. Hence, the study of the wideband slope is quite informative. A scenario includes the case where a given bandwidth is used to transmit a very small data rate. As a result, the “wideband regime” is to be understood as encompassing any scenario where the number of information bits transmitted per receive dimension is small.

Proposition 3: In the low-SNR regime ($\rho \to 0$), the minimum transmit energy per information bit $\frac{E_b^{\text{opt}}}{N_0^{\text{min}}}$ and the wideband slope $S_0^{\text{opt}}$ of Rayleigh-product channels with optimal receivers, accounting for residual additive hardware transceiver impairments, are given by

$$\frac{E_b^{\text{opt}}}{N_0^{\text{min}}} = \frac{\ln 2}{N} \quad (27)$$

and

$$S_0^{\text{opt}} = \frac{2KMN}{(1 + 2\delta_t^2)(1 + MN + K(M + N)) + 2KM\delta_t^2}. \quad (28)$$

Proof: See Appendix D.

$\frac{E_b^{\text{opt}}}{N_0^{\text{min}}}$ denotes the minimum normalized energy per information bit required to convey any positive rate reliably. Interestingly, as in [28], the minimum transmit energy per information bit $\frac{E_b^{\text{opt}}}{N_0^{\text{min}}}$ does not depend on the channel impairments. Actually, $\frac{E_b^{\text{opt}}}{N_0^{\text{min}}}$ coincides with its value in the ideal case of no hardware impairments, i.e., it is inversely proportional to the number of receive antennas, and is independent of the number of transmit antennas and the number of scatterers. However, the wideband slope decreases with hardware impairments, i.e., the number of information bits transmitted per receive dimension reduces.
IV. Ergodic Sum-Rate Analysis of MMSE Receivers

This is the main section, where the ergodic sum-rate with MMSE receivers, is obtained under the practical consideration of additive hardware impairments. Although the probability density function (PDF) of the SINR with MMSE receiver is not available, we follow an approach similar to [14], [45] to obtain the exact expression for the rate corresponding to the optimal receiver.

More concretely, in the case of recovery of the signal \( x \) after multiplication of the received signal \( y \) with a linear filter, the instantaneous received SINR changes depending on the type of the filter. Henceforth, our study focuses on the impact of the residual RF transceiver impairments in the case that the linear MMSE receiver, having the form

\[
W = \sqrt{\frac{M}{\rho}}R_g^{-1}H^\dagger,
\]

is applied. Note that \( R_g \) is given by

\[
R_g = H^\dagger H + \delta_i^2 H^\dagger H + M(\delta_i^2 + \rho^{-1})I_M.
\]

We proceed with the presentation of the corresponding SINR by following a similar procedure to [45]. Hence, the instantaneous received SINR for the \( m \)th MMSE receiver element in the presence of residual additive hardware impairments can be written as

\[
\gamma_{\text{MMSE}}^{m} = \frac{1}{(I_M + \frac{\rho}{M}H^\dagger \Phi^{-1}H)^{-1}} - 1.
\]

Taking into account for independent decoding across the filter outputs, the ergodic sum-rate of the system with MMSE receiver is expressed by

\[
C_{\text{MMSE}}(\rho,N,K,\delta_i,\delta_t) = \sum_{i=1}^{M}E_{\gamma_i} \left\{ \log_2 \left( 1 + \gamma_{\text{MMSE}}^{m} \right) \right\}.
\]

A. Exact Expression

Theorem 2: The ergodic achievable sum-rate of practical Rayleigh-product channels with MMSE receivers, accounting for residual additive hardware transceiver impairments, reads as

\[
C_{\text{MMSE}}(\rho,N,K,\delta_i,\delta_t) = MC_{\text{opt}}(\rho,M,N,K,\delta_i,\delta_t) - MC_{\text{opt}} \left( \frac{M - 1}{M}M, - 1, N, K, \delta_i, \sqrt{M} - 1 \right),
\]

where \( C_{\text{opt}}(\rho,M,N,K,\delta_i,\delta_t) \) is given by (12).

Proof: See Appendix E.

Remark 2: The resemblance of Theorem 2 with [14, Theorem 1] is noteworthy, however the current Theorem is more general, since it includes the effects of the residual transceiver impairments by means of \( \delta_i \) and \( \delta_t \). When \( \delta_i = \delta_t = 0 \), i.e., in the case of no hardware impairments, (33) coincides with Theorem 1 in [14].

In Fig. 4 we compare the per-antenna ergodic achievable sum-rate of Rayleigh-product channels with MMSE receivers assuming \( K = 3, M = 4, N = 5 \). As for the case of optimal receivers in Fig. 2 we demonstrate the perfect agreement between the analytical and the simulated results. The theoretical curves with residual hardware impairments were obtained by evaluating (33) in Theorem 2. It can be depicted from Fig. 4 that the per-antenna ergodic rate of MMSE receivers decreases with the increase in the severity of the impairments. Another observation is that the rate curves with the residual hardware impairments saturate after a certain value of \( \rho \). In order to provide insights on the differences of optimal receiver and MMSE receivers, we also provide the comparison between MMSE and optimal receivers in Fig. 5 considering both the cases with and without the impairments.

As expected, the performance of MMSE receivers is less than the performance of the optimal for all the considered cases.

B. High-SNR Analysis

Proposition 4: In the high-SNR regime (\( \rho \to \infty \)), the slope \( S_\infty \) and the power offset \( L_\infty \) of Rayleigh-product channels with MMSE receivers, accounting for residual additive hard-
ware transceiver impairments are given by
\[ S_\infty = \begin{cases} s \text{ bits/s/Hz (3 dB)} & \text{if } M = s \\ 0 & \text{if } M > s, \end{cases} \quad (34) \]

\[ L_\infty = \left\{ \begin{array}{ll} (s-1)\mathbb{E} \left[ \log_2 \det \left( \frac{1}{2} W + \delta^2_1 I_n \right) \right] & \text{if } M = s \\ \infty & \text{if } M > s. \end{array} \right. \quad (35) \]

**Proof:** See Appendix F.

Proposition 5 indicates that the high-SNR slope equals to \( M \) only if \( M \) is smaller than \( K \) and \( N \). However, given that we assume a rank deficient channel, the high-SNR slope becomes 0. The same result occurs when the number of receive antennas is insufficient. The reason behind this is the prevention of the perfect cancellation of the co-channel interference. The channel becomes interference-limited and the SINR saturates at high SNR, i.e., the achievable rate does not scale with the SNR.

C. Low-SNR Analysis

The characterization of the minimum transmit energy per information bit and the wideband slope, when MMSE receivers are employed with transceiver hardware impairments, takes place in this section.

**Proposition 5:** In the low-SNR regime \( (\rho \to 0) \), the minimum transmit energy per information bit \( E_0^{\text{MMSE}} \) and the wideband slope \( S_0^{\text{MMSE}} \) of Rayleigh-product channels with MMSE receivers, accounting for residual additive hardware transceiver impairments are given by
\[ \frac{E_0^{\text{MMSE}}}{N_{0\min}} = \ln \frac{2}{N} \quad (36) \]
and
\[ S_0^{\text{MMSE}} = \frac{2KMN}{(2KM\delta_1^2 + ((2M-1)(N+K)+KN+1)(1+\delta_1^2))(1+\delta_1^2)} \quad (37) \]

**Proof:** See Appendix G.

**Remark 3:** Increasing the transmit hardware impairment, \( E_0^{\text{MMSE}} \) increases. Moreover, the wideband slope depends on both transmit and receive impairments. In fact, when the quality of the transceiver hardware becomes worse, the wideband slope decreases.

Figs. 6 and 7 illustrate the per-antenna ergodic capacity and the achievable sum-rate versus \( E_b/N_0 \) for optimal and MMSE receivers, respectively. The results for optimal receivers were plotted by following the low-SNR analysis presented in Section III-C. Similarly, for the case of MMSE receivers, the low-SNR analysis presented above was taken into account. It can be noted for the case of optimal receivers, all curves with and without impairments converge at the minimum \( E_b/N_0 \) value, i.e., \( E_b/N_{0\min} \). The capacity gap with respect to the case without impairments increases with the increase in the value of \( E_b/N_0 \) by means of an increase of the wideband slope as lower quality transceiver hardware is used.

V. ASYMPTOTIC SUM-RATE ANALYSIS OF OPTIMAL LINEAR RECEIVERS

In this section, we provide the asymptotic analysis in the presence of residual additive transceiver impairments for the ergodic capacity and the achievable sum-rate of Rayleigh-product MIMO channels with optimal receivers. Employing tools from large RMT, and in particular, conducting a free probability analysis [1], [22], [23], we shed light on the effect of hardware imperfections on large MIMO deployments. Contrary to existing literature that usually employs a deterministic equivalent analysis, we use FP because it requires just a polynomial solution instead of fixed-point equations, and allows us to provide a thorough characterization of the impact of the residual transceiver impairments on the performance of Rayleigh-product MIMO channels in the large antenna limit.

The following variable definitions allow us to simplify the analysis. Specifically, we denote
\[ \bar{N}_1 = \mathbf{H}_1^\dagger \mathbf{H}_1 \quad (38) \]
\[ \bar{N}_2 = \mathbf{H}_2^\dagger \mathbf{H}_2^\dagger \quad (39) \]
\[ K = \bar{N}_2 \bar{N}_1, \quad (40) \]
where the number of transmit and receive antennas \((M \text{ and } N)\) as well as the number of scatterers \(K\) tend to infinity with given ratios \(\beta = \frac{M}{K}\) and \(\gamma = \frac{N}{K}\). Note that the study of the Rayleigh-product does not mean necessarily that \(K\) must be small. However, since we examine a rank deficient channel, where \(M > K\), we have \(s = K\).

Letting the system dimensions tend to infinity while keeping their finite ratios \(\beta\) and \(\gamma\) fixed, we can obtain the asymptotic limit of the capacity per receive antenna, if we divide it by \(N\) and write \((12)\) as

\[
\tilde{C}_{i}^{\text{opt}}(\rho, \beta, \gamma, \delta_{t}, \delta_{r}) = \frac{C_{i}^{\text{opt}}}{N}(\rho, \beta, \gamma, \delta_{t}, \delta_{r}) - \frac{C_{i}^{\text{opt}}}{N}(\rho, \beta, \gamma, \delta_{t}, \delta_{r}),
\]

where \(C_{i}^{\text{opt}}\) for \(i = 1, 2\) is expressed as

\[
\tilde{C}_{i}^{\text{opt}} = \lim_{K, M, N \to \infty} \mathbb{E}[\log_{2}\det(I_{K} + f_{i}H_{2}H_{2}^{\dagger}H_{1})]
= \frac{K}{N} \lim_{K, M, N \to \infty} \mathbb{E}\left[\frac{1}{K} \sum_{j=1}^{K} \log_{2}\left(1 + f_{i}K\lambda_{j}\left(\frac{1}{K}\right)\right)\right]
= \gamma \int_{0}^{\infty} \log_{2}(1 + f_{i}Kx) f_{\tilde{S}}(x) \, dx.
\]

Note that \(\lambda_{j}(\frac{1}{K}K)\) is the \(j\)th ordered eigenvalue of matrix \(\frac{1}{K}K\), and \(f_{\tilde{S}}\) denotes the asymptotic eigenvalue probability density function (a.e.p.d.f.) of \(\frac{1}{K}K\). In the asymptotic numbers of antennas and scatterers limit, the per receive antenna ergodic capacity of Rayleigh-product MIMO channels with residual transceiver hardware impairments, is provided by the following theorem:

**Theorem 3:** The per receive antenna ergodic capacity of Rayleigh-product MIMO channels for optimal receivers in the presence of additive transceiver impairments, when the number of transmit and receive antennas \((M \text{ and } N)\) as well as the number of scatterers \(K\) tend to infinity with given ratios \(\beta\) and \(\gamma\), is given by

\[
\tilde{C}_{i}^{\text{opt}}(\rho, \beta, \gamma, \delta_{t}, \delta_{r}) \to \gamma \int_{0}^{\infty} \log_{2}\left(1 + f_{i}Kx\right) f_{\tilde{S}}(x) \, dx,
\]

where \(\tilde{C}_{i}^{\text{opt}} = C_{i}^{\text{opt}}/N\) is the per receive antenna ergodic capacity, while the a.e.p.d.f. of \(\frac{1}{K}f_{\tilde{S}}\) is obtained by finding the imaginary part of its Stieltjes transform \(S\) for real arguments.

**Proof:** See Appendix [H] (Note: Appendices are not included in the transcription.)

In order to validate our asymptotic analysis of the ergodic capacity of optimal linear receivers presented in Subsection IV.A, we plot the a.e.p.d.f. of \(K\) in Fig. 8, where the histogram represents the p.d.f. of the matrix \(K\) calculated numerically based on MC simulations. Furthermore, the solid line depicts the a.e.p.d.f. obtained by solving the polynomial \((78)\) of the Stieltjes transform of the corresponding a.e.p.d.f., and then applying Lemma 3. A perfect agreement between the results obtained from theoretical analysis and MC simulations has been obtained, as reflected in Fig. 8.

In Fig. 9 we plot the theoretical and simulated per-antenna ergodic capacities versus \(\rho\) considering \(K = 100, M = 300, N = 200\). Both the cases with and without impairments are presented. From the figure, it can be observed that the per-antenna capacity increases with the increase in the value of \(\rho\) in the absence of impairments, i.e., \(\delta_{t} = \delta_{r} = 0\). However, as in the finite case, the per-antenna capacity tends to saturate after a certain value of \(\rho\) in the presence of impairments.

Fig. 10 depicts the per-antenna capacity versus \(\beta\) and \(\gamma\) by considering parameters \((K = 10, \rho = 20 \text{ dB}, \delta_{t} = 0.15, \delta_{r} = 0.15)\). It can be noted that the per-antenna capacity increases with the increase in the value of \(\gamma = \frac{N}{K}\) but decreases with the value of \(\beta = \frac{M}{K}\) over the considered range. Another important observation is that the rate of capacity variation with respect to \(\beta\) is much steeper than the capacity variation with \(\gamma\).
with optimal receivers first increases with the SNR and then gets saturated after a certain value of the SNR. The same behavior of the ergodic capacity was observed with the increase in the number of scatterers. Furthermore, it was demonstrated that the ergodic capacity decreases with the severity of transmit-side and receive-side impairments in the considered Rayleigh-Product MIMO system.

In our future work, we plan to extend our analysis for the case of multiplicative transceiver impairments.

VI. CONCLUSIONS

In this paper, we provided an exact characterization of the performance of double Rayleigh MIMO channels in the presence of residual transceiver hardware impairments. In particular, it was noted that the per-antenna ergodic capacity with optimal receivers first increases with the SNR and then gets saturated after a certain value of the SNR. The same behavior of the ergodic capacity was observed with the increase in the number of scatterers. Furthermore, it was demonstrated that the ergodic capacity decreases with the increase in the severity of the impairments. Also, it was observed that the effect of severity of transmit-side and receive-side impairments in the considered Rayleigh-Product MIMO system depends on the operating SNR region as well as the finite or asymptotic regimes of the considered system dimensions. Similar observations hold for the achievable sum-rate with MMSE receivers. Notably, the minimum transmit energy per information bit for optimal and MMSE receivers is independent on the additive impairments. Moreover, we demonstrated the behavior of double Rayleigh MIMO channels for optimal receivers, when the number of antennas and scatterers is large. In our future work, we plan to extend our analysis for the case of multiplicative transceiver impairments.

APPENDIX A

USEFUL LEMMAS

Herein, given the eigenvalue probability distribution function $f_X(x)$ of a matrix $X$, we provide useful definitions and lemmas that are considered during our analysis. In the following definitions, $\delta$ is a nonnegative real number.

Definition 1 (η-transform [48] Definition 2.11): The η-transform of a positive semidefinite matrix $X$ is defined as

$$\eta_X(\delta) = \int_0^\infty \frac{1}{1 + \delta x} f_X(x) dx.$$  \hspace{1cm} (44)

Definition 2: [Σ-transform [48] Definition 2.15]: The Σ-transform of a positive semidefinite matrix $X$ is defined as

$$\Sigma_X(x) = -\frac{x+1}{x} \eta_X^{-1}(x+1).$$  \hspace{1cm} (45)

Lemma 1 ([48] Eqs. 2.87, 2.88): Given a Gaussian $K \times M$ channel matrix $H \sim CN(0, I)$, the S-transform of the matrix $H^*H$ is expressed as

$$\Sigma_{H^*H}(x, \beta) = \frac{1}{1 + \beta x}.$$  \hspace{1cm} (46)

while the S-transform of the matrix $\frac{1}{\eta}HH^*$ is obtained as

$$\Sigma_{\frac{1}{\eta}HH^*}(x, \beta) = \frac{1}{\beta + x}.$$  \hspace{1cm} (47)

Lemma 2 ([48] Eq. 2.48): The Stieltjes-transform of a positive semidefinite matrix $X$ can be derived by its η-transform according to

$$S_X(x) = -\frac{\eta_X(-1/x)}{x}.$$  \hspace{1cm} (48)

Lemma 3 ([48] Eq. 2.45): The asymptotic eigenvalue probability density function (a.e.p.d.f.) of $X$ is obtained by the imaginary part of the Stieltjes transform $S$ for real arguments as

$$f^\infty_X(x) = \lim_{y \to 0^+} \frac{1}{\pi} \Im \left\{ S_X(x + iy) \right\}.$$  \hspace{1cm} (49)

APPENDIX B

PROOF OF THEOREM 1

Proof: First, we denote

$$W = \frac{1}{K} \begin{cases} H_1^*H_1^*H_1H_2 & \text{if } s = M \\ H_1^*H_2^*H_2H_2 & \text{if } s = K \\ H_1^*H_2^*H_2H_1^* & \text{if } s = N, \end{cases}$$  \hspace{1cm} (50)

where $H_1, H_2$ are given by (2). We employ Corollary 2 in [49] providing the PDF of an unordered eigenvalue $p(\lambda)$ of the matrix $H_1^*H_1^*H_1H_2$, in order to write (12) in terms of the eigenvalues of $W$. Especially, $p(\lambda)$ is read as

$$p(\lambda) = 2K \sum_{i=1}^{s} \sum_{j=1}^{s} \lambda^{i+j+2s-2} \frac{K_{t-p+i-1}(2\sqrt{\lambda})G_{i,j}}{s^\Gamma(p-s-j)},$$  \hspace{1cm} (51)

where $K$ is given by (16), and $K_v(x)$ is the modified Bessel function of the second kind [38 eq. 8.432.1]. Hence, we have from (12)

$$C^{\text{opt}}(\rho,M_N,K,\delta_t,\delta_r) = s \int_0^\infty \log_2 \left( 1 + \frac{\rho M \lambda}{K \delta_T^2 + \rho M \rho_T^2 + 1} \right) p(\lambda) d\lambda$$  \hspace{1cm} (52)

$$= s \int_0^\infty \log_2 \left( 1 + \delta_T^2 \frac{\rho M \lambda}{K M} + \rho M \rho_T^2 + 1 \right) p(\lambda) d\lambda - s \int_0^\infty \log_2 \left( \frac{\rho M \lambda}{K M} \delta_T^2 + \rho M \rho_T^2 + 1 \right) p(\lambda) d\lambda.$$  \hspace{1cm} (53)

Substitution of (51) into (53) and making use of [38 eq. 7.821.3] after expressing the logarithm in terms of a Meijer G-function according to $\ln(1 + x) = G_{2,2}^{1,1}(ax | 1,0,0) [50] \text{eq. 8.4.6.5}$ concludes the proof.

Fig. 10. Asymptotic per-antenna ergodic capacity versus $\beta$ and $\gamma$ for optimal receivers ($K = 10$, $\rho = 20$ dB, $\delta_t = 0.15$, $\delta_r = 0.15$).
APPENDIX C

PROOF OF PROPOSITION 2

First, we write (12) as

\[
C_{\text{opt}}(\rho, M, N, K, \delta_t, \delta_e) = \mathbb{E} \left[ \log_2 \det \left( \Phi + \frac{\rho}{M} W \right) - \log_2 \det (\Phi) \right]
\]

\[
= \mathbb{E} \left[ \log_2 \det \left( 1 + \delta_t^2 + \rho^2/2 \right) \right] - \mathbb{E} \left[ \log_2 \det (\Phi) \right]
\]

\[
= \mathbb{E} \left[ \log_2 \det \left( 1 + \delta_t^2 + \rho^2/2 \right) \right] - \mathbb{E} \left[ \log_2 \det (\Phi) \right]
\]

(54)

Note that in (54) we have considered that \( W \), given by (50), has \( s \) non-zero eigenvalues. Applying to (53) the definition of the high-SNR slope, provided by (19), we obtain

\[
S_{\text{opt}}^\rho = 0.
\]

(56)

The high-SNR offset, defined by (20), can be derived by appropriate substitution of (53). As a result, \( \mathcal{L}_{\infty} \) reads as

\[
\mathcal{L}_{\infty} = \mathbb{E} \left[ \log_2 \det \left( 1 + \delta_t^2 + \rho^2/2 \right) \right].
\]

(57)

APPENDIX D

PROOF OF PROPOSITION 3

In order to obtain \( \frac{E}{N_{\text{min}}} \) and \( S_0 \), we need to derive the first and second derivatives of the ergodic capacity. The two following useful lemmas generalize [44] Eqs. 210 and 211, when \( A \) depends on \( \rho \), and \( f (\rho) \) does not equal just to \( \rho \), but it is a general function regarding this variable.

Lemma 4:

\[
\frac{\partial}{\partial \rho} \log \det (I + f(\rho) A(\rho)) |_{\rho=0} = \text{tr} \left( (I + f(0) A(0))^{-1} \left( \frac{d}{d\rho} f(\rho) A(\rho) + f(\rho) A'(\rho) \right) \right).
\]

(58)

Proof: First, we obtain the derivative of the first part of (58) with respect to \( \rho \) as

\[
\frac{\partial}{\partial \rho} \log \det G(\rho) = \frac{\partial}{\partial \rho} \log \det G(\rho) = \frac{\partial}{\partial \rho} \text{tr} \left( G^{-1}(\rho) \frac{\partial G(\rho)}{\partial \rho} \right)
\]

(59)

where we have denoted \( G(\rho) = I + f(\rho) A(\rho) \), and we have applied [51] Eq. 46. Note that

\[
\frac{\partial G(\rho)}{\partial \rho} = f'(\rho) A(\rho) + f(\rho) A'(\rho).
\]

(60)

By substituting (61) into (60), and letting \( \rho = 0 \), we lead to (58).

Lemma 5:

\[
\frac{\partial^2}{\partial \rho^2} \log \det G(0) = \text{tr} \left( G^{-1}(0) \left( \frac{\partial^2 G(0)}{\partial \rho^2} - \left( \frac{\partial G(0)}{\partial \rho} \right)^2 \right) \right).
\]

(62)

where \( G'(0) \) and \( G''(0) \) are obtained by setting \( \rho = 0 \) to (61) and (64), respectively.

**Proof:** Obtaining the second derivative of \( \log \det G(\rho) \) by (59), we have

\[
\frac{\partial^2}{\partial \rho^2} \log \det G(\rho) = \text{tr} \left( G^{-1}(\rho) \left( \frac{\partial^2 G(\rho)}{\partial \rho^2} - \left( \frac{\partial G(\rho)}{\partial \rho} \right)^2 \right) \right).
\]

(63)

where we have used [51] Eq. 48. The first derivative of \( G \) is given by (61), while the second derivative is obtained after following a similar procedure to Lemma 4 as

\[
\frac{\partial^2}{\partial \rho^2} G(\rho) = f''(\rho) A(\rho) + 2f'(\rho) A'(\rho) + f(\rho) A''(\rho).
\]

(64)

Appropriate substitutions of (62) and (61) into (63) and simple algebraic manipulations provide the desired result after setting \( \rho = 0 \).

Herein, having denoted \( C_{\text{opt}}(\rho, M, N, K, \delta_t, \delta_e) \) as in (53), we can write for \( i = 1, 2 \) that

\[
C_i(\rho, M, N, K, \delta_t, \delta_e) = \mathbb{E} \left[ \log_2 \det (f_i(\rho) F + I_N) \right].
\]

(65)

We assume that \( F \) plays the role of \( A \) in Lemmas 4 and 5 while \( f_1(\rho) = \frac{\delta_t^2}{\delta_t^2 + 1} \) and \( f_2(\rho) = \frac{\delta_e^2}{\delta_e^2 + 1} \). When \( \rho \rightarrow 0 \), we find that \( f_1(0) = f_2(0) = 0 \), while its first and second derivatives at \( \rho = 0 \) equal to \( f_1'(0) = \frac{\delta_t^2}{\delta_t^2 + 1} \), \( f_2'(0) = \frac{\delta_e^2}{\delta_e^2 + 1} \), and \( f_1''(0) = \frac{-2\delta_t^2\delta_e^2}{(\delta_t^2 + 1)(\delta_e^2 + 1)} \), \( f_2''(0) = \frac{-2\delta_t^2\delta_e^2}{(\delta_t^2 + 1)(\delta_e^2 + 1)} \). Thus, using the fact that \( G_i(\rho) = I + f_i(\rho) F(\rho) \), we have \( G_1(0) = I_N \). By taking the first derivative of (53), and applying Lemma 5, we have

\[
\hat{C}_{\text{opt}}(0) = \frac{1}{\ln 2} \frac{\partial}{\partial \rho} \mathbb{E} \left[ \log \det (f(\rho) F + I_N) \right] |_{\rho = 0}
\]

\[
= \frac{1}{\ln 2} \frac{\partial}{\partial \rho} \mathbb{E} \left[ \text{tr} F \right] = \frac{N}{\ln 2},
\]

(66)

since \( \mathbb{E} \left[ \text{tr} F \right] = KMN \). Similarly, the second derivative of \( C_{\text{opt}} \) at \( \rho = 0 \) can be written by means of Lemma 5 as

\[
\hat{C}'_{\text{opt}}(0) = \frac{1}{\ln 2} \frac{\partial^2}{\partial \rho^2} \mathbb{E} \left[ \log \det (f(\rho) F + I_N) \right] |_{\rho = 0}
\]

\[
= \frac{1}{\ln 2} \mathbb{E} \left[ \text{tr} F^2 \right] = \frac{1}{\ln 2} \mathbb{E} \left[ \text{tr} F^2 \right] = \frac{1}{\ln 2} \frac{1}{KM \ln 2}
\]

(67)

where \( \mathbb{E} \left[ \text{tr} F^2 \right] = M^2 K N (M + N) + M K N (N K + 1) \) by taking advantage of [52] Theorem 7. Appropriate substitutions and algebraic manipulations of (66) and (67), enable us to obtain first \( \frac{E}{N_{\text{min}}} \) by means of (25), and in turn, \( S_0 \) by means of (26).

APPENDIX E

PROOF OF THEOREM 2

We pursue a standard procedure as in [14], [45]. In particular, first, we consider the following property allowing to express the \( i \)-th diagonal element of an inverse matrix \( Z^{-1} \) with
regards to the determinant of the matrix and its \((i, i)\)th minor \(Z_{ii}^{\text{ii}}\). Specifically, we have

\[
[Z^{-1}]_{ii} = \frac{\det Z_{ii}^{\text{ii}}}{\det Z}.
\]

Inserting (31) into (32), and taking into account this property, we obtain

\[
C_{\text{MMSE}}(\rho, M, N, K, \delta, \varepsilon) = ME\left[\log_2 \det \left(I_M + \frac{\rho}{KM} H^H_2 H_1^H H_1^{-1} H_2 \right) \right] - \sum_{i=1}^{M} ME\left[\log_2 \det \left(I_{M-1} + \frac{\rho}{KM} (H_1^H H_1^{-1} H_2)^{\text{ii}} \right) \right].
\]

The proof is concluded by means of some algebraic manipulations, and by noting that

\[
(H_2^H H_1^H H_1^{-1} H_2)^{\text{ii}} = H_2^H H_1^H H_1^{-1} H_2_{2i},
\]

where \(H_{2i}\) is the matrix \(H_2\) after removing its \(i\)th column.

**APPENDIX F**

**PROOF OF PROPOSITION 4**

Starting from Proposition 2 and following a similar procedure to its proof, we obtain the desired results after several simple algebraic manipulations and by the property of the expansion of a determinant to its minors.

**APPENDIX G**

**PROOF OF PROPOSITION 5**

Similar to the proof of Proposition 3, the derivation of \(E_{\text{MMSE}}^\rho\) and \(S_0^\rho\) imposes first the calculation of the first and second derivatives of \(C_{\text{MMSE}}(\rho, M, N, K, \delta, \varepsilon)\) at \(\rho = 0\). Taking the first derivative of (35) and using the property in (70), we have

\[
\dot{C}_{\text{MMSE}}(\rho, M, N, K, \delta, \varepsilon) = \frac{N}{(1 + \delta^2)} \ln 2.
\]

As far as the second derivative of \(C_{\text{MMSE}}(\rho, M, N, K, \delta, \varepsilon)\), we use the same methodology and after several algebraic manipulations, we obtain \(C_{\text{MMSE}}(\rho, M, N, K, \delta, \varepsilon)\) as

\[
\ddot{C}_{\text{MMSE}}(\rho, M, N, K, \delta, \varepsilon) = -\frac{N}{(1 + \delta^2)} \times \left[ \frac{(2M - 1) (N + K) + K N + 1}{KM} + 2K M \delta^2 \right].
\]

After appropriate substitutions, the proof is concluded.

**APPENDIX H**

**PROOF OF THEOREM 3**

According to the principles of free probability, the a.e.p.d.f. of \(K/K\) can be obtained by means of Lemma 2 that includes its Stieltjes transform \(S_{K/K}\). Hence, our interest is focused on the derivation of the Stieltjes transform of \(K/K\). Looking carefully at Lemma 2, we observe that \(S_{K/K}\) can be obtained by means of its \(\eta\)-transform. Especially, we are going to show how to acquire the inverse \(\eta\)-transform of \(K/K\). Thus, we obtain the inverse of \(\eta_{K/K}(x)\) by means of this lemma as

\[
x^2 \eta_{K/K}^{-1}(x) = x^2 \eta_{K/K}^{-1}(x) + 1 = 0.
\]

In particular, the following proposition provides \(\eta_{K/K}(x)\).

**Proposition 6:** The inverse \(\eta\)-transform of \(K/K\) is given by

\[
\eta_{K/K}(x) = -\frac{x - 1}{x (\beta + x - 1) (\gamma (x - 1) + 1)}.
\]

**Proof:** Applying the \(S\)-transform to (40) and the free convolution, we obtain \(\eta_{K/K}(x)\) as

\[
\Sigma_{K/K} = \Sigma_{N_2/K} \Sigma_{M/K} \iff \left( \frac{x}{\beta + x - 1} \right) \eta_{K/K}(x) = \frac{1}{\beta + x - 1},
\]

where in (75), we have applied Definition 2 and Lemmas 1 and 2. Basically, \(\Sigma_{N_2/K}\) and \(\Sigma_{N_1/K}\) are given by (46) and (47) as

\[
\Sigma_{N_2/K}(x) = \frac{1}{\gamma x + 1}
\]

and

\[
\Sigma_{N_1/K}(x) = \frac{1}{\beta + x}.
\]

In addition, in (75), we have taken into account the asymptotic freeness between the deterministic matrix with bounded eigenvalues \(N_2\) and the unitarily invariant matrix \(N_1\). Setting \(y = x + 1\), i.e., making a change of variables, we obtain (74).

Proposition 6 and (74) result after some tedious algebraic manipulations to the following cubic polynomial

\[
x^2 \gamma S_{K/K} - (\beta \gamma - 2 \gamma + 1) x S_{K/K} \gamma - (\beta \gamma - \beta - \gamma + x + 1) S_{K/K} - 1 = 0,
\]

which provides \(S_{K/K}\), and thus, \(f_{\delta/K}^\infty(x)\) by means of (49). This step concludes the proof.
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