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ABSTRACT. We identify a class of affine hyperplane arrangements that we call cyclotomic discriminantal arrangements. We establish correspondences between the flag and Aomoto complexes of such arrangements and chain complexes for nilpotent subalgebras of Kac-Moody type Lie algebras with diagram automorphisms. As part of this construction, we find that flag complexes naturally give rise to a certain cocycle on the fixed-point subalgebras of such diagram automorphisms.

As a byproduct, we show that the Bethe vectors of cyclotomic Gaudin models associated to diagram automorphisms are nonzero. We also obtain the Poincare polynomial for the cyclotomic discriminantal arrangements.
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1. INTRODUCTION AND OVERVIEW

It is known that the theory of Knizhnik-Zamolodchikov (KZ) equations and Gaudin models is closely related with the theory of arrangements of hyperplanes. For example, KZ equations were solved in multidimensional hypergeometric integrals associated with a family of discriminantal arrangements [SV91]; the Kohno-Drinfeld theorem [Ko87, Dr90a, Dr90b], describing the monodromy of KZ equations in terms of quantum groups, was given a geometric proof in [Var95], where the homology groups of the complements to the discriminantal arrangements were described in terms of quantum groups; the Bethe vectors in the Gaudin models were constructed in terms of the combinatorics of discriminantal arrangements and were labeled by critical points of master functions associated with these arrangements [BF94, RV95, SV91].

The foundations for these relations were laid in [SV91]. In that paper, discriminantal arrangements of hyperplanes were defined, and the geometric objects of those arrangements were related to homology of nilpotent subalgebras of Kac-Moody type Lie bialgebras.

Recently, hierarchies of cyclotomic Gaudin Hamiltonians were introduced in [VY14a]; see also [Skr06, CY07, Skr13, VY14b]. We expect that the cyclotomic Gaudin models will also have close relations with the theory of arrangements of hyperplanes. In this paper we take the first step in this
direction. We identify a new class of arrangements of hyperplanes that we call *cyclotomic discriminantal arrangements*, and establish correspondences between the flag and Aomoto complexes of such arrangements and chain complexes for nilpotent subalgebras of Kac-Moody type Lie algebras *with diagram automorphisms*. Let us describe our results in detail.

1.1. **Cyclotomic discriminantal arrangements.** Let $\omega \in \mathbb{C}^\times$ be a primitive root of unity of order $T \in \mathbb{Z}_{>1}$. Fix coordinates $t_1, \ldots, t_m$ on $\mathbb{C}^m$ and let $\mathcal{C}_{0,N;m}$ denote the arrangement (i.e. collection of affine hyperplanes) in $\mathbb{C}^m$ consisting of:

\[
\begin{align*}
  kH_{i,j} : t_i - \omega^k t_j &= 0, \quad 1 \leq i < j \leq m, \quad k \in \mathbb{Z}_T, \\
  kH^j_i : t_i - \omega^k z_j &= 0, \quad 1 \leq i \leq m, \quad 1 \leq j \leq N, \quad k \in \mathbb{Z}_T, \\
  H^0_i : t_i &= 0, \quad 1 \leq i \leq m,
\end{align*}
\]

where $z_1, \ldots, z_N \in \mathbb{C}^\times$ are $N \in \mathbb{Z}_{>0}$ nonzero points whose orbits under the action of the cyclic group $\omega^Z \cong \mathbb{Z}_T := \mathbb{Z}/TZ$ are pairwise disjoint. In the special case $T = 1$ such hyperplane arrangements are called discriminantal arrangements. We shall call $\mathcal{C}_{0,N;m}$ a cyclotomic discriminantal arrangement.

Given any hyperplane arrangement $\mathcal{C}$ in $\mathbb{C}^m$, one has the *Orlik-Solomon algebra* $\mathcal{O}^\bullet(\mathcal{C}) = \bigoplus_{p=0}^m \mathcal{O}^p(\mathcal{C})$: it can be defined as the $\mathbb{C}$-algebra of differential forms generated by 1 and the one-forms $d \log l_H = dl_H/l_H$, where, for each hyperplane $H \in \mathcal{C}$, $l_H = 0$ is an affine equation for $H$. One has also the *flag space* $\mathcal{F}^p(\mathcal{C})$, for $p = 0, 1, \ldots, m$. It is a certain quotient of the $\mathbb{C}$-span of all those flags $L^0 \supset \cdots \supset L^p$ in which each $L^i$ is an edge (i.e. non-empty intersection of hyperplanes) of $\mathcal{C}$ of codimension $i$. There are canonical isomorphisms $\mathcal{F}^p(\mathcal{C})^* \cong \mathcal{O}^p(\mathcal{C})$ for each $p$. (See § 2.)

The Poincare polynomial which encodes the dimensions of the flag spaces/Orlik-Solomon spaces for the cyclotomic discriminantal arrangement $\mathcal{C}_{0,N;m}$ is given by

\[
P(x) := \sum_{p=0}^m x^p \dim(\mathcal{O}^p(\mathcal{C}_{0,N;m})) = \prod_{p=0}^{m-1} \left(1 + (1 + (p + N)T)x\right).
\]

See Theorem 9.5. When $N = 0$ one recovers the arrangement of a complex reflection group, whose Poincare polynomial is known from [OS80, § 4].

There is a canonical differential $d : \mathcal{F}^p(\mathcal{C}) \to \mathcal{F}^{p+1}(\mathcal{C})$, given by extending flags in all possible ways. This gives the flag complex, $(\mathcal{F}^\bullet(\mathcal{C}), d)$. Our first result gives an algebraic description of the flag complex $(\mathcal{O}^\bullet(\mathcal{C}_{0,N;m}), d)$ of the cyclotomic discriminantal arrangement. Let $\mathfrak{a}$ denote the free Lie algebra in generators $k^i f_i$, $i = 1, \ldots, m, k \in \mathbb{Z}_T$, and let $\bar{\mathfrak{a}}$ denote the fixed-point subalgebra under the automorphism $\mathfrak{a} \to \mathfrak{a}$ defined by $k^i f_i \mapsto (k + 1)_{\text{mod } T} f_i$. For any $\bar{\mathfrak{a}}$-module $M$ we have the standard chain complex $(\mathcal{C}_\bullet(\bar{\mathfrak{a}}, M), d)$ whose spaces are $C_p(\bar{\mathfrak{a}}, M) := \wedge^p \bar{\mathfrak{a}} \otimes M$. Consider taking $M$ to be the module

\[
\mathcal{M}_{0,N} := U(\bar{\mathfrak{a}}) \otimes U(\mathfrak{a})^{\otimes N},
\]

where the universal envelopes $U(\bar{\mathfrak{a}})$ and $U(\mathfrak{a})$ are regarded as left modules over $\bar{\mathfrak{a}}$. Let $(\wedge^p \bar{\mathfrak{a}} \otimes \mathcal{M}_{0,N})_{[1:m]}$ denote the subspace spanned by terms in which each $^i f_i$ appears exactly once, for $i = 1, \ldots, m$. We show the following; see Theorem 4.2.

**Theorem 1.1.** There are linear isomorphisms

\[
\psi_p : \left(\wedge^p \bar{\mathfrak{a}} \otimes \mathcal{M}_{0,N}\right)_{[1:m]} \to \mathcal{F}^{m-p}(\mathcal{C}_{0,N;m}), \quad 0 \leq p \leq m,
\]

and they define an isomorphism of complexes

\[
\psi_\bullet : (\mathcal{C}_\bullet(\bar{\mathfrak{a}}, \mathcal{M}_{0,N})_{[1:m]}, d) \to (\mathcal{F}^{\bullet-\bullet}(\mathcal{C}_{0,N;m}), d).
\]

The way these isomorphisms work is best understood by inspecting Example 4.3.
(To prove the dimension formulas above, we construct dual bases of \( \mathcal{F}^p(C_{0,N;m}) \) and \( \mathcal{A}^p(C_{0,N;m}) \). Pulling back, we get bases of \( (\wedge^p \bar{\mathfrak{a}} \otimes M_{0,N})_{1[m]} \), and in particular of \( U(\bar{\mathfrak{a}})_{1[m]} \). These bases are labelled by “decorated” Lyndon words. See §9.2.)

1.2. Symmetrization of flags. Now let \( \mathfrak{n} \) be the free Lie algebra over \( \mathbb{C} \) in generators \( F_i, \ i = 1, \ldots, R \) for some \( R \in \mathbb{Z}_{\geq 1} \). For any permutation \( \sigma \in \Sigma_R \) there is an automorphism \( \sigma : \mathfrak{n} \rightarrow \mathfrak{n} \) defined by \( \sigma(F_i) = F_{\sigma(i)} \). Let \( \mathfrak{n}^\sigma \subset \mathfrak{n} \) denote the fixed-point subalgebra. We have the \( \mathfrak{n}^\sigma \)-module

\[
M_{0,N} := U(\mathfrak{n}^\sigma) \otimes U(\mathfrak{n})^{\otimes N}.
\]

There is a “weight” gradation of the spaces \( \wedge^p \mathfrak{n}^\sigma \otimes M_{0,N} \) of the chain complex \( (C_*(\mathfrak{n}^\sigma, M_{0,N}), d) \), given by counting the number of \( F_i \) from each \( \sigma \)-orbit. Fix any weight \( \lambda = (\lambda_1, \ldots, \lambda_r) \in \mathbb{Z}_r^+ \), where \( r \) is the number of orbits. Let \( m = \lambda_1 + \cdots + \lambda_r \) and let \( T \) be the order of \( \sigma \). We construct a linear “cyclo-
tomic symmetrization” map, \( \mathfrak{s} : (\wedge^p \mathfrak{n}^\sigma \otimes M_{0,N})_\lambda \rightarrow (\wedge^p \bar{\mathfrak{a}} \otimes M_{0,N})_{1[m]} \).

(Example 6.3 illustrates how this map works.) Combining this with the theorem above we get an identification between vectors in \( (\wedge^p \mathfrak{n}^\sigma \otimes M_{0,N})_\lambda \) and certain “cyclo-
tomically symmetrized” linear combinations of flags in the flag space \( \mathcal{F}^{m-p}(C_{0,N;m}) \) of the cyclo-
tomic discriminantal arrangement. More precisely, there is a finite group \( \Sigma \mathbb{Z}_\Lambda \) – a certain semi-direct product of symmetric and cyclic groups – depending on the weight \( \lambda \) and also the automorphism \( \sigma \). It acts naturally on the flag spaces, and among the isotypical components for its action is one we label \( \mathcal{F}^{m-p}(C_{0,N;m})^{\Sigma \mathbb{Z}_\Lambda} \). We establish the following in Theorem 6.7.

**Theorem 1.2.** There are linear isomorphisms

\[
(\psi_p \circ \mathfrak{s}) : \left( \bigwedge^p \mathfrak{n}^\sigma \otimes M_{0,N} \right)_\lambda \rightarrow \mathcal{F}^{m-p}(C_{0,N;m})^{\Sigma \mathbb{Z}_\Lambda}, \quad p = 0, 1, \ldots, m.
\]

They define an isomorphism of complexes

\[
(\psi_{m-p} \circ \mathfrak{s}) : C_*(\mathfrak{n}^\sigma, M_{0,N})_\lambda \rightarrow \mathcal{F}^{m-p}(C_{0,N;m})^{\Sigma \mathbb{Z}_\Lambda}.
\]

1.3. Main result: Shapovalov and geometric forms. Let \( R \in \mathbb{Z}_{\geq 0} \). Suppose we fix the following data:

1. A finite-dimensional complex vector space \( \mathfrak{h} \);
2. A non-degenerate symmetric bilinear form \( \langle \cdot, \cdot \rangle : \mathfrak{h} \times \mathfrak{h} \rightarrow \mathbb{C} \);
3. A collection \( \alpha_1, \ldots, \alpha_R \in \mathfrak{h}^* \) of linearly independent elements, called the simple roots.

This defines a symmetric \( R \times R \) matrix \( B = ((\alpha_i, \alpha_j))_{i,j \in \{1, \ldots, R\}} \).

To the data (1–3) is associated a Lie algebra \( \mathfrak{g} = \mathfrak{g}(B) \), which is roughly-speaking a “Kac-Moody algebra without Serre relations”. See §7. One has \( \mathfrak{g} = \mathfrak{n} \oplus \mathfrak{h} \oplus \mathfrak{n}_+ \), and \( \mathfrak{g} \) is generated by \( \mathfrak{h} \) together with generators \( E_i \in \mathfrak{n}_+ \) and \( F_i \in \mathfrak{n}, \ i = 1, \ldots, R \). Now we suppose we have, in addition to (1–3), we have an automorphism

4. a diagram automorphism of \( \mathfrak{g} \);

namely, an automorphism \( \sigma : \mathfrak{g} \rightarrow \mathfrak{g} \) such that \( \sigma(E_i) = E_{\sigma(i)} \) and \( \sigma(F_i) = F_{\sigma(i)} \), where \( \sigma \in \Sigma_R \) is a permutation such that \( (\alpha_i, \alpha_j) = (\alpha_{\sigma(i)}, \alpha_{\sigma(j)}) \) for each \( i, j \).

Specifying such an automorphism is eq

Let us also fix weights \( \Lambda_0 \in (\mathfrak{h}^*)^+ \) and \( \Lambda_1, \ldots, \Lambda_N \in \mathfrak{h}^* \) and let \( M(\mathcal{A}) \) denote the tensor product of Verma modules with these highest weights:

\[
M(\mathcal{A}) := M^\sigma(\Lambda_0) \otimes \bigotimes_{i=1}^N M(\Lambda_i),
\]

the first factor over \( \mathfrak{g}^\sigma \), the rest over \( \mathfrak{g} \). As \( \mathfrak{n}^\sigma \)-modules, \( M(\mathcal{A}) \cong M_{0,N} \). So we are in the setting of Theorem 1.2.

\footnote{Cf. [Enr08, Bro12] where the automorphism is inner, i.e. fixes \( \mathfrak{h} \) pointwise.}
Now, the Cartan and weight data, \textit{i.e.,} the numbers

\begin{align}
((\alpha_i, \alpha_j))_{i,j \in \{1, \ldots, R\}} & \quad \text{and} \\
((\alpha_i, \Lambda_j))_{i \in \{1, \ldots, R\}, j \in \{0, 1, \ldots, N\}} & \quad \text{(1.1)}
\end{align}

define a bilinear form, the \textit{Shapovalov form} \(S\), on the spaces \(\bigwedge^p n^\sigma \otimes M(\Lambda)\); see §7. This form respects the weight decomposition, so it can be regarded as a linear map

\[ S^p : \left( \bigwedge^p n^\sigma \otimes M(\Lambda) \right)_\lambda \to \left( \bigwedge^p n^\sigma \otimes M(\Lambda) \right)_\lambda^* \]

sending each weight subspace to its dual.

On the other hand, the numbers (1.1) also naturally define a \textit{weighting} of the cyclotomic discriminantal arrangement \(\mathcal{C}_{0,N;m}\); that is, an assignment to every hyperplane of a number, its weight. For example the weights of the hyperplanes with equations \(t_i - \omega^kt_j = 0\) are given by the numbers \((\alpha_i, \sigma^k \alpha_j)\); see (7.7) and (7.20) for precise details. The weighting of the arrangement defines a bilinear form on the flag spaces, which we will call the \textit{geometric form}, \(G\); see §2. It can be regarded as a linear map

\[ G^{m-p} : \mathcal{F}^{m-p}(\mathcal{C}_{0,N;m}) \to \mathcal{F}^{m-p}(\mathcal{C}_{0,N;m}) \]

from each flag space to its dual.

One of the main results of [SV91] was that, in the non-cyclotomic case (\(\sigma = \text{id}, \omega = 1, \ T = 1\)) the Shapovalov form \(S\) essentially coincides with the pull-back \((\psi \circ \mathbf{s})^*(G)\) of the geometric form by the isomorphisms of Theorem 1.2. This statement does \textit{not} hold in the cyclotomic setting in general (though it does turn out to hold in some important special cases related to finite-dimensional semisimple Lie algebras, as we discuss in §1.5). However, we do have the following natural generalization, which is the main result of the present paper.

\textbf{Theorem 1.3.} \textit{There exists a central extension} \(\hat{\mathfrak{g}}^\sigma\) \textit{of the fixed-point subalgebra} \(\mathfrak{g}^\sigma\), \textit{by a one-dimensional centre} \(Ck\), \textit{such that if we let}

\[ M^\sigma(\Lambda_0) := U(\hat{\mathfrak{g}}^\sigma) \otimes U(n^\sigma \oplus n^\sigma) \oplus Ck \ Cv_0 \]

\textit{be the Verma module over this central extension} \(\hat{\mathfrak{g}}^\sigma\) \textit{(with} \(kv_0 := v_0\)) \textit{then the Shapovalov form agrees with the pull-pack of the geometric form. More precisely, then the following diagram commutes for each} \(p\):}

\[ \begin{array}{ccc}
C_p(n^\sigma, M(\Lambda))_\lambda & \xrightarrow{S^p} & C_p(n^\sigma, M(\Lambda))_\lambda^* \\
\psi_p \circ \mathbf{s} \sim & & (\pi \circ \psi_p^{-1})^* \sim \\
\mathcal{F}^{m-p}(\mathcal{C}_{0,N;m})^{\Sigma\lambda} & \xrightarrow{(-1)^{m-p}TPG^{m-p}} & \mathcal{F}^{m-p}(\mathcal{C}_{0,N;m})^{\Sigma\lambda},
\end{array} \]

\[ \text{where} \ S^p \ \text{is defined with respect to} \ \hat{\mathfrak{g}}^\sigma. \]

(See Theorem 7.13, and §7.8–7.9 for the definition of \(S^p\). The map \(\pi\) is the inverse of the symmetrization-of-flags map \(\mathbf{s}\), up to a nonzero constant of proportionality; see Lemma 6.4.)

\textbf{1.4. The definition of the extension} \(\hat{\mathfrak{g}}^\sigma\) \textit{and the cocycle} \(\Omega\). \textit{Let us explain the key difference between the usual and cyclotomic discriminantal arrangements which gives rise to this central extension of the fixed-point subalgebra} \(\mathfrak{g}^\sigma\). \textit{It is enough to consider the case} \(p = 0\) \textit{and} \(N = 0\), \textit{in which case the isomorphism of Theorem 1.2 is a map}

\[ M^\sigma(\Lambda_0)_\lambda \sim \mathcal{F}^m(\mathcal{C}_{0;m})^{\Sigma\lambda} \]

\textit{from a weight subspace of the Verma module} \(M^\sigma(\Lambda_0) \cong_{n^\sigma} U(n^\sigma)\) \textit{to the space of (suitably symmetrized) full flags in the arrangement} \(\mathcal{C}_{0;m} \subset \mathcal{C}^m\) \textit{consisting of only the hyperplanes} \(kH_{i,j} : t_i - \omega^kt_j = 0\) \textit{and} \(H_i^0 : t_i = 0\).
Suppose we set $\Lambda_0 = 0$. Then (it is easy to show that) the Shapovalov form vanishes on every weight subspace except the highest weight space $M^\sigma(\Lambda_0) = C\nu_0$. So it is zero whenever $m > 0$.

(Recall $m = \lambda_1 + \cdots + \lambda_r$.)

On the geometric side, setting $\Lambda_0 = 0$ means assigning weight zero to the hyperplanes $H^0_i$. Nonetheless, the geometric form $G$ is not always identically zero. Consider for example $m = 2$ and the full flag

$$F = (C^2 \supset (t_1 = t_2) \supset (t_1 = t_2 = 0)).$$

By definition, §2.6, we have $G(F, F) = \sum_{(H_1, H_2)} a(H_1)a(H_2)$ where the sum is over all unordered pairs of hyperplanes of the arrangement such that $F = (C^2 \supset H_1 \supset H_1 \cap H_2)$ in $F_2(C_{0,2})$, and where $a(H_1)$, $a(H_2)$ are the weights of these hyperplanes. Clearly we must set $H_1 = 0H_1,2$. But then $H_2$ can be any of $H^0_1, H^0_1$, or $kH_2$ for any $k \in \mathbb{Z} \setminus \{0\}$. Thus, when $a(H^0_1) = a(H^0_2) = 0$ we still have

$$G(F, F) = a(0H^0_1,2) \sum_{k \in \mathbb{Z} \setminus \{0\}} a(kH_1,2)$$

which is trivially zero if $T = 1$ (the non-cyclotomic situation) but not zero in general.

This observation suggests (what turns out to be) the correct definition of the central extension $\hat{\mathfrak{g}}^\sigma$. Namely, we define a certain skew-symmetric bilinear map $\Omega : \mathfrak{g}^\sigma \times \mathfrak{g}^\sigma \rightarrow \mathbb{C}$ on the Lie algebra $\mathfrak{g}^\sigma$ in terms of the geometric bilinear form for the flag space $F^m(C_m)$ of full flags for the arrangement consisting of only the hyperplanes $\tau H_{i,j} : t_i - \omega^k t_j = 0$. See §5.6-5.7 and §7.3. We prove that $\Omega$ is in fact a cocycle. It is this cocycle which defines the extension $\hat{\mathfrak{g}}^\sigma$ of $\mathfrak{g}^\sigma$. We go on to show that the “extra” terms in the geometric form always organize themselves in such a way that Theorem 1.3 holds.

1.5. Special cases: finite-type, Kac-Moody, and Borcherds Lie algebras. Let $\overline{\mathfrak{g}} := \mathfrak{g}/\ker S_\mathfrak{g}$ denote the quotient of $\mathfrak{g}$ by the kernel of the (usual) Shapovalov form. When the matrix $B$ is the symmetrization of a symmetrizable generalized Cartan matrix then the quotient $\overline{\mathfrak{g}}$ is the Kac-Moody Lie algebra associated to $B$ [Kac90].

With Theorem 1.3 in hand, we get a number of corollaries.

First, whenever the fixed-point subalgebra $\overline{\mathfrak{g}}^\sigma$ of $\overline{\mathfrak{g}}$ is finite-dimensional and semisimple then the usual Shapovalov and geometric forms do coincide just as in the non-cyclotomic situation. (See Corollary 8.2.) Indeed, our cocycle $\Omega$ defining the central extension $\hat{\mathfrak{g}}^\sigma$ vanishes on $\ker S_\mathfrak{g} \cap \mathfrak{g}^\sigma \subset \mathfrak{g}^\sigma$ (Proposition 7.5). Therefore it defines a central extension of the quotient $\overline{\mathfrak{g}}^\sigma$ too. But recall that finite-dimensional semisimple Lie algebras do not admit non-trivial central extensions, because Whitehead’s lemma states that every cocycle is coboundary. In fact (Proposition 8.1) whenever our cocycle $\Omega$ is coboundary it is actually zero.

Thus, for example, our cocycle $\Omega$ vanishes for all foldings of simply-laced finite-type Dynkin diagrams by diagram automorphisms.

Actually we prove a statement which shows that $\Omega = 0$ whenever $\mathfrak{g}^\sigma$ “is a folding” in a looser sense. Namely, there is always a subalgebra $\mathfrak{g}(B^\sigma) \subset \mathfrak{g}^\sigma$ generated by the projections of the generators $E_i, F_i, \mathfrak{h}$ of $\mathfrak{g}$. We show (Corollary 8.5) that whenever $\mathfrak{g}(B^\sigma) = \mathfrak{g}^\sigma$ then $\Omega = 0$. (One can ask how, in practice, the “extra” terms in the geometric form, as in §1.4, can fail to contribute in such cases. In examples, one finds seemingly rather subtle cancellations coming from the symmetrization of flags.)

The “typical” situation, though, is that the fixed-point subalgebra $\mathfrak{g}^\sigma$ is not even finitely generated, and (therefore) is not a Kac-Moody algebra. However it is always a generalized Kac-Moody or Borcherds algebra [Bor88]: see Remark 8.7. So one can think of our construction as singling out a certain preferred one-dimensional central extension of any Borcherds Lie algebra obtained as a fixed-point subalgebra under a diagram automorphism.
1.6. **Canonical element and weight function.** In §9 we apply Theorem 1.3 to prove results about the **weight function** and Bethe vectors for weighted cyclotomic discriminantal arrangements. Let us describe these objects briefly.

We construct, as mentioned above, a dual pair of bases for the flag spaces \( \mathcal{F}_p(C_{0,N;m}) \) and Orlik-Solomon spaces \( \mathcal{S}_p(C_{0,N;m}) \), \( p = 0, 1, \ldots, m \). In particular we get a dual pair of bases of \( \mathcal{F}_m(C_{0,N;m}) \) and \( \mathcal{S}_m(C_{0,N;m}) \), and hence an expression for the canonical element \( \Theta \in \mathcal{F}_m(C_{0,N;m}) \otimes \mathcal{S}_m(C_{0,N;m}) \). By the isomorphisms of Theorem 1.3 that gives an element of \( \mathcal{F}_m(C_{0,N;m}) \otimes \mathcal{S}_m(C_{0,N;m}) \).

From it, one constructs a rational map \( \Psi : \mathbb{C}^m \rightarrow M(\Lambda) \rightarrow L(\Lambda) \), where \( L(\Lambda) := M(\Lambda) / \ker S^p \cong G(\mathcal{F}_m(C_{0,N;m})^{\Sigma \Lambda}) \), again by Theorem 1.3. This map \( \Psi : \mathbb{C}^m \rightarrow L(\Lambda) \) is the **(cyclotomic) weight function**.

The weighting of the hyperplane arrangement \( C_{0,N;m} \) defines the **master function** \( \Phi \), (9.8). The evaluation of the map \( \Psi \) at any critical point \( p \) of \( \Phi \) is called the **Bethe vector** associated to that critical point. Making use of results from [Var11] we show that the Bethe vectors corresponding to isolated critical points are nonzero, under certain conditions. See Theorem 9.17.

In [VY14a, VY14b] a **cyclotomic Gaudin model** was constructed and solved by Bethe ansatz. Our construction of the canonical element \( \Theta \) here is chosen in such a way that the weight function \( \Psi \) coincides with the weight function \( \psi_T \) of [VY14a]. So Theorem 9.17 establishes that the Bethe vectors of [VY14a] corresponding to isolated solutions of the cyclotomic Bethe equations are nonzero (in the case of diagram automorphisms, and if the conditions of Theorem 9.17 hold).

1.7. **Structure of the paper.** After recalling in §2 some facts from [SV91] about general hyperplane arrangements, in §3 we define the cyclotomic discriminantal arrangements and give their flag relations explicitly. Then §4 and §5 are devoted to the situation “before symmetrization”: that means working with a free Lie algebra in which each orbit, of the automorphism acting on the generators, has the same length, \( T \), and working only in the subspace of weight \((1, \ldots, 1)\). Finally in §6 and §7 we can consider the general situation: in §6 we prove Theorem 1.2 and then in §7 we prove Theorem 1.3. In §8 we prove properties (in particular vanishing properties) of the cocycle \( \Omega \). Finally in §9 we apply the results of the paper to prove results about the weight function of cyclotomic Gaudin models.
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2. Hyperplane Arrangements

We recall some facts about hyperplane arrangements, Orlik-Solomon algebras and flag complexes from [SV91]. Let \( m \) be a positive integer and let \( C \) be a finite collection of affine hyperplanes in \( \mathbb{C}^m \). We call \( C \) an **arrangement** in \( \mathbb{C}^m \).

2.1. **Edges, flags, and the flag complex.** An **edge** of the arrangement \( C \) is a non-empty intersection of its hyperplanes. For \( k = 0, \ldots, m \), let \( \text{Flag}^k(C) \) denote the set of all flags

\[
\mathbb{C}^m = L^0 \supset L^1 \supset \cdots \supset L^k
\]

with each \( L^j \) an edge of \( C \) of codimension \( j \). Let \( \mathcal{F}^k(C, \mathbb{Z}) \) denote the quotient of the free abelian group on \( \text{Flag}^k(C) \) by the following relations. For every flag with a gap

\[
\tilde{F} = (L^0 \supset L^1 \supset L^{i-1} \supset L^{i+1} \supset \cdots \supset L^k), \quad i < k,
\]
we impose
\[ \sum_{F \supset F'} F = 0 \]  
(2.1)
in \( \mathcal{F}^k(C, \mathbb{Z}) \), where the sum is over all flags \( F = (L^0 \supset L^1 \supset \cdots \supset L^k) \in \text{Flag}^k(C) \) such that \( L^j = L^j \)
for all \( j \neq i \).

There is an “extension of flags” differential \( d : \mathcal{F}^k(C, \mathbb{Z}) \to \mathcal{F}^{k+1}(C, \mathbb{Z}) \) defined by
\[
d(L^0 \supset L^1 \supset \cdots \supset L^k) = \sum_{L^{k+1}} (L^0 \supset L^1 \supset \cdots \supset L^k \supset L^{k+1}),
\]
where the sum is over all edges \( L^{k+1} \) of \( C \) of codimension \( k + 1 \) contained in \( L^k \). It follows from (2.1) that \( d^2 = 0 \). Thus we have a complex, the flag complex, \( (\mathcal{F}^*(C, \mathbb{Z}), d) \).

2.2. Orlik-Solomon algebras. Define Abelian groups \( A^k(C, \mathbb{Z}) \), \( k = 0, 1, \ldots, m \) as follows. For \( k = 0 \), set \( A^0(C, \mathbb{Z}) = \mathbb{Z} \). For \( k \geq 1 \), \( A^k(C, \mathbb{Z}) \) is generated by \( k \)-tuples \((H_1, \ldots, H_k)\) of hyperplanes \( H_i \in C \), subject to the relations:
- \((H_1, \ldots, H_k) = 0\) if \( H_1, \ldots, H_k \) are not in general position (i.e. if \( \text{codim} \ H_1 \cap \cdots \cap H_k \neq k \));
- \((H_{\sigma(1)}, \ldots, H_{\sigma(k)}) = (-1)^{|\sigma|}(H_1, \ldots, H_k)\) for every permutation \( \sigma \in \Sigma_k \);
- for any \( k + 1 \) hyperplanes \( H_1, \ldots, H_{k+1} \) that have non-empty intersection, \( H_1 \cap \cdots \cap H_{k+1} \neq \emptyset \), and that are not in general position,
\[
\sum_{p=1}^{k+1} (-1)^p(H_1, \ldots, \hat{H}_p, \ldots, H_{k+1}) = 0,
\]
where \( \hat{H}_p \) denotes omission.

The Orlik-Solomon algebra of the arrangement \( C \) is the direct sum \( A^*(C, \mathbb{Z}) = \bigoplus_{k=0}^m A^k(C, \mathbb{Z}) \) endowed with the product given by \((H_1, \ldots, H_k) \wedge (H'_1, \ldots, H'_p) = (H_1, \ldots, H_k, H'_1, \ldots, H'_p)\). It is a graded skew-commutative algebra over \( \mathbb{Z} \).

2.3. Orlik-Solomon algebra as an algebra of differential forms. For each hyperplane \( H \in C \), pick a polynomial \( l_H \) of degree one on \( \mathbb{C}^m \) whose zero set is \( H \), i.e. let \( l_H = 0 \) be an affine equation for \( H \). Consider the logarithmic differential form
\[
\iota(H) := d \log l_H = \frac{dl_H}{l_H}
\]
on \( \mathbb{C}^m \). Note that \( \iota(H) \) does not depend on the choice of \( l_H \) but only on \( H \). Let \( A^*(C, \mathbb{Z}) \) be the \( \mathbb{Z} \)-algebra of differential forms generated by \( 1 \) and \( \iota(H) \), \( H \in C \). The assignment \( H \mapsto \iota(H) \) defines an isomorphism \( A(C, \mathbb{Z}) \cong \mathcal{A}(C, \mathbb{Z}) \) of graded algebras. Henceforth we shall not distinguish between \( A \) and \( \mathcal{A} \).

2.4. The pairing of flags with forms. We say a \( k \)-tuple \( \vec{H} = (H_1, \ldots, H_k) \), \( H_i \in C \), of hyperplanes is adjacent (with sign \(-1)^{|s|}\) to a flag \( F = (L^0 \supset L^1 \supset \cdots \supset L^k) \in \text{Flag}^k(C, \mathbb{Z}) \) if there exists a permutation \( s \in \Sigma_k \) such that \( L^i = H_{s(i)} \cap H_{s(1)} \cap \cdots \cap H_{s(i-1)} \) for each \( i = 1, \ldots, k \). Such a permutation is unique if it exists.

For each \( k = 1, \ldots, m \), there is an isomorphism \( \varphi^k : A^k(C, \mathbb{Z}) \cong \mathcal{F}^k(C, \mathbb{Z}) \) defined as follows. If \( \vec{H} = (H_1, \ldots, H_k) \) is adjacent with sign \((-1)^{|s|}\) to a flag \( F \) then the pairing \( \varphi^k(H_1, \ldots, H_k)(F) \) is defined to be \((-1)^{|s|}\). Otherwise \( \varphi^k(H_1, \ldots, H_k)(F) \) is defined to be zero. We shall use the notation
\[
\langle F, H_1 \wedge \cdots \wedge H_k \rangle := \varphi^k(H_1, \ldots, H_k)(F)
\]
for this pairing.
2.5. **Framings and bases.** A framing $\mathcal{O}$ of an arrangement $\mathcal{C}$ is a choice, for every edge $L$ of $\mathcal{C}$, of a hyperplane $H(L)$ containing $L$. Given a framing $\mathcal{O}$, define $\text{Flag}^p(\mathcal{C}, \mathcal{O})$ to be the set of those flags $(L^0 \supset L^1 \supset \cdots \supset L^p) \in \text{Flag}^p(\mathcal{C})$, such that $L_k = H(L^1) \cap \cdots \cap H(L^k)$ for $k = 1, \ldots, p$. Equivalently it is the set of flags such that $L_k \not\subset H(L^{k+1})$, $k = 1, \ldots, p - 1$.

**Lemma 2.1.** Given a flag $(L^0 \supset L^1 \supset \cdots \supset L^p) \in \text{Flag}^p(\mathcal{C}, \mathcal{O})$ and a permutation $s \in \Sigma_p$, consider the flag $\tilde{F} = (\tilde{L}^0 \supset \tilde{L}^1 \supset \cdots \supset \tilde{L}^p)$ defined by $\tilde{L}^k := H(L^{s(1)}) \cap \cdots \cap H(L^{s(k)})$, $k = 1, \ldots, p$. If $s$ is not the identity then $\tilde{F} \notin \text{Flag}^p(\mathcal{C}, \mathcal{O})$.

**Proof.** If $s \neq \text{id}$ then we can let $k \in \{1, \ldots, p\}$ be the largest such that $s(k) \neq k$. Then $k = s(l)$ for some $l \in \{1, \ldots, k - 1\}$, so $\tilde{L}^{k-1} \subset H(L^k)$. And $s(\{1, \ldots, k\}) = \{1, \ldots, k\}$, so $\tilde{L}^k = L^k$. Thus $\tilde{L}^{k-1} \subset H(\tilde{L}^k)$ and hence $\tilde{F} \notin \text{Flag}^p(\mathcal{C}, \mathcal{O})$ as required.

The next proposition is proved in [SV91], Theorems 1.6.5 and 2.9.2.  

**Proposition 2.2.** For $p = 1, \ldots, m$:

(i) The group $\mathcal{F}^p(\mathcal{C}, \mathbb{Z})$ is free over $\mathbb{Z}$, and admits $\text{Flag}^p(\mathcal{C}, \mathcal{O})$ as a base.

(ii) The group $\mathcal{A}^p(\mathcal{C}, \mathbb{Z})$ is free over $\mathbb{Z}$, and admits as a base the set

$$\{(H(L^1), H(L^2), \ldots, H(L^p))\} \cap \text{Flag}^p(\mathcal{C}, \mathcal{O}).$$

We have $\mathcal{F}^p(\mathcal{C}, \mathbb{Z})^* \cong \mathcal{A}^p(\mathcal{C}, \mathbb{Z})$ as in §2.4.

**Proposition 2.3.** The bases of (i) and (ii) are dual.

**Proof.** Let $F = (L^0 \supset L^1 \supset \cdots \supset L^p) \in \text{Flag}^p(\mathcal{C}, \mathcal{O})$. By definition, the pairing this flag $F$ with $(H(L^1), H(L^2), \ldots, H(L^p))$ is 1. It remains to show that if $\tilde{F} = (\tilde{L}^0 \supset \tilde{L}^1 \supset \cdots \supset \tilde{L}^p) \in \text{Flag}^p(\mathcal{C})$ is any other flag with which $(H(L^1), H(L^2), \ldots, H(L^p))$ has non-zero pairing, then $\tilde{F}$ does not belong to the set $\text{Flag}^p(\mathcal{C}, \mathcal{O})$ of basis flags. This is the content of Lemma 2.1.

**Corollary 2.4.** For $p = 1, \ldots, m$, the canonical element of $\mathcal{F}^p(\mathcal{C}, \mathbb{Z}) \otimes \mathbb{Z} \mathcal{F}^p(\mathcal{C}, \mathbb{Z})^*$ can be expressed as

$$\sum_{(L^0 \supset L^1 \supset \cdots \supset L^p) \in \text{Flag}^p(\mathcal{C}, \mathcal{O})} (L^0 \supset L^1 \supset \cdots \supset L^p) \otimes (H(L^1), H(L^2), \ldots, H(L^p)).$$

2.6. **Weighted arrangements, the geometric form, and the master function.** Let $\mathcal{A}^k(\mathcal{C}) := \mathcal{A}^k(\mathcal{C}, \mathbb{Z}) \otimes \mathbb{C}$ and $\mathcal{F}^k(\mathcal{C}) := \mathcal{F}^k(\mathcal{C}, \mathbb{Z}) \otimes \mathbb{C}$ for each $k$.

A weighted arrangement of hyperplanes is an arrangement $\mathcal{C}$ together with an assignment, to each hyperplane $H \in \mathcal{C}$, of a number $a(H) \in \mathbb{C}$, its weight. The weighting defines a symmetric bilinear form $G^k$ on $\mathcal{F}^k(\mathcal{C})$, [SV91], given by

$$G^k(F, F') := \sum (H_1 \wedge \cdots \wedge H_k) (F', H_1 \wedge \cdots \wedge H_k) a(H_1) \ldots a(H_k),$$

where the sum is over the set of unordered $k$-tuples $(H_1, \ldots, H_k)$ of hyperplanes. The form $G^k$ is sometimes called the quasi-classical contravariant form of the arrangement $\mathcal{C}$. We shall refer to it simply as the geometric form. It defines a homomorphism,

$$G^k : \mathcal{F}^k(\mathcal{C}) \rightarrow \mathcal{F}^k(\mathcal{C})^* \cong \mathcal{A}^k(\mathcal{C})$$

by $G^k(F) := G^k(F, \cdot)$. Explicitly,

$$G^k((L^0 \supset \cdots \supset L^k)) = \sum a(H_1) \cdots a(H_k) H_1 \wedge \cdots \wedge H_k \quad (2.2)$$

Let us remark that the definitions of $\mathcal{O}_i$ and hence $F_1(\mathcal{O})$ in [SV91, §1.6] have misprints. Nevertheless the proofs there go through for $\text{Flag}^p(\mathcal{C}, \mathcal{O})$ as defined above. Namely, part (i) of the Proposition (2.2) follows from [SV91, Corollary 2.9.1] and part (ii) is a corollary of [SV91, Lemma 1.5.2].
where the sum is over all $k$-tuples $(H_1, \ldots, H_k)$ such that $H_i \supset L^i$ for all $i$.

The master function corresponding to this weighted arrangement is

$$\Phi = \Phi_{c,a} := \sum_{H \in C} a(H) \log l_H$$

where each $l_H$ is an affine equation for the hyperplane $H$, as in §2.3. It is defined up to an additive constant. Define a differential $d = d(a) : \mathcal{A}^k(C) \to \mathcal{A}^{k+1}(C)$ by the rule

$$dx = x \wedge d\Phi = x \wedge \left( \sum_{H \in C} a(H)H \right).$$

It is clear that $d^2 = 0$, so this makes $(\mathcal{A}^\bullet, d)$ into a complex, called the Aomoto complex.

**Theorem 2.5.** $\mathcal{G}^\bullet$ is a map of complexes

$$\mathcal{G}^\bullet : (\mathcal{F}^\bullet(C), d) \to (\mathcal{A}^\bullet(C), d).$$

**Proof.** See [FMTV00, Lemma 5.1] and [SV91, Lemma 3.2.5]. \qed

2.7. **Functoriality of the geometric form on subarrangements.** Suppose $B \subset C$ is a subarrangement in $\mathbb{C}^m$. There are obvious inclusions $\mathcal{A}^k(B) \hookrightarrow \mathcal{A}^k(C)$ and hence $\mathcal{F}^k(C) \simeq \mathcal{A}^k(C)^* \to \mathcal{A}^k(B)^* \simeq \mathcal{F}^k(B)$, for each $k$.

**Lemma 2.6.** Given a weighting $a : B \to \mathbb{C}$, suppose we extend it to a weighting of the arrangement $C$ by setting $a(H) = 0$ for every remaining hyperplane $H \in C \setminus B$. Then the following diagram commutes:

$$\begin{array}{ccc}
\mathcal{F}^k(B) & \xrightarrow{\mathcal{G}} & \mathcal{A}^k(B), \\
\mathcal{F}^k(C) & \xrightarrow{\mathcal{G}} & \mathcal{A}^k(C).
\end{array}$$

\qed

3. **Cyclotomic discriminantal arrangements**

Let $\omega$ be a primitive root of unity of order $T \in \mathbb{Z}_{\geq 1}$. We let the cyclic group $\mathbb{Z}_T := \mathbb{Z}/TZ$ act on $\mathbb{C}$ by multiplication by powers of $\omega$, i.e. $kz := \omega^k z$, $k \in \mathbb{Z}_T$, $z \in \mathbb{C}$. Fix a tuple $z = (z_1, \ldots, z_N)$, $N \in \mathbb{Z}_{\geq 0}$, of non-zero complex numbers whose $\mathbb{Z}_T$-orbits are pairwise disjoint.

Fix coordinates $t_1, \ldots, t_m$ on $\mathbb{C}^m$. We define the following hyperplanes in $\mathbb{C}^m$:

- $kH_{i,j} : t_i - \omega^k t_j = 0$, $1 \leq i < j \leq m$, $k \in \mathbb{Z}_T$,
- $kH_i^j : t_i - \omega^k z_j = 0$, $1 \leq i \leq m$, $1 \leq j \leq N$, $k \in \mathbb{Z}_T$,
- $H_0^0 : t_i = 0$, $1 \leq i \leq m$.

Note that $kH_{i,j} = -kH_{j,i}$, and $kH_{i,j} \cap H_{i,j} = H_0^0 \cap H_0^0$ whenever $k \neq l$.

Let $C_m$ denote the arrangement in $\mathbb{C}^m$ consisting of all the hyperplanes $kH_{i,j}$.

Let $C_{0,m}$ denote the arrangement in $\mathbb{C}^m$ consisting of all the hyperplanes $H_i^0$ and $kH_{i,j}$.

Let $C_{0,N;m}$ denote the arrangement in $\mathbb{C}^m$ consisting of all the $H_i^0$, $kH_i^j$, and $kH_{i,j}$.

We have $C_m \subset C_{0,m} \subset C_{0,N;m}$.

In the special case $T = 1$ we recover the discriminantal arrangements, [SV91]. More generally we call such hyperplane arrangements **cyclotomic discriminantal arrangements**.

**Remark 3.1.** The arrangements $C_m$ and $C_{0,m}$ are those of the complex reflection groups $G(T, T, m)$ and $G(T, 1, m)$ respectively. See e.g. [LT09].
3.1. Edges and flags of $C_{0,N;m}$. Given a $p$-element subset $I = \{i_1, \ldots, i_p\} \subset \{1, \ldots, m\}$ with $1 \leq p \leq m$, and a map $k : \{1, \ldots, m\} \to \mathbb{Z}_T$, let $kL_I$ denote the edge given by

$$kL_I : \omega^{k(i_1)} t_{i_1} = \omega^{k(i_2)} t_{i_2} = \cdots = \omega^{k(i_p)} t_{i_p}.$$  \hfill (3.1)

Note in particular the degenerate case $kL_i = C^m$. For each $i \in \{1, \ldots, N\}$, let $kL_i^j$ denote the edge given by

$$kL_i^j : \omega^{k(i_1)} t_{i_1} = \omega^{k(i_2)} t_{i_2} = \cdots = \omega^{k(i_p)} t_{i_p} = z_i.$$  

Let $kL_I^0 = L_I^0$ denote the edge given by

$$L_I^0 : t_{i_1} = t_{i_2} = \cdots = t_{i_p} = 0.$$

We have $\text{codim} kL_I = p - 1$, $\text{codim} kL_i^j = p$, and $\text{codim} kL_I^0 = 0$.

Following [SV91, §5.6.4], let us think of edges of the form $kL_I$ as swimming islands, and edges of the form $kL_i^j$, $i \in \{0,1,\ldots,N\}$, as fixed islands. Every edge of $C_{0,N;m}$ is of the form

$$kL_{I_1}^1 \cap \cdots \cap kL_{I_r}^r \cap kL_{J_1} \cap \cdots \cap kL_{J_p},$$  \hfill (3.2)

for some function $k : \{1, \ldots, m\} \to \mathbb{Z}_T$, some collection of $r \in \mathbb{Z}_{\geq 0}$ distinct numbers $i_1, \ldots, i_r \in \{1, \ldots, N\}$ and some pairwise disjoint subsets $I_1, \ldots, I_r$, $J_1, \ldots, J_p$ ($p \in \mathbb{Z}_{\geq 0}$) of $\{1, \ldots, m\}$. We shall refer to the edge (3.2) as the archipelago consisting of the swimming islands $kL_{I_1}, \ldots, kL_{I_r}$ and fixed islands $kL_{J_1}, \ldots, kL_{J_p}$.

We will use $kL_I^*$ to denote any edge which is either the swimming island $kL_I$ or any one of the fixed islands $kL_i^j$.

We say $kL_I^j$ involves $j \in \{1, \ldots, m\}$ if $j \in I$. Note that, in particular, the hyperplanes $kH_{j,1}, kH_{j,2}, H_j^0$ are islands which involve $j$.

Given any flag $F = (L^0 \supset \cdots \supset L^t \supset \cdots \supset L^p) \in \mathcal{F}^p(C_{0,N;m})$, each edge $L^t$ is some archipelago. For $t = 0,1,\ldots,p-1$, each successive archipelago $L^{t+1}$ is obtained from its predecessor $L^t$ in one of the following ways:

(1) A swimming island becomes fixed: that is, $kL_I$ is replaced by $kL_i^j$ for some $j = 0,1,\ldots,N$.

(2) Two swimming islands become joined: that is, $kL_I \cap kL_J$ is replaced by $kL_{I,J}$.

3.2. The flag relations of $\mathcal{F}^p(C_{0,N;m})$. The defining relations, (2.1), in the flag space $\mathcal{F}^p(C_{0,N;m})$ are

$$0 = \sum_{w=1}^W (L^0 \supset L^1 \supset \cdots \supset L^w \supset \cdots \supset L^p)$$

for $t \in \{0,\ldots,p-2\}$ and for archipelagos $L^t$, $L^w$, $w = 1,\ldots,W$, and $L^t \supset L^w$ of the following forms, where in each case $L$ denotes the remaining islands, if any:

(i) $W = 2$ and

$$L_{1}^{t} = kL_{J_1 \cup J_2} \cap kL_{J_3} \cap kL_{J_4} \cap L,$$

$$L_{1}^{t+1} = kL_{J_1 \cup J_2} \cap kL_{J_3} \cap kL_{J_4} \cap L,$$

$$L_{2}^{t+1} = kL_{J_1} \cap kL_{J_2} \cap kL_{J_3 \cup J_4} \cap L.$$

(ii) $W = 2$ and

$$L_{1}^{t+1} = kL_{J_1 \cup J_2} \cap kL_{I} \cap L,$$

$$L_{1}^{t} = kL_{J_1 \cup J_2} \cap kL_{I} \cap L,$$

$$L_{2}^{t+1} = kL_{J_1 \cup J_2} \cap kL_{I} \cap L,$$

for some $j \in \{0,1,\ldots,N\}$. 
(iii) $W = 2$ and
\begin{align*}
L_{t+1}^1 &= kL_{j_1}^1 \cap kL_{j_2} \cap L, \\
L_t &= kL_{j_1} \cap kL_{j_2} \cap L, \\
L_{t+2}^2 &= kL_{j_1}^2 \cap kL_{j_2} \cap L,
\end{align*}
for some $j_1, j_2 \in \{0, 1, \ldots, N\}$ with $j_1 \neq j_2$.

(iv) $W = 3$ and
\begin{align*}
L_{t+1}^1 &= kL_{j_1} \cup kL_{j_2} \cap L, \\
L_t &= kL_{j_1} \cap kL_{j_2} \cap L, \\
L_{t+2}^2 &= kL_{j_1} \cap kL_{j_2} \cap L,
\end{align*}
\begin{align*}
L_{t+1}^{j_1} &= kL_{j_1} \cap kL_{j_2} \cap L.
\end{align*}

(v) $W = 3$ and
\begin{align*}
L_{t+1}^1 &= kL_{j_1} \cap kL_{j_2} \cap L, \\
L_t &= kL_{j_1} \cap kL_{j_2} \cap L, \\
L_{t+2}^2 &= kL_{j_1} \cap kL_{j_2} \cap L,
\end{align*}
\begin{align*}
L_{t+1}^{j_1} &= kL_{j_1} \cap kL_{j_2} \cap L.
\end{align*}

for some $j \in \{1, \ldots, N\}$.

(vi) $W = T + 2$ and, for some (any) fixed choice of $j_1 \in J_1, j_2 \in J_2$ and for $\ell = 1, 2, \ldots, T$,
\begin{align*}
L_{t+1}^1 &= \left( kL_{j_1} \cap kL_{j_2} \cap H_{j_1, j_2} \right) \cap L, \\
L_{t+2}^2 &= \left( kL_{j_1} \cap kL_{j_2} \cap H_{j_1, j_2} \right) \cap L, \\
&\vdots \\
L_{t+1}^T &= \left( kL_{j_1} \cap kL_{j_2} \cap H_{j_1, j_2} \right) \cap L, \\
L_t &= \left( kL_{j_1} \cap kL_{j_2} \cap L \right),
\end{align*}
\begin{align*}
L_{t+2}^0 &= L_{j_1} \cup L_{j_2} \cap L,
L_{t+1}^{j_1} &= kL_{j_1} \cap kL_{j_2} \cap L.
\end{align*}

Remark 3.2. Note especially the final relation. As a simple example, we have
\begin{align*}
(C^2 \supset H_0^0 \supset H_1^0 \supset H_2^0) + (C^2 \supset H_0^0 \supset H_1^0 \supset H_2^0) + \sum_k (C^2 \supset kH_1, 2 \supset H_0^1 \cap H_0^2) = 0.
\end{align*}
The other relations are just as in the non-cyclotomic case of [SV91].

3.3. On flags with no zero ends. Let us say a flag $F = (L^0 \supset \cdots \supset L^p) \in \text{Flag}^p(C_{0,N;m})$ has no zero ends if $L^p \not\subset H_i^0$ for all $i \in \{1, \ldots, m\}$. Otherwise we say $F$ has zero ends. Thus, informally, a flag has zero ends “if some $t_i$ is set equal to zero”.

Fix a flag $F \in \text{Flag}^p(C_{0,N;m})$ with no zero ends, for some $p \in \{1, \ldots, m\}$.

The last edge $L^p$ of $F$ is of the form
\begin{align*}
L^p = kL_{I_1}^{i_1} \cap \cdots \cap kL_{I_r}^{i_r} \cap kL_{J_1} \cap \cdots \cap kL_{J_p},
\end{align*}
for some map\footnote{unique if and only if $p = m$} $k : \{1, \ldots, m\} \to \mathbb{Z}_T$, some collection of $r \in \mathbb{Z}_{\geq 0}$ distinct non-zero numbers $i_1, \ldots, i_r \in \{1, \ldots, N\}$ and some pairwise disjoint subsets $I_1, \ldots, I_r$, $J_1, \ldots, J_p$ ($p \in \mathbb{Z}_{\geq 0}$) of $\{1, \ldots, m\}$. Define new coordinates
\begin{align*}
\bar{t}_i := \omega^{k(i)} t_i, \quad i = 1, \ldots, m.
\end{align*}
Let $kC_{z;m} \subset C_{0,N;m}$ be the arrangement consisting of the hyperplanes
\[
\hat{H}_{ij} : i - j = 0, \quad 1 \leq i < j \leq m, \\
\hat{H}_i : i - z = 0, \quad 1 \leq i \leq m, \quad 1 \leq j \leq N.
\] (3.3)
By construction, $kC_{z;m}$ is a discriminantal arrangement, in the sense of [SV91], and $F \in \text{Flag}^p(kC_{z;m})$.

**Lemma 3.3.** If a hyperplane $H \in C_{0,N;m}$ contains the edge $L^p$, then $H$ belongs to $kC_{z;m}$. □

**Corollary 3.4.** If a tuple $(H_1, \ldots, H_p)$ of hyperplanes of $C_{0,N;m}$ is adjacent to $F$, in the sense of §2.4, then this tuple consists of hyperplanes belonging to the discriminantal arrangement $kC_{z;m}$. □

Note that the condition that $F$ had no zero ends was necessary, as the following example shows.

**Example 3.5.** Consider the full flag $\mathbb{C}^2 \supset (t_1 = t_2) \supset (t_1 = t_2 = 0)$. This flag does have zero ends.

It is adjacent to the tuples of hyperplanes $\{(t_1 = t_2), (t_1 = 0)\}$ and $\{(t_1 = t_2), (t_2 = 0)\}$ but also to the tuples $\{(t_1 = t_2), (t_1 = \omega^k t_2)\}$ for each $k \in \mathbb{Z}_T \setminus \{0\}$. Thus there is no single discriminantal arrangement such that all tuples adjacent to this flag consist of hyperplanes from that arrangement.

Suppose now that we have a weighting $a : C_{0,N;m} \to \mathbb{C}$ of the arrangement $C_{0,N;m}$. It defines a bilinear form $G^p(\cdot, \cdot)$ on $\mathbb{F}^p(C_{0,N;m})$ as in §2.6. Let $\tilde{a} : kC_{z;m}$ be the restriction of this weighting $a$ to the arrangement $kC_{z;m}$. It defines a bilinear form $\tilde{G}^p(\cdot, \cdot)$ on $\mathbb{F}^p(kC_{z;m})$.

The next lemma is a consequence of Corollary 3.4. It will be an important source of simplifications in what follows.

**Lemma 3.6.** Let $F$ be a flag with no zero ends, and let $kC_{z;m}$ be the corresponding discriminantal arrangement, as above. For all $F' \in \text{Flag}^p(C_{0,N;m})$,
\[
G^p(F, F') = \begin{cases} 
\tilde{G}^p(F, F') & \text{if } F' \in \text{Flag}^p(kC_{z;m}) \\
0 & \text{otherwise.}
\end{cases}
\]
\[\square\]

4. **Free Lie algebra with automorphism**

Let $\omega \in \mathbb{C}^\times$ be a primitive $T$th root of unity and $\mathbb{Z}_T$ the cyclic group of order $T$, as above.

Let $\mathfrak{a}$ denote the free Lie algebra over $\mathbb{C}$ with generators $k_{f_i}, i = 1, \ldots, m$, $k \in \mathbb{Z}_T$. There is an automorphism $\tau : \mathfrak{a} \to \mathfrak{a}$ defined by
\[
\tau : k_{f_i} \to k+1_{f_i},
\]
where we understand that $k + 1$ means addition in $\mathbb{Z}_T$.

Let $\tilde{\mathfrak{a}}$ denote the Lie subalgebra of $\tau$-invariant elements of $\mathfrak{a}$ and let $- : \mathfrak{a} \to \tilde{\mathfrak{a}}$ denote the surjective linear map given by
\[
\overline{g} := \sum_{j \in \mathbb{Z}_T} \tau_j g, \quad g \in \mathfrak{a}.
\] (4.1)

We sometimes write $0_{f_i}$ as $f_i$, and hence $k_{f_i}$ as $\tau k_{f_i}$.

There is a unique $\mathbb{Z}_T$-grading of $\mathfrak{a}$ as a Lie algebra, $\mathfrak{a} = \bigoplus_{(r_1, \ldots, r_m) \in \mathbb{Z}_T^m} \mathfrak{a}[r_1, \ldots, r_m]$, such that
\[
\mathfrak{a}[0, 1, 0, \ldots, 0] := \text{span}_\mathbb{C}(k_{f_i})_{k \in \mathbb{Z}_T}
\]
for each $i = 1, \ldots, m$. We call this the weight decomposition of $\mathfrak{a}$, and say $\mathfrak{a}[r_1, \ldots, r_m]$ is the subspace of weight $(r_1, \ldots, r_m)$. We write $\text{wt}(v) = (r_1, \ldots, r_m)$ if $v \in \mathfrak{a}[r_1, \ldots, r_m]$.

In particular we have the weight decomposition of $\tilde{\mathfrak{a}}$. 
We extend the weight decomposition additively over tensor products, i.e., \( \text{wt}(a \otimes b) := \text{wt} a + \text{wt} b \). So we have the weight decompositions of the universal envelopes \( U(a) \) and \( U(\bar{a}) \), and of

\[ \mathcal{M}_{0,N} := U(\bar{a}) \otimes_{i=1}^{N} U(a). \]  

(4.2)

Note that \( \mathcal{M}_{0,N} \) is an \( \bar{a} \)-module, with the action given by

\[
x.(m_0 \otimes m_1 \otimes \cdots \otimes m_N) := (xm_0) \otimes m_1 \otimes \cdots \otimes m_N + m_0 \otimes (xm_1) \otimes m_2 \otimes \cdots \otimes m_N + \cdots + m_0 \otimes m_1 \otimes \cdots \otimes (xm_N).
\]

Let \((\mathcal{C}_k(\bar{a}, \mathcal{M}_{0,N}), d)\) denote the standard chain complex of \( \bar{a} \) with coefficients in \( \mathcal{M}_{0,N} \). Namely, for \( k \in \mathbb{Z}_{\geq 0} \), define

\[ C_k(\bar{a}, \mathcal{M}_{0,N}) := \bigwedge^k \bar{a} \otimes \mathcal{M}_{0,N} \]  

(4.3)

(where \( \bigwedge^k \) denotes the \( k \)-th exterior power), and let

\[ d : C_k(\bar{a}, \mathcal{M}_{0,N}) \to C_{k+1}(\bar{a}, \mathcal{M}_{0,N}) \]  

(4.4)

be the linear map defined by

\[
d(g_k \wedge \cdots \wedge g_1 \otimes x) = \sum_{i=1}^{k} (-1)^{i-1} g_k \wedge \cdots \wedge \hat{g}_i \wedge \cdots \wedge g_1 \otimes g_i \cdot x
\]

\[ + \sum_{1 \leq i < j \leq k} (-1)^{i+j} g_k \wedge \cdots \wedge \hat{g}_i \wedge \cdots \wedge \hat{g}_j \wedge \cdots \wedge g_1 \otimes [g_j, g_i] \otimes x \]  

(4.5)

for \( x \in \mathcal{M}_{0,N}, \bar{g}_1, \ldots, \bar{g}_k \in \bar{a} \), where \( \hat{\cdot} \) denotes omission.

Recall the cyclotomic discriminant arrangement \( \mathcal{C}_{0,N;m} \) from \( \S 3 \). We have the flag complex \((\mathcal{F}^n(\mathcal{C}_{0,N;m}), d)\) as in \( \S 2 \). Let us write

\[
[1^m] := \left\{ \underbrace{1, \ldots, 1}_m \right\}.
\]

In this section we define (Theorem 4.2) a family of linear isomorphisms

\[ \psi_k : (\bigwedge^k \bar{a} \otimes \mathcal{M}_{0,N})[1^m] \to \mathcal{F}^{m-k}(\mathcal{C}_{0,N;m}), \]

such that \( d \circ \psi_k = \psi_{k-1} \circ d \).

4.1. **Commutators and projected commutators.** Let us say that an element \( g \in a \) is a **commutator** if either

1. \( g \) is one of the generators \( kf_i \) of \( a \), or
2. \( g = [g_1, g_2] \) for commutators \( g_1, g_2 \in a \).

For a given commutator \( g \) and generator \( kf_i \) there is a well-defined notion of the number of times \( kf_i \) occurs in \( g \). Let the length \( l(g) \) of a commutator \( g \) be the total number of generators that occur in \( g \), and the content of \( g \) the set \( \{ (k_1, i_1), \ldots, (k_l(g), i_{l(g)}) \} \) of the labels of these generators.\(^4\)

For example, \( [[kf_{i_1}, kf_{i_2}], kf_{i_3}] \) has length 3 and content \( \{ (k_1, i_1), (k_2, i_2), (k_3, i_3) \} \).

Whenever \( g \) is a commutator in \( a \), we call the element \( g \in \bar{a} \) a **projected commutator**, cf. (4.1). The Lie algebra \( \bar{a} \) is spanned by the set of all projected commutators \( \bar{g} \) as \( g \) runs over the set of commutators in \( a \). (Indeed, the latter span \( a \) and \( \bar{\gamma} : a \to \bar{a} \) is a surjective linear map.)

\(^4\)So each commutator lies in some weight subspace \( a[r_1, \ldots, r_m] \) of \( a \), determined by its content. In general the content is a set with multiplicities. When working with \( C_{\ast}(\bar{a}, \mathcal{M}_{0,N})[1^m] \) these multiplicities will be at most one.
Remark 4.1. Suppose we are not in the degenerate cases $m = 1$ or $T = 1$. Then $\tilde{a}$ is not spanned by commutators of the projected generators $\tilde{f}_j$. For example $[pf_1, qf_2] \in \tilde{a}$, $p \neq q$, is not in the span of $[\tilde{f}_1, \tilde{f}_2]$. In fact $\tilde{a}$ is not finitely generated [Bry91, BP00].

We say an element $x \in U(a)$ is a monomial if it is equal to a product of commutators, i.e. if $x = g_p \cdots g_1$ for commutators $g_1, \ldots, g_p \in a$.

We say an element $x \in U(\tilde{a})$ is a monomial if it is equal to a product of projected commutators, i.e. if $x = \tilde{g}_p \cdots \tilde{g}_1$ for commutators $g_1, \ldots, g_p \in a$.

We say an element $x \in \bigwedge^p \tilde{a} \otimes \mathcal{M}_{0,N}$ is a monomial if

$$x = \tilde{g}_p \wedge \cdots \wedge \tilde{g}_1 \otimes x_0 \otimes x_1 \otimes \cdots \otimes x_N$$

for commutators $g_1, \ldots, g_p$ and monomials $x_0, x_1, \ldots, x_N$.

4.2. The maps $\psi_p$. Given any commutator $g$ in $a$, with content say $\{(k_1, t_{i_1}), \ldots, (k_l, t_{i_l})\}$, we shall write $L_g, L_g^j, j = 1, \ldots, N$, and $L_g^0$ for the edges of the arrangement $\mathcal{C}_{0,N;m}$ given by

$$L_g : \omega^{k_1} t_{i_1} = \cdots = \omega^{k_l} t_{i_l},$$

$$L_g^j : \omega^{k_1} t_{i_1} = \cdots = \omega^{k_l} t_{i_l} = z_j,$$

$$L_g^0 : t_{i_1} = \cdots = t_{i_l} = 0. \quad (4.6)$$

(When $g$ has length 1, $L_g = \mathbb{C}^m$.)

Observe that $L_g = L_{\tau g}$.

Now we define linear maps $\psi_p : (\bigwedge^p \tilde{a} \otimes \mathcal{M}_{0,N})_{[1]^m} \to \mathcal{F}^{m-p}(\mathcal{C}_{0,N;m})$ by induction on $m - p$ as follows.

For the base case $p = m$, we set $\psi_m(\tilde{f}_1 \wedge \cdots \wedge \tilde{f}_m \otimes 1 \otimes 1 \otimes \cdots \otimes 1)$ to be the trivial flag, $L^0 = \mathbb{C}^m$.

For the inductive step, assume that $\psi_{p+1}$ has been defined in such a way that for any monomial $x = \tilde{g}_{p+1} \wedge \cdots \wedge \tilde{g}_1 \otimes x_0 \otimes x_1 \otimes \cdots \otimes x_N \in (\bigwedge^{p+1} \tilde{a} \otimes \mathcal{M}_{0,N})_{[1]^m}$, the image $\psi_{p+1}(z)$ is of the form $(-1)^s F$ for some sign $(-1)^s$ and some flag $F = (L^0 \supset \cdots \supset L^{m-p}) \in \text{Flag}^{m-p}(\mathcal{C}_{0,N;m})$.

Then we define $\psi_p(x') := (-1)^s F'$ for $x', F'$ as follows:

(A) If $x' = \tilde{g}_{p+1} \wedge \cdots \wedge \tilde{g}_2 \otimes x_0 \otimes x_1 \otimes \cdots \otimes x_1 \otimes x_N$ then $F' = (L^0 \supset \cdots \supset L^{m-p} \supset L^{m-p} \cap L_{g_1}^0)$.

(B) If $x' = \tilde{g}_{p+1} \wedge \cdots \wedge \tilde{g}_2 \otimes x_0 \otimes x_1 \otimes \cdots \otimes x_N$ then $F' = (L^0 \supset \cdots \supset L^{m-p} \supset L^{m-p} \cap L_{g_1}^0)$.

(C) If $x' = \tilde{g}_{p+1} \wedge \cdots \wedge \tilde{g}_2 \otimes [g_1, g_2] \otimes x_0 \otimes x_1 \otimes \cdots \otimes x_N$ then $F' = (L^0 \supset \cdots \supset L^{m-p} \supset L^{m-p} \cap L_{[g_1, g_2]}^0)$.

Theorem 4.2. These rules correctly define a family of linear isomorphisms

$$\psi_p : (\bigwedge^p \tilde{a} \otimes \mathcal{M}_{0,N})_{[1]^m} \to \mathcal{F}^{m-p}(\mathcal{C}_{0,N;m}), \quad 0 \leq p \leq m.$$

Moreover this gives an isomorphism of complexes

$$\psi_\bullet : (\mathcal{C}_\bullet(\tilde{a}, \mathcal{M}_{0,N})_{[1]^m}, d) \to (\mathcal{F}^{m-\bullet}(\mathcal{C}_{0,N;m}), d).$$
Example 4.3. Consider $m = 2$ and $N = 1$. The monomials in $\bigwedge^i (\overline{a}) \otimes \mathcal{M}_{0,N} = \bigwedge^i (\overline{a}) \otimes U(\overline{a}) \otimes U(a)$, and their images under $\psi_*$, include:

\[
\begin{align*}
\bar{f}_1 \wedge \bar{f}_2 \otimes 1 \otimes 1 & \quad (C^2), \\
\bar{f}_1 \otimes 1 \otimes \tau^k f_2 & \quad (C^2 \supset (\omega^k t_2 = z)), \\
\bar{f}_2 \otimes 1 \otimes \tau^k f_1 & \quad -(C^2 \supset (\omega^k t_1 = z)), \\
1 \otimes (\tau^p f_1)(\tau^q f_2) & \quad (C^2 \supset (\omega^q t_2 = z) \supset (\omega^q t_2 = \omega^p t_1 = z)), \\
\bar{f}_1 \otimes \bar{f}_2 \otimes 1 & \quad (C^2 \supset (t_2 = 0)), \\
\bar{f}_2 \otimes \tau^k f_1 & \quad (C^2 \supset (t_2 = 0) \supset (t_2 = 0, \omega^k t_1 = z)) \\
& \quad = -(C^2 \supset (\omega^k t_1 = z) \supset (t_2 = 0, \omega^k t_1 = z)), \\
\left[\tau^p f_2, \bar{f}_1\right] \otimes 1 \otimes 1 & \quad (C^2 \supset (\omega^p t_2 = t_1)), \\
1 \otimes \tau^q[\tau^p f_2, \bar{f}_1] & \quad (C^2 \supset (\omega^p t_2 = t_1) \supset (\omega^{p+q} t_2 = \omega^q t_1 = z)), \\
\left[\tau^p f_2, \bar{f}_1\right] & \quad (C^2 \supset (\omega^p t_2 = t_1) \supset (t_2 = t_1 = 0)).
\end{align*}
\]

Proof of Theorem 4.2. By recursively applying the rules and using the skew-symmetry in the factors of $\bigwedge^i (\overline{a})$, one can compute $\psi_p$ on any monomial in $(\bigwedge^p \overline{a} \otimes \mathcal{M}_{0,N})[1^m]$. The first thing to check is that the result well-defined, i.e. that it is independent of the order in which we choose to apply the rules.

Consider $x'' = \overline{g}_p \wedge \cdots \wedge \overline{g}_3 \wedge x_0 \otimes x_1 \otimes \cdots \otimes g_1. x_i \otimes \cdots \otimes x_N$. Starting from $\psi_p(x) = (-1)^s(L^0 \supset \cdots \supset L^{m-p})$, we can compute $\psi_{p-2}(x'')$ in two ways. On the one hand we have

\[
\psi_{p-1}(\overline{g}_p \wedge \cdots \wedge \overline{g}_3 \wedge \overline{g}_2 \otimes x_0 \otimes x_1 \otimes \cdots \otimes g_1. x_i \otimes \cdots \otimes x_N) = (-1)^s(L^0 \supset \cdots \supset L^{m-p} \supset L^{m-p} \cap L^i_{g_1})
\]

and hence

\[
\psi_{p-2}(x'') = (-1)^s(L^0 \supset \cdots \supset L^{m-p} \supset L^{m-p} \cap L^i_{g_1} \supset L^{m-p} \cap L^i_{g_2} \cap L^j_{g_2} - L^i_{g_1} \cap L^j_{g_1} \cap L^j_{g_2}).
\] (4.7)

On the other hand we have

\[
\psi_{p-1}(\overline{g}_p \wedge \cdots \wedge \overline{g}_3 \wedge \overline{g}_1 \otimes x_0 \otimes x_1 \otimes \cdots \otimes g_2. x_j \otimes \cdots \otimes x_N) = (-1)^s(L^0 \supset \cdots \supset L^{m-p} \supset L^{m-p} \cap L^j_{g_2})
\]

(note the extra sign, which comes from $\overline{g}_2 \wedge \overline{g}_1 = -\overline{g}_1 \wedge \overline{g}_2$) and hence

\[
\psi_{p-2}(x'') = (-1)^s(L^0 \supset \cdots \supset L^{m-p} \supset L^{m-p} \cap L^j_{g_2} \cap L^j_{g_1} \cap L^j_{g_2} - L^i_{g_1} \cap L^j_{g_1} \cap L^j_{g_2}).
\] (4.8)

And indeed (4.7) and (4.8) are equal in the flag space $\mathcal{F}^{m-p+2}(C_{0,N;m})$, by virtue of the flag relations (2.1). (Specifically, a relation of type (iii) in §3.2.)

Similarly, one checks that, starting from $\psi_p(z) = (-1)^s F$, $\psi_{p-2}$ is well-defined on $\overline{g}_p \wedge \cdots \wedge \overline{g}_3 \wedge \overline{g}_1. x_0 \otimes x_1 \otimes \cdots \otimes g_2. x_i \otimes \cdots \otimes x_N$, on $\overline{f}_p \wedge \cdots \wedge \overline{f}_4 \wedge [g_3, g_2] \otimes x_0 \otimes x_1 \otimes \cdots \otimes x_N$, on $\overline{f}_p \wedge \cdots \wedge \overline{f}_4 \wedge \overline{f}_1. x_0 \otimes x_1 \otimes \cdots \otimes x_N$ and finally on $\overline{g}_p \wedge \cdots \wedge \overline{g}_3 \wedge \overline{g}_2 \otimes x_0 \otimes x_1 \otimes \cdots \otimes x_N$.

This establishes that $\psi_p$ is well-defined as a map from the set of monomials in $(\bigwedge^p \overline{a} \otimes \mathcal{M}_{0,N})[1^m]$ into the flag space $\mathcal{F}^{m-p}(C_{0,N;m})$.

Now we must check that this map can be extended by linearity to a linear map $(\bigwedge^p \overline{a} \otimes \mathcal{M}_{0,N})[1^m] \to \mathcal{F}^{m-p}(C_{0,N;m})$. For this it is enough to check that

\[
\psi_{p-2}(\overline{g}_p \wedge \cdots \wedge \overline{g}_3 \otimes (\overline{f}_1. (\overline{f}_2). x_0 - (\overline{f}_2). (\overline{f}_1). x_0 - (\overline{g}_1. \overline{g}_2). x_0) \otimes x_1 \otimes \cdots \otimes x_N) = 0,
\] (4.9)

\[
\psi_{p-2}(\overline{g}_p \wedge \cdots \wedge \overline{g}_3 \otimes x_0 \otimes x_1 \otimes \cdots \otimes (\tau^k g_1). (\tau^q g_2). x_j - (\tau^q g_2). (\tau^k g_1). x_j - [\tau^k g_1, \tau^q g_2]. x_j) \otimes \cdots \otimes x_N) = 0,
\]

for each $j = 1, \ldots, N$, and

\[
\psi_{p-2}(\overline{g}_p \wedge \cdots \wedge \overline{g}_3 \otimes [g_3, g_2, g_1] + [g_2, g_1, g_3] + [g_1, g_3, g_2]) \otimes x_0 \otimes x_1 \otimes \cdots \otimes x_N = 0.
\]
Again these follow from the relations in the flag spaces. Let us consider the first in detail. We have
\[
\psi_{p-2}(\overline{g_p} \wedge \cdots \wedge \overline{g_3} \otimes (\overline{g_1}).x_0 \otimes x_1 \otimes \cdots \otimes x_N)
= (-1)^i (L^0 \supset \cdots \supset L^{m-p} \supset L_{g_1}^0 \supset L_{g_2}^0 \supset L_{g_1}^0 \cap L_{g_2}^0)
\] (4.10)
and
\[
\psi_{p-2}(\overline{g_p} \wedge \cdots \wedge \overline{g_3} \otimes (\overline{g_1}).x_0 \otimes x_1 \otimes \cdots \otimes x_N)
= -(-1)^i (L^0 \supset \cdots \supset L^{m-p} \supset L_{g_2}^0 \supset L_{g_2}^0 \supset L_{g_1}^0 \cap L_{g_2}^0)
\] (4.11)
(the sign coming from $\overline{g_2} \wedge \overline{g_1} = -\overline{g_1} \wedge \overline{g_2}$). Now, in the flag space $\mathcal{F}^{m-p+2}(C_{0,N;m})$ we have, by (2.1), the relation
\[
0 = (L^0 \supset \cdots \supset L^{m-p} \supset L_{g_1}^0 \supset L_{g_2}^0 \supset L_{g_1}^0 \cap L_{g_2}^0)
+ (L^0 \supset \cdots \supset L^{m-p} \supset L_{g_2}^0 \supset L_{g_1}^0 \cap L_{g_2}^0)
+ \sum_{k \in \mathbb{Z}_T} (L^0 \supset \cdots \supset L^{m-p} \supset L_{g_1}^0 \supset L_{g_2}^0 \supset L_{g_1}^0 \cap L_{g_2}^0)
\] (4.12)
(which is of type (vi) in §3.2). The third line here is equal to
\[
\sum_{k \in \mathbb{Z}_T} \psi_{p-2}(\overline{g_p} \wedge \cdots \wedge \overline{g_3} \otimes ([g_1, \tau^k g_2]).x_0 \otimes x_1 \otimes \cdots \otimes x_N)
= (-1)^i \psi_{p-2}(\overline{g_p} \wedge \cdots \wedge \overline{g_3} \otimes ([g_1, \overline{g_2}]).x_0 \otimes x_1 \otimes \cdots \otimes x_N)
= (-1)^i \psi_{p-2}(\overline{g_p} \wedge \cdots \wedge \overline{g_3} \otimes \overline{g_1}, \overline{g_2}).x_0 \otimes x_1 \otimes \cdots \otimes x_N)
\]
Therefore, in view of (4.10) and (4.11), the relation (4.12) yields the required identity, (4.9).

Thus $\psi_p$ is a linear map $\Lambda^{p} \wedge \mathcal{M}_{0,N}[1^m] \rightarrow \mathcal{F}^{m-p}(C_{0,N;m})$. Now we show it is a linear isomorphism. To do so we define the inverse linear map $\psi_p^{-1}$, by induction on $m - p$.

For the base case $p = m$ we set $\psi^{-1}_m(L^0 = \Omega^m) = \overline{f_1} \wedge \cdots \wedge \overline{f_m} \otimes 1 \otimes 1 \otimes \cdots \otimes 1$.

For the inductive step, pick any flag $F = (L^0 \supset \cdots \supset L^{m-p-1} \supset L^{m-p}) \in \text{Flag}^{m-p}(C_{0,N;m})$. Inductively we may assume we have the monomial $\overline{g}_{p+1} \wedge \cdots \wedge \overline{g}_1 \otimes x_0 \otimes x_1 \otimes \cdots \otimes x_N := \psi^{-1}_{p+1}(L^0 \supset \cdots \supset L^{m-p-1})$.

Now consider the last step, $L^{m-p-1} \supset L^{m-p}$, of the flag $F$:

First, suppose “$t_i$ and $z_j$ became linked”. Namely, suppose that for some $i, j, k$, we have $kH_i^j \supset L^{m-p}$ and $hH_i^j \not\supset L^{m-p-1}$ for every $h \in \mathbb{Z}_T$. By re-ordering the factors as necessary, using skew-symmetry in $\Lambda^{p+1} \wedge$, we may assume that $j^j$ appears in $g_1$, for some $l \in \mathbb{Z}_T$. By the invariance $\overline{g}_1 = \tau \overline{g}_1$, we may assume $l = 0$. That is, we may assume $f_l$ appears in $g_1$. Then we set
\[
\psi_p^{-1}(F) := \overline{g}_{p+1} \wedge \cdots \wedge \overline{g}_2 \otimes \overline{f_0} \otimes x_1 \otimes \cdots \otimes (\tau^{-k} g_1).x_j \otimes \cdots \otimes x_N.
\]

Next, suppose that “$t_i$ and 0 became linked”. Namely, suppose that for some $i$, $H_i^0 \supset L^{m-p}$ and $H_i^0 \not\supset L^{m-p-1}$. Again, we may assume that $f_l$ appears in $g_1$. We set
\[
\psi_p^{-1}(F) := \overline{g}_{p+1} \wedge \cdots \wedge \overline{g}_2 \otimes (\overline{g}_1).x_0 \otimes x_1 \otimes \cdots \otimes x_N.
\]

Finally, suppose we are in neither of the above cases. Then it must be that “$t_i$ and $t_j$ became linked”. That is, for some $i, j, k$, we have $kH_{ij} \supset L^{m-p}$ and $nH_{ij} \not\supset L^{m-p-1}$ for any $n \in \mathbb{Z}_T$. We may suppose that $f_i$ appears in $g_2$ and $f_j$ appears in $g_1$. We define
\[
\psi_p^{-1} := \overline{g}_{p+1} \wedge \cdots \wedge \overline{g}_3 \wedge (\tau^{-k} g_1, g_2) \otimes x_0 \otimes x_1 \otimes \cdots \otimes x_N.
\]

These definitions respect the relations in $\mathcal{F}^{*}(C_{0,N;m})$.

This completes the inductive step, and we have the inverse map $\psi_p^{-1}$ for each $p = 0, \ldots, m$. 
For the moreover part, one checks directly that $d \circ \psi_p = \psi_{p-1} \circ d$ for each $p = 1, \ldots, m$. 

Given a subset $I \subseteq \{1, \ldots, m\}$, let $C_{0,N,I} \subseteq C_{0,N;m}$ denote the arrangement consisting of hyperplanes $kH_i, kH^j_i$, and $H^0_i$ with $i_1, i_2 \in I, j \in \{1, \ldots, N\}, k \in \mathbb{Z}_T$. Let $C_I$ denote the arrangement consisting of just the “diagonal” hyperplanes $kH_i, i_1, i_2 \in I, k \in \mathbb{Z}_T$.

Let $[I]$ denote the tuple $(r_1, \ldots, r_m)$ with $r_i = 1$ if $i \in I$ and $r_i = 0$ if $i \notin I$. By an obvious generalization of Theorem 4.2, we have linear isomorphisms

$$
\psi = \psi'_{[I]} : (\bigwedge^p \mathfrak{a} \otimes M_{0,N})_{[I]} \to \mathcal{F}^{[I]-p}(C_{0,N;I}), \quad 0 \leq p \leq |I|.
$$

(4.13)

(We shall sometimes suppress the indices $p$ and $I$ from $\psi$.)

For any commutator $c$ in $\mathfrak{a}$, define the flag

$$
\psi(c) := \psi(\bar{c}) := \psi(\bar{c} \otimes 1 \otimes 1^N).
$$

(4.14)

Note that $\psi(c) = \psi(\tau^k c)$ for all $k \in \mathbb{Z}_T$.

5. Bilinear form

We keep the conventions of section §4. Let us now fix a weighting $a : C_{0,N;m} \to \mathbb{C}$ of the arrangement $C_{0,N;m}$, in the sense of §2.6. Let $\mathfrak{b}$ be the Lie algebra with generators $k_{f_i}$, $k_{e_i}$ and $k_{h_i}$, $i = 1, \ldots, m, k \in \mathbb{Z}_T$, subject to the following relations:

$$
[k_{f_i}, k_{f_j}] = 0, \quad [k_{h_i}, k_{e_j}] = \begin{cases} 
\delta_{ij} \delta_{kl} k_{h_i}, & i \neq j \\
0, & i = j.
\end{cases}
$$

$$
[k_{h_i}, k_{h_j}] = \begin{cases} 
-a(l-kH_{i,j}) k_{f_j}, & i \neq j \\
0, & i = j.
\end{cases}
$$

We sometimes write $e_i := 0_{e_i}, f_i := 0_{f_i}, h_i := 0_{h_i}$.

There is an automorphism $\tau : \mathfrak{b} \to \mathfrak{b}$ given by $\tau(k_{x_i}) = k_{x_i+1}$ where $x \in \{e, f, h\}$ and $k + 1$ is understood to mean addition modulo $T$. Let $\bar{\mathfrak{b}} \subset \mathfrak{b}$ denote the subalgebra fixed by $\tau$ and $\bar{\mathfrak{b}} : \mathfrak{b} \to \bar{\mathfrak{b}}$ the surjective linear map $x \mapsto \bar{x} := \sum_{j \in \mathbb{Z}_T} \tau^j x$.

We have the obvious embedding of Lie algebras $\mathfrak{a} \hookrightarrow \mathfrak{b}$. Let $\mathfrak{b}_0$ (resp. $\mathfrak{a}_+$) denote the subalgebra of $\mathfrak{b}$ generated by the $k_{h_i}$ (resp. $k_{e_i}$). Then $\mathfrak{b} = \mathfrak{a} \oplus \mathfrak{b}_0 \oplus \mathfrak{a}_+$ and hence $U(\mathfrak{b}) \cong \mathbb{C} U(\mathfrak{a}) \otimes U(\mathfrak{b}_0) \otimes U(\mathfrak{a}_+)$. Likewise $\bar{\mathfrak{b}} = \bar{\mathfrak{a}} \oplus \bar{\mathfrak{b}}_0 \oplus \bar{\mathfrak{a}}_+$ and hence $U(\bar{\mathfrak{b}}) \cong \mathbb{C} U(\bar{\mathfrak{a}}) \otimes U(\bar{\mathfrak{b}}_0) \otimes U(\bar{\mathfrak{a}}_+)$. 

Let $M_i := U(\mathfrak{b}) \otimes U(\mathfrak{b}_0 \oplus \mathfrak{a}_+) \mathbb{C} v_i, i = 1, \ldots, N$, denote the $\mathfrak{b}$-module generated by a vector $v_i$ obeying the relations

$$
\mathfrak{a}_+.v_i = 0, \quad k_{h_i} v_i = a(k_{H^i_j}) v_i.
$$

Let $M_0 := U(\mathfrak{b}) \otimes U(\bar{\mathfrak{b}}_0 \oplus \bar{\mathfrak{a}}_+) \mathbb{C} v_0$, denote the $\bar{\mathfrak{b}}$-module generated by a vector $v_0$ obeying the relations

$$
\bar{\mathfrak{a}}_+.v_0 = 0, \quad \bar{h}_j v_0 = a(H^0_{j}) v_0.
$$

There are isomorphisms $M_i \cong \mathfrak{a} U(\mathfrak{a})$ and $M_0 \cong \mathfrak{a} U(\bar{\mathfrak{a}})$. Hence, with $M_{0,N}$ as in (4.2),

$$
M_{0,N} \cong \mathfrak{a} M_0 \otimes \bigotimes_{i=1}^N M_i.
$$

(5.1)

Our choice of weighting $a : C_{0,N;m} \to \mathbb{C}$ defines a symmetric bilinear form $G^\bullet$ on $\mathcal{F}^\bullet(C_{0,N;m})$ and corresponding linear maps $G^\bullet : \mathcal{F}^\bullet(C_{0,N;m}) \to \mathcal{F}^\bullet(C_{0,N;m})^*$. (See §2.6.) Pulling back by the linear isomorphism $\psi_p$ of Theorem 4.2, we obtain a bilinear form $\psi_p^\bullet(G^{m-p})$ on $(\bigwedge^p \bar{\mathfrak{a}} \otimes M_{0,N})_{[1^m]}$, and a linear map

$$
(\psi_p)^{-1} \circ G^{m-p} \circ \psi_p : (\bigwedge^p \bar{\mathfrak{a}} \otimes M_{0,N})_{[1^m]} \to (\bigwedge^p \bar{\mathfrak{a}} \otimes M_{0,N})^*_{[1^m]}.
$$
In fact, for any subset \( I \subseteq \{1, \ldots, m\} \), we have the linear isomorphism \( \psi = \psi_p^I \) of (4.13), and therefore a bilinear form \( \psi_p^I(G|_I^{[I]}) \) on \( \bigwedge^p \bar{a} \otimes \mathcal{M}_{0,N}|_I \) and linear map
\[
(\psi_p^I)^{-1} \circ G|_I^{[I]} \circ \psi_p^I : \left( \bigwedge^p \bar{a} \otimes \mathcal{M}_{0,N} \right)|_I \rightarrow \left( \bigwedge^p \bar{a} \otimes \mathcal{M}_{0,N} \right)^*|_I.
\]

When there is no ambiguity, we shall sometimes denote these linear maps (for any \( p \) and any \( I \)) simply by \( G \). Similarly we will sometimes use \( G \) to refer to the corresponding symmetric bilinear forms.

In particular when \( p = 1 \) and we restrict to the subspace \( \bar{a}|_I \otimes v_0 \otimes v_1 \otimes \cdots \otimes v_N \cong \bar{a}|_I \) we get a linear map
\[
G := \psi^{-1} \circ G|_I^{[I]} \circ \psi : \bar{a}|_I \rightarrow \bar{a}|_I^*,
\]
cf. (4.14). And when \( p = 0 \) and we restrict to the subspace \( v_0 \otimes \cdots \otimes v_{i-1} \otimes (M_i)|_I \otimes v_{i+1} \otimes \cdots \otimes v_N \cong (M_i)|_I \) we get a linear map \( G : (M_i)|_I \rightarrow (M_i^*)|_I \) for each \( i = 0, \ldots, N \).

5.1. **Shapovalov form.** Let \( \varphi : b \rightarrow b \) be the anti-automorphism defined by
\[
\varphi(k_{e_i}) = k_{f_i}, \quad \varphi(k_{f_i}) = k_{e_i}, \quad \varphi(k_{h_i}) = k_{h_i}.
\]
It restricts to an anti-automorphism of \( \bar{b} \). There is a unique bilinear form \( S_i \) on \( M_i, i = 1, \ldots, N \), such that
\[
S_i(v_i, v_i) = 1, \quad S_i(X, v, w) = S_i(v, \varphi(X), w).
\]
There is a unique bilinear form \( S_a \) on \( a \) such that
\[
S_a(k_{f_i}, f_{j}) = \delta_{ik}\delta_{ij}, \quad S_a([X,Y], Z) = -S(Y,[\varphi(X),Z]).
\]
It restricts to a bilinear form on \( \bar{a} \).

Define
\[
\mathcal{M}_N := \bigotimes_{i=1}^N M_i \hookrightarrow \mathcal{M}_{0,N}; \quad x_1 \otimes \cdots \otimes x_N \mapsto v_0 \otimes x_1 \otimes \cdots \otimes x_N.
\]
Let \( S^p \) be the bilinear form on the space \( \bigwedge^p \bar{a} \otimes \mathcal{M}_N, p = 0, 1, \ldots, m \), defined by
\[
S^p(\bar{a}_p \wedge \cdots \wedge \bar{a}_1 \otimes x_1 \otimes \cdots \otimes x_N, \bar{b}_p \wedge \cdots \wedge \bar{b}_1 \otimes y_1 \otimes \cdots \otimes y_N)
= \text{det}(S_a(\bar{a}_i, \bar{b}_j))_{1 \leq i,j \leq p} \prod_{i=1}^N S_i(x_i, y_i).
\] (5.2)

By restriction, we get a bilinear form \( S^p \) on the weight subspace \( \left( \bigwedge^p \bar{a} \otimes \mathcal{M}_N \right)_{[1,m]} \).

5.2. **The forms \( G \) and \( S \) coincide on flags with no zero ends.** Recall from §3.3 the notion of flags with no zero ends. By definition of the map \( \psi_p \), a monomial in \( x \in \left( \bigwedge^p \bar{a} \otimes \mathcal{M}_{0,N} \right)_{[1,m]} \) belongs to the subspace \( \left( \bigwedge^p \bar{a} \otimes \mathcal{M}_N \right)_{[1,m]} \) if and only if its image \( \psi_p(x) \in \mathcal{F}^{m-p}(C_{0,N};m) \) is a flag with no zero ends.

**Theorem 5.1.** On \( \left( \bigwedge^{m-p} \bar{a} \otimes \mathcal{M}_N \right)_{[1,m]} \), we have the equality \( S^{m-p} = (-1)^m T^{m-p} \psi_{m-p}^* (G^p) \) of symmetric bilinear forms.

**Proof.** Suppose \( x, y \) are monomials in \( \left( \bigwedge^{m-p} \bar{a} \otimes \mathcal{M}_N \right)_{[1,m]} \), with corresponding flags
\[
\psi_{m-p}(x) = F = (L^0 \supset \cdots \supset L^p), \quad \psi(y) = F'.
\]
Let \( k_{C_{z;m}} \) be a discriminantal arrangement adapted to the last edge \( L^p \) of \( F \) as in §3.3. Define
\[
f_i := k(i)f_i, \quad h_i := k(i)h_i, \quad e_i := k(i)e_i, \quad i = 1, \ldots, m.
\] (5.3)
These generate a subalgebra \( \hat{\mathfrak{g}} = \hat{\mathfrak{a}} \oplus \hat{\mathfrak{b}}_0 \oplus \hat{\mathfrak{a}}^\perp \) of \( \hat{\mathfrak{g}} = \mathfrak{a} \oplus \mathfrak{b}_0 \oplus \mathfrak{a}^\perp \). Let \( \hat{M}_i := U(\hat{\mathfrak{b}}) \otimes U(\mathfrak{b}_0 \oplus \mathfrak{a}^\perp) C v_i \) for \( i = 1, \ldots, N \), where we note that
\[
\hat{a}_i v_i = 0, \quad \hat{h}_j v_i = a(\hat{H}_{ji}) v_i,
\]
with \( \hat{H}_{ji} \) as in (3.3). Set \( \hat{M}_{i \neq 0} := \bigotimes_{i=1}^N \hat{M}_i \).

It follows from the definition of the map \( \psi_{m-p} \) that the monomial \( x \) is of the form
\[
x = \hat{g}_{m-p} \wedge \cdots \wedge \hat{g}_1 \otimes 1 \otimes x_1 \otimes \cdots x_N
\]
for some commutators \( g_1, \ldots, g_{m-p} \in \hat{\mathfrak{a}} \) (i.e. commutators in the generators \( \hat{f}_i \)), and some monomial \( x_1 \otimes \cdots \otimes x_N \in \hat{M}_{i \neq 0} \).

We have subalgebras \( \tau^k \hat{\mathfrak{a}} \subset \mathfrak{a} \), \( k \in \mathbb{Z}_T \). They are mutually orthogonal with respect to the Shapovalov form \( S_a \) on \( \mathfrak{a} \). Therefore for any commutators \( g, g' \in \hat{\mathfrak{a}} \) we have
\[
S_a(\hat{g}, \hat{g}') = T S_a(g, g'),
\]
where \( S_a \) denotes the Shapovalov form on \( \mathfrak{a} \). On the other hand if \( g \) is a commutator in \( \mathfrak{a} \) and \( g'' \) is a commutator in \( \mathfrak{a} \setminus \tau^2 \mathfrak{a} \) then \( S_a(\hat{g}, \hat{g}'') = 0 \). Similar statements hold for the factors \( M_i \), \( i = 1, \ldots, N \).

Hence \( S^{m-p}(x, y) \) is zero unless the monomial \( y \) can also be expressed in the form
\[
y = \hat{g}_{m-p}' \wedge \cdots \wedge \hat{g}_1' \otimes 1 \otimes y_1 \otimes \cdots y_N
\]
for some commutators \( g_1', \ldots, g_{m-p}' \in \hat{\mathfrak{a}} \) and some monomial \( y_1 \otimes \cdots \otimes y_N \in \hat{M}_{i \neq 0} \), and if \( y \) is of this form then
\[
S^p(x, y) = T^{m-p} \det(S_a(g_i, g_j')_{1 \leq i, j \leq m-p}) \prod_{i=1}^N S_1(x_i, y_i).
\]
Now, up to the factor of \( T^{m-p} \), the right-hand side is the usual Shapovalov form for \( \mathfrak{a} \). Therefore we may apply [SV91, Theorem 6.6] and conclude that
\[
S^p(x, y) = T^{m-p}(-1)^m G^p(F, F'),
\]
where \( G^p(F, F') \) is the bilinear form of the discriminantal arrangement \( \kappa_{\mathbb{Z}_T} \).

At the same time, Lemma 3.6 states that \( G^p(F, F') \) is zero unless \( F' \in \text{Flag}^p(\kappa_{\mathbb{Z}_T}) \), in which case \( G^p(F, F') = G^p(F, F') \). And \( F' \in \text{Flag}^p(\kappa_{\mathbb{Z}_T}) \) if and only if the monomial \( y \) can be expressed in the form (5.4). Thus we have the result.

It will be useful to note the following special case of this argument.

**Corollary 5.2.** On \( \hat{\mathfrak{a}} \), we have the equality \( S_a = G \) of symmetric bilinear forms. In particular, for all \( x \in \hat{\mathfrak{a}} \), if \( x \in \ker S_a \) then \( x \in \ker G \). ⧫

### 5.3. On the kernel of the geometric form.

**Lemma 5.3.** Given an element \( x := y_1 \wedge \cdots \wedge y_p \otimes w_0 \otimes w_1 \otimes \cdots \otimes w_N \in \bigwedge^p \hat{\mathfrak{a}} \otimes M_{0,N} \), if any one of \( y_1, \ldots, y_p, w_0, w_1, \ldots, w_N \) lies in the kernel of \( G \), then \( x \) lies in the kernel of \( \hat{G} \).

**Proof.** By inspection of the definition of \( \psi \) and \( \hat{G} \). ⧫

**Lemma 5.4.** If \( y \otimes w_0 \in \hat{\mathfrak{a}} \otimes M_0 \) lies in the kernel of \( G \), then \( y w_0 \in M_0 \) lies in the kernel of \( \hat{G} \).

**Proof.** This follows from Theorem 2.5. Indeed, we have \( \psi(y_1 w_0) = d \psi(y_1 \otimes w_0) \) and hence, by that theorem, \( \hat{G}(\psi(y_1 w_0)) = \hat{G}(\psi(y_1 \otimes w_0)) \wedge (\sum_{H \in \text{c}} a(H) H) \). By the previous lemma, this is zero if \( y_1 \) lies in the kernel of \( G \). ⧫

**Theorem 5.5.** Suppose \( x \in (\bigwedge^p \hat{\mathfrak{a}} \otimes M_{0,N})_{[1_m]} \) is of the form
\[
x := y_1 \wedge \cdots \wedge y_p \otimes (x_1 \ldots x_i \ldots x_N) \otimes w_0 \otimes \cdots \otimes w_N,
\]
where \( x_1, \ldots, x_i, \ldots, x_N \in \hat{\mathfrak{a}} \) and \( w_i \in M_i, i = 1, \ldots, N \). Assume that \( x_i \) lies in the kernel of the Shapovalov form \( S_a \). Then \( x \) lies in the kernel of \( \hat{G} \).
Proof. By Corollary 5.2, \( x_i \in \ker \mathcal{G} \). Lemma 5.3 (with \( N = 0 \)) then implies that \( x_i \otimes (x_{i+1} \ldots x_l v_0) \in \ker \mathcal{G} \). Hence by Lemma 5.4, \( (x_i x_{i+1} \ldots x_l v_0) \in \ker \mathcal{G} \). Therefore by Lemma 5.3, \( x_{i-1} \otimes (x_i x_{i+1} \ldots x_l v_0) \in \ker \mathcal{G} \). By using Lemmas 5.4 and 5.3 repeatedly in this way, we conclude that \( (x_1 \ldots x_i \ldots x_l v_0) \in \ker \mathcal{G} \). The result follows, by one final invocation of Lemma 5.3. \( \square \)

5.4. **Shortened flags and linking hyperplanes.** Given a subset \( J \subset \{1, \ldots, m\} \) and an edge \( L \) of the arrangement \( \mathcal{C}_{\theta,N;m} \), define the edge \( L \mid J \) as follows. Recall that we can write \( L = kL^1_{I_1} \cap \cdots \cap kL^r_{I_r} \cap kL_{J_1} \cap \cdots \cap kL_{J_p} \), as in (3.2). Let \( L \mid J := kF_{i_1 \cap J} \cap \cdots \cap kF_{i_r \cap J} \cap kF_{J_1 \cap J} \cap \cdots \cap kF_{J_p \cap J} \). Now given a flag \( F = (L^0 \supset L^1 \supset \cdots \supset L^p) \) define the flag \( F \mid J := (L^0 \mid J \supset L^1 \mid J \supset \cdots \supset L^p \mid J) \). Note that \( F \mid J \) has at most \( p \) steps. Call \( F \mid J \) a shortened flag.

**Example 5.6.** If \( J = \{1, 2, 4\} \subset \{1, 2, 3, 4\} \) and \( F \) is the flag \( (t_1 = t_2) \supset (t_1 = t_2 = t_3) \supset (t_1 = t_2 = t_3 = t_4) \) then \( F \mid J \) is the flag \( (t_1 = t_2) \supset (t_1 = t_2 = t_3) \supset (t_1 = t_2 = t_3 = t_4) \).

Let \( I, J \subset \{1, \ldots, m\} \) be disjoint subsets. We say a hyperplane \( \tilde{H} \) links \( I \) and \( J \) if \( \tilde{H} = (t_i = \omega^k t_j) \) for some \( i \in I, j \in J, k \in \mathbb{Z} \). (That is, if \( \tilde{H} \) is one of the \( kH_{i,j} \) with \( i \in I, j \in J \).)

5.5. **Commutator lemmas in non-cyclotomic case.** In this subsection we let \( T = 1 \), i.e. we consider the non-cyclotomic case.

Let \( I_1, I_2 \subset \{1, \ldots, m\} \) be disjoint non-empty subsets. Let \( b \in a \) be a commutator of weight \( \text{wt } b = |I_1 \cup I_2| \). The element \( \psi(b) \in \mathcal{F}^{|I_1|+|I_2|+1}(C_{I_1 \cup I_2}) \), cf. (4.14), is a flag multiplied by a certain sign \( \pm 1 \),

\[
\psi(b) = \pm F, \quad F = (L^0 \supset L^1 \supset \cdots \supset L^{|I_1|+|I_2|+1}) \in \text{Flag}^{|I_1|+|I_2|+1}(C_{I_1 \cup I_2}).
\]

For convenience we will refer such elements \( \pm F \) simply as flags. We extend the notions of adjacency-with-sign (§2.4) and shortening (§5.4) to such elements by linearity. In particular we have the shortened flags

\[
\psi(b) \mid I_1 := \pm F \mid I_1, \quad \psi(b) \mid I_2 := \pm F \mid I_2.
\]

Recall from §3.1 that we can regard each edge \( L^j \) of the flag \( \psi(b) \) as an archipelago of islands. These islands are all swimming since \( b \) is a commutator. At each step \( L^{j-1} \supset L^j \) two islands are joined.

Let \( k \) be the smallest index such that the edge \( L^k \) is contained in some hyperplane which links \( I_1 \) and \( I_2 \). That is, let \( k \) be smallest such that for some nonempty subsets \( J_1 \subset I_1 \) and \( J_2 \subset I_2 \), the edge \( L^k \) has an island \( L_{J_1 \cup J_2} \). Denote by

\[
\mathcal{H} = \{(t_i = t_j) : i \in J_1, j \in J_2\}
\]

the set of all hyperplanes linking \( J_1 \) and \( J_2 \).

**Lemma 5.7.** Let \( (H_1, \ldots, H_{|I_1|-1}) \) be a tuple of hyperplanes in \( C_{I_1} \). Let \( (H'_1, \ldots, H'_{|I_2|-1}) \) be a tuple of hyperplanes in \( C_{I_2} \). Let \( \tilde{H} \in C_{I_1 \cup I_2} \) be a hyperplane linking \( I_1 \) and \( I_2 \). Then the tuple \( (H_1, \ldots, H_{|I_1|-1}, H'_1, \ldots, H'_{|I_2|-1}, \tilde{H}) \) is adjacent to \( \psi(b) \) if and only if \( (H_1, \ldots, H_{|I_1|-1}) \) is adjacent to \( \psi(b) \mid I_1 \), \( (H'_1, \ldots, H'_{|I_2|-1}) \) is adjacent to \( \psi(b) \mid I_2 \), and \( \tilde{H} \) links \( J_1 \) and \( J_2 \).

Proof. The “only if” direction is immediate from the definition of the shortened flags. For the “if” direction, note that the step \( L^{k-1} \supset L^k \) of the flag \( \psi(b) \) is the only one in which an island (see §3.1) \( L_{J_1} \) with \( J_1 \subset I_1 \) is joined to an island \( L_{J_2} \) with \( J_2 \subset I_2 \). At this step we have \( L^k = L^{k-1} \cap \tilde{H} \). At every other step \( L^{j-1} \supset L^j \), \( j \neq k \), we have \( L^j = L^{j-1} \cap H \) for some \( H \in C_{I_1} \) or \( H \in C_{I_2} \).

By definition of the shortened flags, a suitable hyperplane \( H \) can always be drawn from the set \( \{H_1, \ldots, H_{|I_1|-1}, H'_1, \ldots, H'_{|I_2|-1}\} \). \( \square \)
Now let \((H_1, \ldots, H_{|I_1|-1})\) be a tuple of hyperplanes in \(\mathcal{C}_{I_1}\) adjacent to \(\psi(b)|_{I_1}\). We associate to any such hyperplanes a sign, \(c(H_1, \ldots, H_{|I_1|-1})\), defined as follows. Suppose \(\tilde{H} \in \mathcal{H}\). Suppose \((H_1', \ldots, H_{|I_2|-1}')\) is adjacent to the shortened flag \(\psi(b)|_{I_2}\), with sign say \((-1)^t\). By Lemma 5.7, the tuple \((H_1, \ldots, H_{|I_1|-1}, H_1', \ldots, H_{|I_2|-1}', \tilde{H})\) is adjacent to \(\psi(b)\) with some sign, say \((-1)^p\).

**Lemma 5.8.** The sign \((-1)^{p+t}\) is independent of the choice of \((H_1', \ldots, H_{|I_2|-1}')\) and \(\tilde{H}\).

**Proof.** Call a step \(L^i=1 \supset L^i\) of the flag \(\psi(b)\) black, \(\bullet\), if \(L^i = L^{i-1} \cap H\) for some \(H \in \mathcal{C}_{I_2}\) and white, \(\circ\), otherwise. Reading the steps of the flag \(\psi(b)\) in order we obtain a tuple \(T \in \{\bullet, \circ\}^{|I_1|+|I_2|-1}\) in which each entry is \(\bullet\) or \(\circ\). There is a unique shuffle \((i.e.\, a\, permutation\, which\, does\, not\, alter\, the\, ordering\, of\, \bullet's\, or\, the\, ordering\, of\, \circ's)\) which sends

\[
(\circ, \ldots, \circ, \bullet, \ldots, \bullet, \circ) \rightarrow T.
\]

Let \((-1)^u\) be the sign of this shuffle. Let \((-1)^u\) be the sign with which \((H_1, \ldots, H_{|I_1|-1})\) is adjacent to \(\psi(b)|_{I_1}\). Then we have \((-1)^p = (-1)^{u+p+t}\). Hence \((-1)^{p+t} = (-1)^{u+e}\), and written in this form it is manifestly independent of the choice of \((H_1', \ldots, H_{|I_2|-1}')\) and \(\tilde{H}\). \(\square\)

Thus we may define the sign \(c(H_1, \ldots, H_{|I_1|-1}) = (-1)^{p+t}\).

**Proposition 5.9.** Let \(a, b \in \mathfrak{a}\) be commutators such that \(wt\, a = |I_1|\) and \(wt\, b = |I_1 \cup I_2|\). Then

\[
\psi(\varphi(a), b) + \psi(b)|_{I_2} \left( \sum_{(H_1, \ldots, H_{|I_1|-1})} c(H_1, \ldots, H_{|I_1|-1})a(H_1)\cdots a(H_{|I_1|-1}) \sum_{\tilde{H} \in \mathcal{H}} a(\tilde{H}) \right)
\]

lies in the kernel of \(G\). Here \(\mathcal{H}\) is as in (5.6), and the first sum is over all tuples \((H_1, \ldots, H_{|I_1|-1})\), modulo reordering, of hyperplanes in \(\mathcal{C}_{I_1}\) adjacent to \(\varphi(a)\) with sign +1 and adjacent to \(\psi(b)|_{I_1}\).

**Proof.** Let \(c\) be any commutator of weight \(wt \, c = |I_2|\). It is shown in [SV91] that \(G(\psi(\cdot), \psi(\cdot)) = S(\cdot, \cdot)\) as an equality of bilinear forms on \(\mathfrak{a}\), where \(S\) is the Shapovalov form. By definition of the latter, \(S([a, c], b) = -S(c, [\varphi(a), b])\). Hence, we have

\[
-G(\psi(c), \psi([\varphi(a), b])) = G(\psi([a, c]), \psi(b)) = \sum_{(H_1', \ldots, H_{|I_2|-1}')} \sum_{(H_1, \ldots, H_{|I_1|-1})} \sum_{\tilde{H} \in \mathcal{H}} (-1)^p a(H_1)\cdots a(H_{|I_1|-1})a(H_1')\cdots a(H_{|I_2|-1})a(\tilde{H}),
\]

where:

1. the outer sum is over all tuples \((H_1', \ldots, H_{|I_2|-1}')\), modulo reordering, of hyperplanes in \(\mathcal{C}_{I_2}\) adjacent to \(\psi(c)\) with sign +1 and adjacent to \(\psi(b)|_{I_2}\);
2. the middle sum is over all tuples \((H_1, \ldots, H_{|I_1|-1})\), modulo reordering, of hyperplanes in \(\mathcal{C}_{I_1}\) adjacent to \(\psi(a)\) with sign +1 and adjacent to \(\psi(b)|_{I_1}\); and
3. \((-1)^p\) is the sign with which the tuple \((H_1, \ldots, H_{|I_1|-1}, H_1', \ldots, H_{|I_2|-1}', \tilde{H})\) is adjacent to the flag \(\psi(b)\).

Indeed, by definition of \(G\), \(\S 2.6\), we are to sum over all tuples, modulo reordering, of hyperplanes adjacent to both flags \(\psi(b)\) and \(\psi([a, c])\). By definition of \(\psi([a, c])\), every tuple adjacent to to \(\psi([a, c])\) is of the form \((H_1, \ldots, H_{|I_1|-1}, H_1', \ldots, H_{|I_2|-1}, \tilde{H})\) for some \(\tilde{H}\) linking \(I_1\) and \(I_2\), some \(H_1, \ldots, H_{|I_1|-1} \in \mathcal{C}_{I_1}\), and some \(H_1', \ldots, H_{|I_2|-1} \in \mathcal{C}_{I_2}\). Lemma 5.7 then tells us which of these tuples are also adjacent to \(\psi(b)\).
Now, in view of Lemma 5.8, we may factor the expression above as
\[
\left( \sum_{(H'_1, \ldots, H'_{I_2|-1})} (-1)^l a(H'_1) \ldots a(H'_{I_2|-1}) \right) \times \left( \sum_{(H_1, \ldots, H_{|I_1|-1})} c(H_1, \ldots, H_{|I_1|-1}) a(H_1) \ldots a(H_{|I_1|-1}) \sum_{\tilde{H} \in \mathcal{H}} a(\tilde{H}) \right)
\]
where \((-1)^l\) is the sign with which \((H'_1, \ldots, H'_{I_2|-1})\) is adjacent to \(\psi(b)_{I_2}\). But now observe that the left factor above is \(G(\psi(c), \psi(b)|_I)\). So we have shown that
\[
-G(\psi(c), \psi(\varphi(a), b))) = G(\psi(c), \psi(b)|_I) \sum_{(H_1, \ldots, H_{|I_1|-1})} c(H_1, \ldots, H_{|I_1|-1}) a(H_1) \ldots a(H_{|I_1|-1}) \sum_{\tilde{H} \in \mathcal{H}} a(\tilde{H}).
\]
Thus (5.7) lies in the kernel of \(G(\psi(c), \cdot)\), for any commutator \(c \in a_{[I_2]}\). This suffices to show that it lies in the kernel of \(G\). \(\square\)

5.6. **Definition of \(G_0\).** We return to the case of general \(T \in \mathbb{Z}_{\geq 1}\), i.e. to the general cyclotomic case.

Let \(I \subset \{1, \ldots, m\}\). Recall that \(\mathcal{C}_I\) denotes the arrangement consisting of just the “diagonal” hyperplanes \(kH_{i_1,i_2}\), \(i_1, i_2 \in I\), \(k \in \mathbb{Z}_T\). Define a bilinear form on \(G_0\) on \(\bar{a}\) by
\[
G_0(\bar{a}, \bar{b}) := G_{\mathcal{C}_I}(\psi(\bar{a}v_0), \psi(\bar{b}v_0))
\]
where \(G_{\mathcal{C}_I}\) is the bilinear form for the arrangement \(\mathcal{C}_I\) of “diagonal” hyperplanes.

Equivalently, but more explicitly, for two projected commutators \(\bar{a}, \bar{b} \in \bar{a}\) of equal weight \([I]\), define
\[
G_0(\bar{a}, \bar{b}) := \sum_{(H_1, \ldots, H_{p+1})} (-1)^s a(H_1) \ldots a(H_{p+1})
\]
where the sum is over all tuples \((H_1, \ldots, H_{p+1})\), modulo reordering, of hyperplanes belonging to \(\mathcal{C}_I\), such that
1. \((H_1, \ldots, H_{p+1})\) is adjacent to the flag \(\psi(\bar{a}v_0)\), with sign +1,
2. \((H_1, \ldots, H_{p+1})\) is adjacent to the flag \(\psi(\bar{b}v_0)\), with sign say \((-1)^s\).

Note that \(\psi(\bar{a}v_0)\) is the flag \(\psi(\bar{a})\) completed by the last edge \(L^0_I\).

**Example 5.10.** For \(k, l \in \mathbb{Z}_T\),
\[
G_0([0f_1, kf_2], [0f_1', kf_2']) = a(kH_{1,2}) \left( -a(lH_{1,2}) + \delta_{kl} \sum_{p \in \mathbb{Z}_T} a(pH_{1,2}) \right)
\]

**Proposition 5.11.** Let \(J \subset I\). For all \(\bar{a} \in \bar{a}_{[J]}, \bar{b} \in \bar{a}_{[I]}\) and \(\bar{c} \in \bar{a}_{[I \setminus J]}\),
\[
G_0(\bar{b}, [\bar{c}, \bar{a}]) + G_0(\bar{c}, [\varphi(\bar{c}), \bar{b}]) + G_0(\bar{a}, [\bar{b}, \varphi(\bar{c})]) = 0.
\]

**Proof.** It is enough to consider the case that \(\bar{a}, \bar{b}, \bar{c}\) are projected commutators. Then \([\bar{c}, \bar{a}] = \sum_{k \in \mathbb{Z}_T} \bar{c} \cdot \bar{a}^k\) and we have
\[
G_0(\bar{b}, [\bar{c}, \bar{a}]) = \sum_{k \in \mathbb{Z}_T} G_0(\bar{b}, [\bar{c}, \bar{a}^k]) = \sum_{(H'_1, \ldots, H'_{|I|-1})} (-1)^l a(H'_1) \ldots a(H'_{|I|-1}) a(H_{|I|-1}) a(H_{|J|-1}) a(H_0).
\]
Here the sum is over all tuples \((H_1, \ldots, H_{|J|})\), modulo reordering, of hyperplanes in \(C_J\), all tuples \((H'_1, \ldots, H'_{|J|})\), modulo reordering, of hyperplanes in \(C_{I\setminus J}\), and all hyperplanes \(H_\star, H_\circ \in C_I\), such that:

1. \((H_1, \ldots, H_{|J|}, H'_1, \ldots, H'_{|J|}, H_\star)\) is adjacent to \(\psi([c, \tau^k a])\) for some \(k \in \mathbb{Z}_T\), with sign +1,
2. \(H_1 \cap \cdots \cap H_{|J|} \cap H'_1 \cap \cdots \cap H'_{|J|} \cap H_\star \cap H_\circ = \{0\}\)
3. \((H_1, \ldots, H_{|J|}, H'_1, \ldots, H'_{|J|}, H_\star, H_\circ)\) is adjacent to the flag \(\psi(bv_0)\), with sign say \((-1)^p\).

Note that (1) implies in particular that the hyperplane \(H_\star\) links \(I \setminus J\) and \(J\). The hyperplane \(H_\circ\) is of one of three types:

(i) \(H_\circ\) (also) links \(I \setminus J\) and \(J\),
(ii) \(H_\circ\) belongs to the arrangement \(C_{I\setminus J}\),
(iii) \(H_\circ\) belongs to the arrangement \(C_I\).

Consider case (i). Then the sum also includes the term with \(H_\circ\) and \(H_\star\) interchanged, and it comes with the opposite sign. Indeed, \((H_1, \ldots, H_{|J|}, H'_1, \ldots, H'_{|J|}, H_\circ)\) is adjacent to \(\psi([c, \tau^k a])\) for some (different) value of \(k \in \mathbb{Z}_T\), again with sign 1. Condition (2) still holds with \(H_\circ\) and \(H_\star\) interchanged. And so does condition (3), but with an additional factor of \((-1)\). Therefore such terms cancel pairwise in the sum.

In the remainder of the proof we shall show that the terms in the sum of the types (ii) and (iii) cancel against \(G_0(\overline{\alpha}, [\overline{\phi}(\overline{\alpha}), \overline{b}])\) and \(G_0(\overline{\alpha}, [\overline{b}, \overline{\phi}(\overline{\alpha})])\) respectively.

Consider \(G_0(\overline{\alpha}, [\overline{\phi}(\overline{\alpha}), \overline{b}]) = \sum_{k \in \mathbb{Z}_T} [\overline{\phi}(a), \tau^k b]\). Consider any one term \([\overline{\phi}(a), \tau^k b]\) in this sum. If the term, in the sense of §4.1, of the commutator \(a\) is not a subset of the content of \(\tau^k b\), then this term is evidently zero, since \([\epsilon_j, k f_i]\) is zero unless \(k = l\) and \(i = j\). So suppose that the content of \(a\) is a subset of the content of \(\tau^k b\). (This happens for at most one value of \(k\).) As in §3.3, we may consider the (non-cyclotomic) discriminantal arrangement adapted to the last edge of the flag \(\psi(b) = \psi(\tau^k b) := \psi(\overline{b})\). Then by Proposition 7.11 we find that

\[
\psi([\phi(a), \tau^k b]) + \psi(\tau^k b)\big|_{I\setminus J} \sum_{(H_1, \ldots, H_{|J|}) \in \ker G} (-1)^{p+t} a(H_1) \cdots a(H_{|J|}) a(H_\star) \in \ker G 
\tag{5.10}
\]

where the sum is over all hyperplanes \((H_1, \ldots, H_{|J|})\), modulo reordering, of hyperplanes in \(C_J\) and all hyperplanes \(H_\star\) that link \(I \setminus J\) and \(J\), such that

1. \((H_1, \ldots, H_{|J|})\) is adjacent to the flag \(\psi(a)\), with sign +1,
2. for some hyperplanes \(H'_1, \ldots, H'_{|J|}\) in \(C_{I\setminus J}\), the tuple \((H_1, \ldots, H_{|J|}, H'_1, \ldots, H'_{|J|}, H_\star)\) is adjacent to the flag \(\psi(\tau^k b) = \psi(\overline{b})\), with sign say \((-1)^p\).

The sign \((-1)^t\) is the sign of the permutation that puts these \(H'_1, \ldots, H'_{|J|}\) into the order in which they appear in the flag \(\psi(\overline{b})\).

We have Lemmas 5.3 and 5.4 for the arrangement \(C_J\). Therefore (5.10) is sufficient to ensure that

\[
[\phi(a), \tau^k b] + \psi^{-1}(\psi(\tau^k b)\big|_{I\setminus J}) \sum_{(H_1, \ldots, H_{|J|})} (-1)^{p+t} a(H_1) \cdots a(H_{|J|}) a(H_\star) \in \ker G 
\tag{5.11}
\]

lies in the kernel of \(G_0(\overline{\alpha}, \cdot)\).

Now by definition of \(G_0\),

\[
G_0(\overline{\alpha}, \psi^{-1}(\psi(b)\big|_{I\setminus J})) = \sum_{(H'_1, \ldots, H'_{|J|})} (-1)^t a(H'_1) \cdots a(H'_{|J|}) a(H_\circ) 
\tag{5.12}
\]
where the sum is over all tuples \((H'_1, \ldots, H'_{I \setminus J})\), modulo reordering, of hyperplanes in \(C_{I \setminus J}\), and all hyperplanes \(H_o \in C_{I \setminus J}\), such that

1. \((H'_1, \ldots, H'_{I \setminus J})\) is adjacent to the flag \(\psi(c)\), with sign +1,
2. \(H'_1 \cap \cdots \cap H'_{I \setminus J} \cap H_o = \{0\}\),
3. \((H'_1, \ldots, H'_{I \setminus J}, H_o)\) is adjacent to the flag \(\psi(bv_0)|_{I \setminus J}\), with sign say \((-1)'^{i}\).

Inspecting (5.11) and (5.12), one indeed sees that \(G_0(\overline{v}, [\varphi(\overline{v}), \overline{b}])\) is equal and opposite to the sum of terms of type (ii) in the expression (5.9) for \(G_0(\overline{b}, \overline{v}, [\varphi(\overline{v})])\).

The argument that terms of type (iii) cancel against \(G_0(\overline{a}, [\overline{b}, \varphi(\overline{v})])\) is similar. \(\square\)

**5.7. Definition of \(\Omega_{\leq 1}\).** Let \(a_{\leq 1}\) denote the subspace

\[
a_{\leq 1} := \bigoplus_{I \subseteq \{1, \ldots, m\}} a_{[I]}.
\]

That is, \(a_{\leq 1}\) is the span of all commutators in which for each \(i \in \{1, \ldots, m\}\) at most one of the generators \(k_i^j, k \in \mathbb{Z}_T\), appears. Define \((a_+)^{\leq 1}\) similarly. Recall \(b = a \oplus b_0 \oplus (a_+)^{\leq 1}\). Let \(b_{\leq 1} := a_{\leq 1} \oplus b_0 \oplus (a_+)^{\leq 1}\).

Define a skew-symmetric bilinear form \(\Omega_{\leq 1} : \overline{b}_{\leq 1} \times \overline{b}_{\leq 1} \to \mathbb{C}\) as follows. For all \(I \subset \{1, \ldots, m\}\) and all \(x \in (a_+)[I]\) and \(y \in \overline{a}[I]\), set

\[
-\Omega_{\leq 1}(y, x) = \Omega_{\leq 1}(x, y) := G_0(\varphi(x), y)).
\]

On all other components in the weight decomposition of \(\overline{b}_{\leq 1} \times \overline{b}_{\leq 1}\), set \(\Omega_{\leq 1}(x, y) = 0\).

**Proposition 5.12.** Let \(x \in \overline{a}\). If \(x \in \ker S_a\) then \(\Omega_{\leq 1}(x, y) = 0\) for all \(y \in \overline{b}\).

**Proof.** If \(x \in \ker S_a\) then \(x \in \ker G\) as in Corollary 5.2. Lemma 5.4 holds for the arrangement \(C_I\). In view of the definition of \(G_0\), the result follows. \(\square\)

**Theorem 5.13.** We have the equality

\[
\Omega_{\leq 1}(x, [y, z]) + \Omega_{\leq 1}(y, [z, x]) + \Omega_{\leq 1}(z, [x, y]) = 0
\]

for all \(x, y, z \in \overline{b}_{\leq 1}\).

**Proof.** When \(x \in (a_+)[I]\), \(y \in \overline{a}[I]\) and \(z \in \overline{b}_0\) the third term vanishes and the first two cancel.

Consider the case that \(x \in (a_+)[I]\), \(y \in \overline{a}[I]\) and \(z \in \overline{a}[I \setminus J]\) where \(J \subset I \subset \{1, \ldots, m\}\). It is enough to suppose that \(x, y, z\) are projected commutators. Say \(x = \varphi(\overline{b}), y = \overline{v}\) and \(z = \overline{a}\) for commutators \(a, b, c \in a\). Then what has to be shown is that

\[
0 = \Omega_{\leq 1}(\varphi(\overline{b}), [\overline{v}, \overline{a}]) - \Omega_{\leq 1}([\overline{v}, \varphi(\overline{b})], \overline{a}) - \Omega_{\leq 1}([\varphi(\overline{b}), \overline{v}], \overline{a})
\]

\[
= G_0(\overline{b}, [\overline{v}, \overline{a}]) - G_0([\overline{v}, \varphi(\overline{b})], \overline{a}) - G_0([\varphi(\overline{b}), \overline{v}], \overline{a})
\]

\[
= G_0(\overline{b}, [\overline{v}, \overline{a}]) + G_0([\varphi(\overline{a}), \overline{b}], \overline{v}) + G_0([\overline{b}, \varphi(\overline{v})], \overline{a})
\]

which is true, by Proposition 5.11. \(\square\)

**Remark 5.14.** One "wants" to say that \(\Omega_{\leq 1}\) is a cocycle, and then use it to define a central extension of the Lie algebra \(\mathfrak{b}\). We do not quite have that statement, because \(\Omega_{\leq 1}\) is defined only on the subspace \(\mathfrak{b}_{\leq 1}\). After symmetrization is introduced in §6, it will be possible to make such statements, in §7.3. For now we proceed as follows.

Let \(\mathfrak{b} \oplus \mathbb{C}k\) denote the trivial extension of \(\mathfrak{b}\) by a one-dimensional centre \(\mathbb{C}k\). We make \(M_0\) into a module over \(\mathfrak{b} \oplus \mathbb{C}k\) by declaring that \(k \cdot v_0 = v_0\). Define a "modified commutator", namely a bilinear map \([\cdot, \cdot]^t : (a_+)^{\leq 1} \times a_{\leq 1} \to \mathfrak{b} \oplus \mathbb{C}k\), by

\[
[x, y]^t := [x, y] + \Omega_{\leq 1}(x, y)k.
\]
Define a “modified action” $\triangleright$ of $\bar{b}_{\leq 1}$ on $(M_0)_{\leq 1}$ recursively as follows. For all $x \in \bar{a}_{\leq 1}$ and $w \in (M_0)_{\leq 1}$, set $x \triangleright w = xw$. For all $x \in (\bar{a}_+)_{\leq 1}$, set $x \triangleright v_0 := 0$ and

$$x \triangleright yw := [x, y] \triangleright w + y(x \triangleright w)$$

for all $y \in \bar{a}_{\leq 1}$ and $w \in (M_0)_{\leq 1}$ such that $yw \in (M_0)_{\leq 1}$. Theorem 5.13 ensures that this is well-defined, i.e. $x \triangleright [y_1, y_2]w = x \triangleright y_1y_2w - x \triangleright y_2y_1w$, and respects the bracket in $\bar{b}_{\leq 1}$, i.e. $[x_1, x_2] \triangleright w = x_1 \triangleright x_2 \triangleright w - x_2 \triangleright x_1 \triangleright w$ whenever $x_1, x_2, [x_1, x_2] \in \bar{b}_{\leq 1}$. Let $S_0$ be the corresponding “modified Shapovalov form” on $(M_0)_{\leq 1}$. Namely, define a symmetric bilinear form $S_0 : (M_0)_{\leq 1} \times (M_0)_{\leq 1} \to \mathbb{C}$ by $S_0(v_0, v_0) = 1$ and then recursively,

$$S_0(xv, w) := S_0(v, \varphi(x) \triangleright w)$$

for all $x \in \bar{a}_{\leq 1}$ and $v, w \in (M_0)_{\leq 1}$ such that $xv \in (M_0)_{\leq 1}$.

**Example 5.15.** We have $\varphi([0f_1, k f_2]) = -[0e_1, k e_2]$ and hence

$$S_0([0f_1, k f_2]v_0, [0f_1, l f_2]v_0)$$

$$= S_0(v_0, [0e_1, k e_2][0f_1, l f_2]' v_0)$$

$$= S_0(v_0, \left(\delta_{kl}(T_1 + T_2)a(kH_{1,2}) + ka(kH_{1,2}) \left( -a(lH_{1,2}) + \delta_{kl} \sum_{p \in \mathbb{Z}_T} a(pH_{1,2}) \right) \right) v_0)$$

$$= -a(kH_{1,2})a(lH_{1,2}) + \delta_{kl}a(kH_{1,2}) \left( a(H_{1,2}^0) + a(H_{2,2}^0) + \sum_{p \in \mathbb{Z}_T} a(pH_{1,2}) \right).$$

**Theorem 5.16.** We have the equality $S_0 = G$ of bilinear forms on $(M_0)_{\leq 1}$.

**Proof.** Let $I_1, \ldots, I_n \subset \{1, \ldots, m\}$ be pairwise disjoint subsets and let $A_1, \ldots, A_n \in a$ be commutators such that $\text{wt } A_i = [I_i]$ for $i = 1, \ldots, n$. Let $J_1, \ldots, J_p \subset \{1, \ldots, m\}$ be pairwise disjoint subsets and let $B_1, \ldots, B_n \in a$ be commutators such that $\text{wt } B_i = [J_i]$ for $i = 1, \ldots, p$. It is enough to show that

$$G(A_1 \cdots \bar{A}_n v_0, B_1 \cdots \bar{B}_p v_0) = S_0(\bar{A}_1 \cdots \bar{A}_n v_0, \bar{B}_1 \cdots \bar{B}_p v_0). \tag{5.13}$$

We proceed by induction on $n + p$. The equality (5.13) is true whenever $n = 0$ or $p = 0$.

Consider the inductive step. Suppose $n, p \geq 1$. Let us assume that $I_1 \sqcup \cdots \sqcup I_n = J_1 \sqcup \cdots \sqcup J_p$. (If not, both sides of (5.13) are zero and we are done.)

Observe that for any permutation $s \in \Sigma_n$, the difference

$$\bar{A}_1 \cdots \bar{A}_n - \bar{A}_{s(1)} \cdots \bar{A}_{s(n)}$$

as an element of the universal enveloping algebra is a linear combination of products of $< n$ projected commutators. (For example $\bar{A}_1 \bar{A}_2 - \bar{A}_2 \bar{A}_1 = [\bar{A}_1, \bar{A}_2] = \sum_{k \in \mathbb{Z}_T} [A_1, \tau^k A_2]$.) Therefore, by the inductive assumption, we effectively have the freedom to permute the commutators $\bar{A}_1, \ldots, \bar{A}_n$ at will. The same applies to $\bar{B}_1, \ldots, \bar{B}_p$.

We note the following lemma.

**Lemma 5.17.** Both $G(\bar{A}_1 \cdots \bar{A}_n v_0, \bar{B}_1 \cdots \bar{B}_p v_0)$ and $S_0(\bar{A}_1 \cdots \bar{A}_n v_0, \bar{B}_1 \cdots \bar{B}_p v_0)$ are zero unless the following condition holds:

There exists $j \in \{1, \ldots, p\}$ such that $I_1 \subseteq J_j$ or $I_1 \supseteq J_j$. \tag{5.14}

**Proof.** Suppose this condition does not hold. We must show that then both the geometric and Shapovalov forms are zero.

For the Shapovalov form $S_0$, it is enough to observe that, for each $j$, the supposition that $I_1 \not\subseteq J_j$ and $I_1 \not\supseteq J_j$ implies $[\varphi(\bar{A}_1), \bar{B}_j]' = 0$. 


Consider the geometric form $G$. Let $I := I_1 \sqcup \cdots \sqcup I_n = J_1 \sqcup \cdots \sqcup J_p$. Inspecting the definition of $\psi$ in Theorem 4.2, we see that the flag $\psi(\mathcal{A}_1 \ldots \mathcal{A}_n v_0) \in \mathcal{F}^{|I|}(C_0, I)$ has last two edges
\[ \cdots \supset k^0 L_{I_1} \cap L^0_{I \setminus I_1} \supset L^0_I, \]
for some map $k : \{1, \ldots, m\} \to \mathbb{Z}_T$.

Indeed, the last step is the one in which the swimming island (see §3.1) corresponding to $A_1$ is fixed to zero.

To write the penultimate edge, $k L_{I_1} \cap L^0_{I \setminus I_1}$, as an intersection of hyperplanes requires $|I \setminus I_1| + (|I_1| - 1) = |I| - 1$ hyperplanes, none of which can be from the following set
\[ \{k L_{I_1, j}\}_{i \in I_1, j \in I \setminus I_1, k \in \mathbb{Z}_T}. \tag{5.15} \]

So, by counting, any tuple of hyperplanes adjacent to the flag $\psi(\mathcal{A}_1 \ldots \mathcal{A}_n v_0) \in \mathcal{F}^{|I|}(C_0, I)$ contains at most one hyperplane from the set in (5.15).

Therefore we are done if we can show that any tuple of hyperplanes adjacent to the flag $\psi(\mathcal{B}_1 \ldots \mathcal{B}_p v_0)$ contains more than one element from the set in (5.15). By supposition, we may pick $i_1, i_2 \in I_1$ such that $i_1 \in J_{j_1}$ and $i_2 \in J_{j_2}$, with $j_1 \neq j_2$ and $J_{j_1}, J_{j_2} \notin I_1$. Now, by choice of the order in which we apply the rules, (A)–(C), of Theorem 4.2, we may suppose that the flag $\psi(\mathcal{B}_1 \ldots \mathcal{B}_p v_0)$ contains the edge
\[ k L_{I_1} \cap \cdots \cap k' L_{I_p} \]
for some map $k' : \{1, \ldots, m\} \to \mathbb{Z}_T$. (Informally, we may choose to “build all the swimming islands first, before fixing any islands”, cf. §3.2.)

Any tuple of hyperplanes adjacent $\psi(\mathcal{B}_1 \ldots \mathcal{B}_p v_0)$ therefore contains some hyperplane linking $J_{j_1} \cap I_1$ to $J_{j_1 \setminus I_1}$ (to construct $k L_{I_{j_1}}$) and also some hyperplane linking $J_{j_2} \cap I_1$ to $J_{j_2 \setminus I_1}$ (to construct $k' L_{I_{j_2}}$). Both of these two distinct hyperplanes belong to $\{k L_{i, j}\}_{i \in I_1, j \in I \setminus I_1, k \in \mathbb{Z}_T}$. So we are done. \hfill \Box

Suppose therefore that the condition (5.14) does hold. By the freedom to permute the commutators, and if necessary by renaming $A \leftrightarrow B$, $I \leftrightarrow J$, we may suppose that $I_1 \subseteq J_1$. By definition of $S_0$,
\[ S_0(\mathcal{A}_1 \mathcal{A}_2 \ldots \mathcal{A}_n v_0, \mathcal{B}_1 \mathcal{B}_2 \ldots \mathcal{B}_p v_0) = S_0(\mathcal{A}_2 \ldots \mathcal{A}_n v_0, [\varphi(\mathcal{A}_1), \mathcal{B}_1]' \mathcal{B}_2 \ldots \mathcal{B}_p v_0). \]

Therefore to complete the inductive step it is enough to establish the following.

**Lemma 5.18.**
\[ G(\mathcal{A}_1 \mathcal{A}_2 \ldots \mathcal{A}_n v_0, \mathcal{B}_1 \mathcal{B}_2 \ldots \mathcal{B}_p v_0) = G(\mathcal{A}_2 \ldots \mathcal{A}_n v_0, [\varphi(\mathcal{A}_1), \mathcal{B}_1]' \mathcal{B}_2 \ldots \mathcal{B}_p v_0). \]

**Proof.** There are two cases, $I_1 \not\subseteq J_1$ and $I_1 = J_1$.

First suppose $I_1 \not\subseteq J_1$. Then the lemma follows from Proposition 7.11 and the definition of $G$. (Compare the proof of Proposition 5.11.)

Next suppose $I_1 = J_1$. By definition of $G$, we have
\[ G(\mathcal{A}_1 \mathcal{A}_2 \ldots \mathcal{A}_n v_0, \mathcal{B}_1 \mathcal{B}_2 \ldots \mathcal{B}_p v_0) \]
\[ = G(\mathcal{A}_2 \ldots \mathcal{A}_n v_0, \mathcal{B}_2 \ldots \mathcal{B}_p v_0) \]
\[ \times \left( G(\mathcal{A}_1, \mathcal{B}_1) \sum_{i \in I_1 = J_1} \left( a(H^0_i) + \sum_{j \in J_{j_1 \cup J_{j_2}} \cup J_{j_1 \setminus I_1}} \sum_{k \in \mathbb{Z}_T} a(k H_{i, j}) \right) + G_0(\mathcal{A}_1, \mathcal{B}_1) \right). \]
On the other hand we have, using Corollary 7.12 and $G(\overline{A}_1, \overline{B}_1) = S(\overline{A}_1, \overline{B}_1)$,

$$[\varphi(\overline{A}_1), \overline{B}_1]'' \overline{B}_2 \ldots \overline{B}_p v_0 = \left( G(\overline{A}_1, \overline{B}_1) \sum_{i \in I_1} \frac{1}{T} \overline{h}_i + \Omega_{\leq 1}(\varphi(\overline{A}_1), \overline{B}_1) k \right) \overline{B}_2 \ldots \overline{B}_p v_0$$

$$= \overline{B}_2 \ldots \overline{B}_p v_0 \left( G(\overline{A}_1, \overline{B}_1) \sum_{i \in I_1 = I_1} \left( a(H_i^0) + \sum_{j \in J_2, \ldots, J_p} \sum_{k \in Z} a(kH_{i,j}) \right) + G_0(\overline{A}_1, \overline{B}_1) \right)$$

The lemma follows.

This completes the proof of Theorem 5.16

Putting together Theorem 5.16 and Theorem 5.1, we finally obtain the following. Let $S^p$ be the bilinear form on the space $\bigwedge^p \overline{a} \otimes \mathcal{M}_{0,N}$, $p = 0, 1, \ldots, m$, defined by

$$S^p(\pi_p \wedge \cdots \wedge \pi_1 \otimes x_0 \otimes x_1 \cdots \otimes x_N, \overline{b}_p \wedge \cdots \overline{b}_1 \otimes y_0 \otimes y_1 \cdots \otimes y_N)$$

$$= \det(S_a(\pi_i, \overline{b}_j))_{1 \leq i \leq p} S_0(x_0, y_0) \prod_{i=1}^N S_i(x_i, y_i). \quad (5.16)$$

Let

$$S^p : \bigwedge^p \overline{a} \otimes \mathcal{M}_{0,N} \to (\bigwedge^p \overline{a} \otimes \mathcal{M}_{0,N})^* \quad (5.17)$$

denote the corresponding linear map.

Recall the isomorphism $\psi_p : C_p(\overline{a}, \mathcal{M}_{0,N})[1m] \to \mathcal{F}^{m-p}(C_{0,N;m})$ of Theorem 4.2. It yields an isomorphism of the dual spaces,

$$(\psi_p^{-1})^* : C_p(\overline{a}, \mathcal{M}_{0,N})[1m]^* \to \mathcal{F}^{m-p}(C_{0,N;m})^* \cong \mathcal{F}^{m-p}(C_{0,N;m}).$$

**Theorem 5.19.** On $C_p(\overline{a}, \mathcal{M}_{0,N})[1m] = (\bigwedge^p \overline{a} \otimes \mathcal{M}_{0,N})[1m]$, we have the equality

$$S^p = (-1)^{m-p} T^p \psi_p^*(G^{m-p})$$

of symmetric bilinear forms. Equivalently, the following diagram commutes:

$$C_p(\overline{a}, \mathcal{M}_{0,N})[1m] \xrightarrow{\psi_p} C_p(\overline{a}, \mathcal{M}_{0,N})[1m]^* \xleftarrow{(\psi_p^{-1})^*} \mathcal{F}^{m-p}(C_{0,N;m}) \xrightarrow{T^p(-\mathcal{G})^{m-p}} \mathcal{F}^{m-p}(C_{0,N;m}).$$

\[\square\]

6. **Symmetrization**

6.1. **The Lie algebras $\mathfrak{n}$ and $\mathfrak{n''}$.** Let $\mathfrak{n}$ denote the free Lie algebra in generators $F_i$, $i \in \{1, \ldots, R\}$, $R \in \mathbb{Z}_{\geq 1}$. For a permutation $\sigma : \{1, \ldots, R\} \to \{1, \ldots, R\}$, define the automorphism $\sigma : \mathfrak{n} \to \mathfrak{n}$ by

$$\sigma(F_i) = F_{\sigma(i)}, \quad i \in \{1, \ldots, R\}. \quad (6.1)$$

Let $T \in \mathbb{Z}_{\geq 1}$ be the order of $\sigma$.

The set $\{1, \ldots, R\}$ is the union of some number $r$ of disjoint cycles for the permutation $\sigma$. Pick an injection $\iota : \{1, \ldots, r\} \to \{1, \ldots, R\}$ which maps distinct elements into distinct cycles, so that $\iota(i)$ is a representative of the $i$th cycle. Let $T_i$ denote the length of the $i$th cycle, i.e. $T_i := |\sigma^{\circ T}(i)|$. Each $T_i$ divides $T$. 

By definition $\sum_{i=1}^{r} T_i = R$. Observe that
\[
\{ \sigma^k F_{\iota(i)} : k = 0, \ldots, T_i - 1, i \in \{1, \ldots, r\} \}
\]are the set of generators of $\mathfrak{n}$.

As with $\mathfrak{a}$ above, we have a weight decomposition of $\mathfrak{n}$, namely the $\mathbb{Z}_{\geq 0}$-grading of $\mathfrak{n}$ as a Lie algebra,
\[
\mathfrak{n} = \bigoplus_{(n_1, \ldots, n_r) \in \mathbb{Z}_{\geq 0}^r} \mathfrak{n}_{[n_1, \ldots, n_r]},
\]
such that
\[
\mathfrak{n}_{[0, \ldots, 0, 1, 0, \ldots, 0]} := \text{span}_C(\sigma^k F_{\iota(i)})_{k=0,1,\ldots,T_i-1}, \quad \text{for each } i \in \{1, \ldots, r\}.
\]
We have also the obvious refinement of this decomposition, namely the $\mathbb{Z}_R^{\geq 0}$-grading of $\mathfrak{n}$ as a Lie algebra
\[
\mathfrak{n} = \bigoplus_{(n_1, \ldots, n_R) \in \mathbb{Z}_R^{\geq 0}} \mathfrak{n}_{(n_1, \ldots, n_R)},
\]
such that
\[
\mathfrak{n}_{(0, \ldots, 0, 1, 0, \ldots, 0)} := \text{span}_C(F_i), \quad \text{for each } i \in \{1, \ldots, R\}.
\]

**Example 6.1.** Suppose $R = 3$ and $\sigma$ is the permutation $(13)$. We have $r = 2$ and, say, $\iota(1) = 1$, $\iota(2) = 2$. Then $T_1 = 2$, $T_2 = 1$, and
\[
F_1 = \sigma^0 F_{\iota(1)}, \quad F_2 = \sigma^0 F_{\iota(2)}, \quad F_3 = \sigma^1 F_{\iota(1)}.
\]
Thus $\mathfrak{n}_{[1,0]} = \mathfrak{n}_{(1,0,0)} \oplus \mathfrak{n}_{(0,0,1)} = \text{span}_C(F_1, F_3)$ and $\mathfrak{n}_{[0,1]} = \mathfrak{n}_{(0,1,0)} = \text{span}_C(F_2)$.

Let $\mathfrak{n}^\sigma \subset \mathfrak{n}$ denote the subalgebra of $\sigma$-invariants. Define
\[
\mathbb{M}_{0,N} := U(\mathfrak{n}^\sigma) \otimes \bigotimes_{i=1}^{N} U(\mathfrak{n}),
\]
cf. (4.2). We have the standard chain complex $(C_*(\mathfrak{n}^\sigma, \mathbb{M}_{0,N}, d)$, cf. (4.5). The automorphism $\sigma$ respects the weight decomposition (6.3) (though not the decomposition (6.4) in general). Thus we have also a weight decomposition of $\mathfrak{n}^\sigma$, and thence of $\mathbb{M}_{0,N}$, $C_p(\mathfrak{n}^\sigma, \mathbb{M}_{0,N})$, etc.

**6.2. The weight $\lambda$ and symmetrization in $C(\mathfrak{a}, \mathbb{M}_{0,N})$.** Now pick and fix an arbitrary weight $\lambda := (\lambda_1, \ldots, \lambda_r) \in \mathbb{Z}_{\geq 0}^r$. Set $m := |\lambda| := \sum_{i=1}^{r} \lambda_i$. We have the free Lie algebra $\mathfrak{a}$ in generators $k_i f_i$, $k \in \mathbb{Z}_T$, $i = 1, \ldots, m$, as in §4.

(Let us stress that $m$ and $\mathfrak{a}$ now depend on the choice of $\lambda$.)

It will be useful to introduce a notation for the elements of the set $\{1, \ldots, m\}$, adapted to the composition $m = \lambda_1 + \cdots + \lambda_r$ of $m$. To that end, we shall write
\[
i_n := \sum_{j=1}^{i-1} \lambda_j + n, \quad n = 1, \ldots, \lambda_i, \quad i = 1, \ldots, r,
\]
so that
\[
\{1, \ldots, m\} = \{1_1, \ldots, 1_{\lambda_1}, 2_1, \ldots, 2_{\lambda_2}, \ldots, r_1, \ldots, r_{\lambda_r}\}.
\]
For $i = 1, \ldots, r$, let $\Sigma \mathbb{Z}_{\lambda_i}$ denote the wreath product, $\Sigma \lambda_i \wr \mathbb{Z}_{T/T_i}$. That is, let
\[
\Sigma \mathbb{Z}_{\lambda_i} := \Sigma \lambda_i \ltimes (\mathbb{Z}_{T/T_i})^{\lambda_i},
\]
where the semi-direct product is
\[
(s', (k'_n)_{1 \leq n \leq \lambda_i})(s, (k_n)_{1 \leq n \leq \lambda_i}) = (ss', (k_n + k'_n s(s_n))_{1 \leq n \leq \lambda_i}).
\]
We let an element \( (s, (k_n))_{1 \leq n \leq \lambda_i} \in \Sigma^\lambda \) act on the generators \( k f_{i_p}, k \in \mathbb{Z}_T, p \in \{1, \ldots, \lambda_i\} \) by
\[
(s, (k_n))_{1 \leq n \leq \lambda_i} k f_{i_p} := k + T_i k f_{i(p)} ,
\]
and let it act trivially on the remaining generators, \( k f_{j_p}, j \neq i, k \in \mathbb{Z}_T, p \in \{1, \ldots, \lambda_j\} \). This defines an action by automorphisms of the group
\[
\Sigma^\lambda := \Sigma^\lambda_1 \times \cdots \times \Sigma^\lambda_r ,
\]
on the free Lie algebra \( \mathfrak{a} \), and hence on \( U(\mathfrak{a}) \). The subalgebra \( \bar{\mathfrak{a}} \) is stable under this action. In this way we have an action of \( \Sigma^\lambda \) on \( \bigwedge^* \mathfrak{a} \otimes \mathcal{M}_{0,N} \).

This action of \( \Sigma^\lambda \) on \( \bigwedge^* \mathfrak{a} \otimes \mathcal{M}_{0,N} \) commutes with the projection \( \bigwedge^* \mathfrak{a} \otimes \mathcal{M}_{0,N} \to (\bigwedge^* \mathfrak{a} \otimes \mathcal{M}_{0,N})[1^m] \) to the weight \((1, \ldots, 1) \in \mathbb{Z}_{\geq 0}^m \) subspace.

Recall the generators of \( \mathfrak{n} \) given in (6.2).

**Proposition 6.2.** There is a homomorphism of Lie algebras \( j : \mathfrak{n} \to \mathfrak{a} \) defined by
\[
j : \sigma^k F_{i(i)} \mapsto \sum_{l=0}^{T/T_i-1} \sum_{n=1}^{\lambda_i} k + T_i f_{i_n}, \quad k = 0, \ldots, T_i - 1, \quad i \in \{1, \ldots, r\} .
\]
It satisfies \( j \circ \sigma = \tau \circ j \). Hence its restriction to \( \mathfrak{n}^\sigma \) defines a homomorphism \( \mathfrak{n}^\sigma \to \bar{\mathfrak{a}} \).

**Proof.** For \( k = 0, \ldots, T_i - 2 \) it is immediate that
\[
(j \circ \sigma)(\sigma^k F_{i(i)}) = \sum_{l=0}^{T/T_i-1} \sum_{n=1}^{\lambda_i} k + T_i f_{i_n} = \tau \sum_{l=0}^{T/T_i-1} \sum_{n=1}^{\lambda_i} k + T_i f_{i_n} = (\tau \circ j)(\sigma^k F_{i(i)}) .
\]

It remains to observe that
\[
(j \circ \sigma)(\sigma^{T_i-1} F_{i(i)}) = \sum_{l=0}^{T/T_i-1} \sum_{n=1}^{\lambda_i} T_i f_{i_n} = \tau \sum_{l=0}^{T/T_i-1} \sum_{n=1}^{\lambda_i} T_i f_{i_n} = (\tau \circ j)(\sigma^{T_i-1} F_{i(i)}) .
\]

The homomorphism of Proposition (6.2) induces a homomorphism of complexes \( C_\bullet(\mathfrak{n}^\sigma, \mathcal{M}_{0,N}) \to C_\bullet(\bar{\mathfrak{a}}, \mathcal{M}_{0,N})^{\Sigma^\lambda} \). By composing this homomorphism with projection onto the \([1^m]\) weight space, we get a homomorphism of complexes
\[
s : C_\bullet(\mathfrak{n}^\sigma, \mathcal{M}_{0,N}) \to C_\bullet(\bar{\mathfrak{a}}, \mathcal{M}_{0,N})^{\Sigma^\lambda}[1^m] .
\]

**Example 6.3.** We continue Example 6.1 above. For simplicity, take \( N = 1 \) and consider elements in \( 1 \otimes U(\mathfrak{n}) \subset \bigwedge^0 \mathfrak{n}^\sigma \otimes U(\mathfrak{n}^\sigma) \otimes U(\mathfrak{n}) = C_0(\mathfrak{n}^\sigma, \mathcal{M}_{0,N}) \). Under the map \( s \), we have
\[
1 \otimes F_1 \mapsto 1 \otimes 0 f_{11}, \quad 1 \otimes F_2 \mapsto 1 \otimes (0 f_{21} + 1 f_{21}), \quad 1 \otimes F_3 \mapsto 1 \otimes 1 f_{11},
\]
and
\[
1 \otimes F_1 F_1 \mapsto 1 \otimes (0 f_{11} 0 f_{12} + 0 f_{12} 0 f_{11}) ,
1 \otimes F_1 F_3 \mapsto 1 \otimes (0 f_{11} 1 f_{12} + 0 f_{12} 1 f_{11})
1 \otimes F_1 F_2 \mapsto 1 \otimes (0 f_{11} f_{21} + 0 f_{11} 1 f_{21})
1 \otimes F_2 F_2 \mapsto 1 \otimes (0 f_{21} 0 f_{22} + 0 f_{22} 0 f_{21} + 0 f_{21} 1 f_{22} + 1 f_{22} 0 f_{21} + 1 f_{22} f_{21} + 1 f_{22} f_{21}) .
\]
In the other direction, there is a homomorphism of Lie algebras $a \to n$ defined by

$$\delta^k F_{\ell(i)} \mapsto \sigma^k F_{\ell(i)}, \quad k \in \mathbb{Z}_T, \quad i = 1, \ldots, r, \quad n = 1, \ldots, \lambda_i.$$  

(6.8)

This homomorphism induces a homomorphism $C_\bullet(\bar{a}, \mathcal{M}_{0,N})[1^m] \to C_\bullet(n^\sigma, \mathcal{M}_{0,N})$. Let $\pi$ denote the restriction of the latter to $C_\bullet(\bar{a}, \mathcal{M}_{0,N})[\Sigma^\lambda]$.

$$\pi : C_\bullet(\bar{a}, \mathcal{M}_{0,N})[\Sigma^\lambda] \to C_\bullet(n^\sigma, \mathcal{M}_{0,N}).$$  

(6.9)

**Lemma 6.4.** The compositions $\pi \circ s$ and $s \circ \pi$ are equal to multiplication by

$$|\Sigma^\lambda| = \prod_{i=1}^{r} (T/T_i)^{\lambda_i \lambda_i}!.$$  

(6.10)

**Corollary 6.5.** The maps $s$ and $\pi$ are isomorphisms of complexes.

6.3. **Symmetrization of flags and forms.** Define an action of $\Sigma^\lambda$ on the coordinate functions of $\mathbb{C}^m$ by the following formula. For $i = 1, \ldots, r$, let an element $(s_i(k_n)_{1 \leq n \leq \lambda_i}) \in \Sigma^\lambda_i$ transform the coordinate functions $t_{ip}$, $p \in \{1, \ldots, \lambda_i\}$, on $\mathbb{C}^m$ according to

$$(s_i(k_n)_{1 \leq n \leq \lambda_i})_{tp} := \omega T^{t_ip} t_{s_i(p)}.$$  

(6.11)

and let it act trivially on the remaining coordinate functions $t_{jn}$, $j \neq i$, $n \in \{1, \ldots, \lambda_j\}$. This action defines an action of $\Sigma^\lambda$ on $\mathbb{C}^m$.

The action (6.11) gives rise to an action of the group $\Sigma^\lambda$ on the set of hyperplanes of the arrangement $\mathcal{C}_{0,N;m}$. This yields a canonical action of $\Sigma^\lambda$ on the spaces $\mathcal{A}(\mathcal{C}_{0,N;m})$ and $\mathcal{F}(\mathcal{C}_{0,N;m})$.

Namely, for each $i = 1, \ldots, r$, an element $g = (s_i, k_i) \in \Sigma^\lambda_i$ acts on $\mathcal{A}(\mathcal{C}_{0,N;m})$ according to

$$g.(H_1 \wedge \cdots \wedge H_p) = (g.H_1) \wedge \cdots \wedge (g.H_p).$$

For hyperplanes $H_1, \ldots, H_p$, let $F(H_1, \ldots, H_p)$ denote the flag $H_1 \supset H_1 \cap H_2 \supset \cdots \supset H_1 \cap \cdots \cap H_p$.

For each $i = 1, \ldots, r$, we let an element $g = (s, k) \in \Sigma^\lambda$ act on the set of flags as follows

$$g.F(H_1, \ldots, H_p) = F((g.H_1), \ldots, (g.H_p)).$$

These actions respect the pairing of §2.4, i.e. $\langle g.F, g.(H_1 \wedge \cdots \wedge H_p) \rangle = \langle F, (H_1 \wedge \cdots \wedge H_p) \rangle$.

For $g = (s_1, k_1, \ldots, s_r, k_r) \in \Sigma^\lambda$ let us write

$$(-1)^{|g|} := (-1)^{|s_1|} \cdots (-1)^{|s_r|}.$$  

(6.12)

**Proposition 6.6.** The isomorphisms $\psi_\bullet : \Lambda^\bullet \bar{a} \otimes \mathcal{M}_{0,N} \to \mathcal{F}^{m-\bullet}(\mathcal{C}_{0,N;m})$ of Theorem 4.2 have the following equivariance property with respect to these actions of $\Sigma^\lambda$. For all $g \in \Sigma^\lambda$ and $m \in \Lambda^\bullet \bar{a} \otimes \mathcal{M}_{0,N}$,

$$\psi_\bullet(g.m) = (-1)^{|g|} g.\psi_\bullet(m).$$

\[\square\]

Let $\mathcal{F}^{m-k}(\mathcal{C}_{0,N;m})^{\Sigma^\lambda}$ denote the subspace of $\mathcal{F}^{m-k}(\mathcal{C}_{0,N;m})$ spanned by flags $F$ such that $(-1)^{|g|} g.F = F$. We arrive at the following.

**Theorem 6.7.** The map

$$\psi_k \circ s : C_k(n^\sigma, \mathcal{M}_{0,N}) \to \mathcal{F}^{m-k}(\mathcal{C}_{0,N;m})^{\Sigma^\lambda}$$

(6.13)

is an isomorphism of complexes, for $k = 0, 1, \ldots, m$.

\[\square\]
Example 6.8. In the setting of Example 6.3 above,
\[ (\psi_0 \circ s)(1 \otimes F_2) = \psi_0 (1 \otimes (0f_{21} + 1f_{21})) = (C^2 \supset (t_{21} = z_1)) \]
and
\[ (\psi_0 \circ s)(1 \otimes F_1) = \psi_0 (1 \otimes (0f_{11} + 0f_{12} + 0f_{12} 0f_{12})) = (C^2 \supset (t_{12} = z_1) \supset (t_{11} = t_{12} = z_1)) \]
\[ - (C^2 \supset (t_{11} = z_1) \supset (t_{12} = t_{11} = z_1)), \]
\[ (\psi_0 \circ s)(1 \otimes F_3) = \psi_0 (1 \otimes (0f_{11} + 1f_{12} + 0f_{12} 1f_{12})) = (C^2 \supset (-t_{12} = z_1) \supset (t_{11} = -t_{12} = z_1)) \]
\[ - (C^2 \supset (-t_{11} = z_1) \supset (t_{12} = -t_{11} = z_1)). \]

7. Cartan data and diagram automorphism

7.1. Definitions of g and g^σ. Suppose we are given the following data:

1. A finite-dimensional complex vector space \( h \);
2. A non-degenerate symmetric bilinear form \( (\cdot, \cdot) : h \times h \to \mathbb{C} \);
3. A collection \( a_1, \ldots, a_n \in h^* \) of linearly independent elements, called the simple roots.

Let \( \langle \cdot, \cdot \rangle : h \times h^* \to \mathbb{C} \) denote the canonical pairing, \( \langle H, \lambda \rangle := \lambda(H) \).

The form \( \langle \cdot, \cdot \rangle \) induces an isomorphism \( h^* \to h \) and a symmetric bilinear form on \( h^* \) which we also denote by \( (\cdot, \cdot) \). Define \( H_i \in h, \ i \in \{1, \ldots, R\} \), to be the elements such that \( \langle H_i, \cdot \rangle = (a_i, \cdot) \).

Let \( B = (b_{ij})_{i,j \in \{1, \ldots, R\}} \) be the symmetric matrix with elements \( b_{ij} := (a_i, a_j) = \langle H_i, H_j \rangle \).

Let \( g = g(B) \) be the Lie algebra with generators \( E_i, F_i, i \in \{1, \ldots, R\}, \) and \( H \in h, \) subject to the defining relations
\[ [E_i, F_j] = \delta_{ij} H_j, \quad [H, E_i] = \langle H, a_i \rangle E_i, \quad [H, F_i] = -\langle H, a_i \rangle F_i, \quad [H, H'] = 0, \]
for all \( i, j \in \{1, \ldots, R\} \) and all \( H, H' \in h \). (Thus, \( g \) is a “Kac-Moody Lie algebra without Serre relations”, and \( B \) is the symmetrized Cartan matrix of \( g \); see Remark 7.7 below.)

We have the triangular decomposition
\[ g = n \oplus h \oplus n^+ \]
of \( g \) where \( n \) (resp. \( n^+ \)) is the subalgebra generated by the \( F_i \) (resp. \( E_i \)) \( i \in \{1, \ldots, R\} \). The subalgebras \( n \) and \( n^+ \) are free Lie algebras.

Now suppose that in addition to (1–3) above we are given

4. An automorphism of \( \sigma : g \to g \) such that
\[ \sigma(F_i) = F_{\sigma(i)}, \quad \sigma(E_i) = E_{\sigma(i)}, \quad \sigma(H_i) = H_{\sigma(i)} \quad i \in \{1, \ldots, R\}, \]

for some permutation \( \sigma \in \Sigma_R \).

The fact that \( \sigma \) is an automorphism implies that the permutation \( \sigma \) must be such that
\[ (a_i, a_j) = (a_{\sigma(i)}, a_{\sigma(j)}), \]
for all \( i, j \in \{1, \ldots, R\} \). Such automorphisms are called diagram automorphisms.

Remark 7.1. If \( B \) is a symmetrized Cartan matrix of finite type then \( \{H_i\}_{i \in \{1, \ldots, R\}} \) span \( h \) and the conditions (7.1) completely define \( \sigma \). More generally they define \( \sigma \) only on the derived subalgebra \([g, g]\) of \( g \). See [FSS96].

Let \( T \) be the order of \( \sigma \). Recall from §6 the definitions of the numbers \( T_i, i \in \{1, \ldots, R\} \), and the injection \( i : \{1, \ldots, r\} \to \{1, \ldots, R\} \).
7.2. Symmetrized commutator lemmas. We have the weight decomposition (6.3) of \( n \), and similarly of \( n_+ \):

\[
n_+ = \bigoplus_{(n_1,\ldots,n_r) \in \mathbb{Z}_{\geq 0}^r} (n_+)_{[n_1,\ldots,n_r]},
\]

with

\[
(n_+)_{[0,\ldots,0,1,0,\ldots,0]} := \text{span}_C(\sigma^k E_{n(i)})_{k=0,1,\ldots,T_i-1}, \quad \text{for each } i \in \{1,\ldots,r\}. \tag{7.3b}
\]

Let \( \lambda = (\lambda_1,\ldots,\lambda_r) \in \mathbb{Z}_{\geq 0}^r \) be a nonzero weight and let \( m := \lambda_1 + \cdots + \lambda_r \). Define

\[
s : n_+ \to \mathfrak{a}_{[1^n]}^{\Sigma_{\lambda}} \tag{7.4a}
\]

to be the composition of the homomorphism \( j \) of Proposition 6.2 with projection onto the weight \([1^m]\) subspace. It is a linear isomorphism, cf. Lemma 6.4. Similarly (by replacing \( f \to e \), \( F \to E \) everywhere) we have a linear isomorphism

\[
s : (n_+)_{\lambda} \to (\mathfrak{a}_+)_{[1^n]}^{\Sigma_{\lambda}}. \tag{7.4b}
\]

These maps restrict to linear isomorphisms \((n^\sigma)_{\lambda} \to \mathfrak{a}_{[1^n]}^{\Sigma_{\lambda}}\) and \((n^\sigma)_{\lambda} \to (\mathfrak{a}_+)_{[1^n]}^{\Sigma_{\lambda}}\) respectively.

Suppose \( \mu = (\mu_1,\ldots,\mu_r) \in \mathbb{Z}_{\geq 0}^r \), \( \mu \neq \lambda \), is a nonzero weight dominated by \( \lambda \). That is, \( \mu_i \leq \lambda_i \) for each \( i = 1,\ldots,r \). For each \( i = 1,\ldots,r \), pick any subset \( I_i \subset \{1,\ldots,\lambda_i\} \) of size \( \mu_i \). Having made this choice, define a subset \( I \subset \{1,\ldots,m\} \) by, in the notation of (6.6),

\[
I = \{i_t : 1 \leq i \leq r, t \in I_i\}. \tag{7.5}
\]

We have the corresponding weight \([I]\), in the notation introduced before (4.13). Let \( s_I \) denote the composition of the homomorphism \( j \) of Proposition 6.2 with projection onto the weight \([I]\) subspace. We get a linear isomorphism

\[
s_I : n_{\mu} \to \mathfrak{a}_{[I]}^{\Sigma_{\mu}}. \tag{7.6}
\]

Similarly we have a linear isomorphism

\[
s_I : (n_+)_{\mu} \to (\mathfrak{a}_+)_{[I]}^{\Sigma_{\mu}}. \tag{7.7}
\]

Let \( \mathcal{I} \) be the set of all subsets \( I \subset \{1,\ldots,m\} \) of the form (7.5), i.e. corresponding to all possible choices of subsets \( I_i \subset \{1,\ldots,\lambda_i\}, i = 1,\ldots,r \). Note that

\[
|I| = \prod_{i=1}^{r} \binom{\lambda_i}{\mu_i} = \prod_{i=1}^{r} \frac{\lambda_i!}{\mu_i!(\lambda_i - \mu_i)!} = \frac{|\Sigma_{\lambda}|}{|\Sigma_{\mu}| |\Sigma_{\lambda-\mu}|},
\]

since \(|\Sigma_{\lambda}| = \prod_{i=1}^{r} (T_i/T_i)^{\lambda_i!} \).

Lemma 7.2. Suppose \( a \in n_{\mu} \) and \( b \in n_{\lambda-\mu} \). Then

\[
s([a,b]) = \sum_{I \in \mathcal{I}} [s_I(a),s_{\{1,\ldots,m\}\setminus I}(b)]
\]
as an equality in \( \mathfrak{a}_{[I]}^{\Sigma_{\lambda}} \).

Recall that \( C_m \) denotes the arrangement in \( \mathbb{C}^m \) whose hyperplanes are \( kH_{i,j} : t_i = \omega^k t_j \) with \( i,j \in \{1,\ldots,m\}, k \in \mathbb{Z}_{T_i} \). The Cartan data defines a weighting of this arrangement, in the sense of §2.6, given by

\[
a^{(kH_{i,n},n')} := (\sigma^k \alpha_{t(i)}, \alpha_{t(i')}), \tag{7.7}
\]

for \( i,i' \in \{1,\ldots,r\} \), and \( n \in \{1,\ldots,\lambda_i\}, n' \in \{1,\ldots,\lambda_{i'}\} \).
Note that \( [k^+T_i h_{i_n}, p f_{j_r}] = -(\sigma^{p-k} - T_i \alpha_i, \alpha_j) \) \( p f_{j_r} = -(\sigma^{p-k} \alpha_i, \alpha_j) \) \( p f_{j_r} \) whenever \( i_n \neq j_r \). Thus, whenever \( i_n \notin I \) and \( d \in \mathfrak{n}_\mu \), we have

\[
\sum_{l=0}^{T/T_i-1} [k^+T_i h_{i_n}, s_I(d)] = s_I([\sigma^k H_{(i)}], d) \frac{T}{T_i},
\]

and hence

\[
[s_I, s_I(d)] = s_I([H_{(i)}], d).
\]

**Lemma 7.3.** Suppose \( a \in (n_+)_{\mu} \) and \( d \in \mathfrak{n}_\lambda \). Then

\[
[s_I(a), s(d)] = s_{\{1, \ldots, m\} \setminus I}([a, d]) |\Sigma_\mu|
\]

as an equality in \( a_{\{1, \ldots, m\} \setminus I} \).

**Proof.** By induction on \( |\mu| := \mu_1 + \cdots + \mu_r \).

For the base case, we may suppose that \( a = \sigma^k E_{(i)} \), \( i \in \{1, \ldots, r\} \), \( k \in \{1, \ldots, T_i\} \), and we have \( I = \{i_n\} \) for some \( n \in \{1, \ldots, \lambda_i\} \). Thus \( s_I(a) = \sum_{l=0}^{T/T_i-1} k + T_i l e_{i_n} \), and what must be shown is that

\[
\sum_{l=0}^{T/T_i-1} [k + T_i l e_{i_n}, s(d)] = s_{\{1, \ldots, m\} \setminus \{i_n\}}([\sigma^k E_{(i)}], d) \frac{T}{T_i}.
\]

This is true by inspection, using (7.8) and the fact that

\[
\left[ \sum_{l=0}^{T/T_i-1} k + T_i l e_{i_n}, \sum_{l'=0}^{T/T_i} k' + T_i l' e_{i_n} \right] = \left\{ \begin{array}{ll} \sum_{l=0}^{T/T_i-1} k + T_i l e_{i_n} & n = n' \text{ and } k \equiv k' \mod T_i \\ 0 & \text{otherwise.} \end{array} \right.
\]

For the inductive step, it is enough to establish the result when \( a \) is a commutator, \( a = [b, c] \), since these span \( (n_+)_{\mu} \). Let \( \rho = (\rho_1, \ldots, \rho_r) \in \mathbb{Z}_{\geq 0}^r \) be the weight of \( b \). For each \( I \in \mathcal{I} \) as in (7.5), Lemma 7.2 yields

\[
s_I([b, c]) = \sum_{J \in J_I} [s_J(b), s_{I \setminus J}(c)]
\]

as an equality in \( a_{J_I} \), where \( J_I \) is defined by analogy with \( \mathcal{I} \). Namely, let \( J_I \) be the set of subsets \( J \subset I \) such that \( J = \{i_t : 1 \leq i \leq r, t \in J_I\} \) for some subsets \( J_I \subset I_i \) with \( |J_i| = \rho_i \). Hence, by the Jacobi identity and the inductive assumption, we have

\[
[s_I([b, c]), s(d)] = \sum_{J \in J_I} [s_J(b), s_{I \setminus J}(c)] \cdot s(d)
\]

\[
= \sum_{J \in J_I} ([s_J(b), s_{I \setminus J}(c), s(d)] - [s_{I \setminus J}(c), s_J(b), s(d)])
\]

\[
= \sum_{J \in J_I} ([s_J(b), s_{\{1, \ldots, m\} \setminus I \cup J}([c, d)]) |\Sigma_\mu| - [s_{I \setminus J}(c), s_{\{1, \ldots, m\} \setminus I}([b, d])] |\Sigma_\mu|)
\]

\[
= \sum_{J \in J_I} (s_{\{1, \ldots, m\} \setminus J}([b, c, d]) - [c, [b, d]]) |\Sigma_\rho| |\Sigma_\mu - \rho|)
\]

Now, \( |J_I| = \frac{[\Sigma_\mu]}{[\Sigma_\rho][\Sigma_\mu - \rho]} = \frac{[\Sigma_\mu]}{[\Sigma_\rho][\Sigma_\mu - \rho]} \), cf. (7.6). This completes the inductive step. \( \square \)

**Lemma 7.4.** Let \( a, d \in \mathfrak{n}_\lambda \). Then \( \frac{1}{\Sigma_\lambda} S_a(s(a), s(d)) = S_\rho(a, d) \).

**Proof.** By induction on \( |\lambda| \). (The argument is similar to that in the proof of Lemma 7.3, or of Proposition 7.17 below.) \( \square \)
7.3. Definition of the cocycle $\Omega$ on $g^\sigma$ and central extension $\hat{g}^\sigma$. Define a skew-symmetric bilinear form $\Omega: g^\sigma \times g^\sigma \to \mathbb{C}$ as follows. Recall the map $\Omega_{\leq 1}: b_{\leq 1} \times b_{\leq 1} \to \mathbb{C}$ of §5.7. For any nonzero weight $\lambda = (\lambda_1, \ldots, \lambda_r) \in \mathbb{Z}_{\geq 0}^r$, and any $x \in (n^\sigma)_{\lambda}$, $y \in (n^\sigma)_{\lambda}$, set

$$-\Omega(y, x) = \Omega(x, y) := \frac{1}{|\Sigma_{\lambda}|} \Omega_{\leq 1}(s(x), s(y)),$$

where $s$ is the symmetrization map in (7.4). On all other components in the weight decomposition of $g^\sigma \times g^\sigma$, set $\Omega(\cdot, \cdot)$ to zero.

**Proposition 7.5.** Let $x \in g^\sigma$. If $x \in \ker S_\theta$ then $\Omega(x, y) = 0$ for all $y \in g^\sigma$.

**Proof.** Suppose $x \in n_{\lambda}^\sigma$ for some $\lambda \in \mathbb{Z}_{\geq 0}$ (the argument is similar if $x \in n^\sigma_+$ and trivial if $x \in h$). Then the result follows from Lemma 7.4 and Proposition 5.12. \qed

**Theorem 7.6.** $\Omega$ is a cocycle on $g^\sigma$. That is, we have the equality

$$\Omega(x, [y, z]) + \Omega(y, [z, x]) + \Omega(z, [x, y]) = 0$$

for all $x, y, z \in g^\sigma$.

**Proof.** When $x \in (n^\sigma)_\lambda$, $y \in (n^\sigma)_\mu$ and $z \in h^\sigma$, for some nonzero $\lambda \in \mathbb{Z}_{\geq 0}$, the third term vanishes and the first two cancel.

Let $\lambda = (\lambda_1, \ldots, \lambda_r) \in \mathbb{Z}_{\geq 0}^r$ and $\mu = (\mu_1, \ldots, \mu_r) \in \mathbb{Z}_{\geq 0}^r$ be nonzero weights such that $\lambda$ dominates $\mu$, as in §7.2. When $x \in (n^\sigma_+)_\lambda$, $y \in (n^\sigma)_\mu$ and $z \in (n^\sigma)_{\lambda - \mu}$, we have

$$\Omega(x, [y, z])|_{\Sigma_{\lambda}}| = \Omega_{\leq 1}(s(x), s([y, z])) = \sum_{I \subseteq \mathcal{I}} \Omega_{\leq 1}(s_I(x), s_I([y, z])) = \sum_{I \subseteq \mathcal{I}} \left( \Omega_{\leq 1}(s_I([z, x]), s_I(y)) | \Sigma_{\lambda - \mu} \right) + \Omega_{\leq 1}(s_I([x, y]), s_I([z, y])) | \Sigma_{\mu} \right)$$

$$= \sum_{I \subseteq \mathcal{I}} (\Omega([z, x], y) + \Omega([x, y], z)) | \Sigma_{\mu} | \Sigma_{\lambda - \mu}$$

Here we used Lemma 7.2, then Theorem 5.13, then Lemma 7.3 and the definition of $\Omega$. Since $|\mathcal{I}| |\Sigma_{\mu}| |\Sigma_{\lambda - \mu}| = |\Sigma_{\lambda}|$ as in (7.6), we indeed have the equality $\Omega(x, [y, z]) = \Omega([z, x], y) + \Omega([x, y], z)$.

Up to obvious symmetries, these are the only non-trivial cases. \qed

Now let $\hat{g}^\sigma$ denote extension of $g^\sigma$ by a one-dimensional centre $C_k$ defined by this cocycle $\Omega$. That is, $\hat{g}^\sigma \cong g^\sigma \oplus C_k$ as a vector space, with Lie bracket

$$[x, y]' := [x, y] + \Omega(x, y)k.$$  

(For clarity we will always use $[\cdot, \cdot]'$ to denote the bracket on $\hat{g}^\sigma$.)

7.4. The Cartan anti-involution $\varphi$. Let $\varphi: g \to g$ denote the involutive ($\varphi^2 = \text{id}$) anti-automorphism ($\varphi([x, y]) = -[\varphi(x), \varphi(y)]$) of $g$ defined by

$$\varphi(H) = H, \quad \varphi(E_i) = F_i, \quad \varphi(F_i) = E_i$$

for all $i \in \{1, \ldots, R\}$ and all $H \in h$. 

Since \( \sigma \) is a diagram automorphism,
\[
\varphi \circ \sigma = \sigma \circ \varphi.
\] (7.11)
Hence, \( \varphi \) restricts to give an involutive anti-automorphism \( g^\sigma \to g^\sigma \). By definition of the cocycle \( \Omega \) (in terms of \( \Omega_{<1} \) and hence \( G_0 \)) we have that \( \Omega(a, b) = -\Omega(\varphi(a), \varphi(b)) \) for all \( a, b \in g^\sigma \). Therefore if we define \( \varphi(k) = k \) then \( \varphi \) is also an involutive anti-automorphism \( g^\sigma \to g^\sigma \) of the centrally extended fixed point subalgebra \( g^\sigma \).

7.5. The bilinear forms \( K \) and \( S_g \) on \( g \). Let \( K(\cdot, \cdot) : g \times g \to \mathbb{C} \) be the bilinear form such that

(i) \( K \) coincides with \( (\cdot, \cdot) \) on \( h \); \( K \) is zero on \( n \) and \( n_+ \); \( h \) and \( n \oplus n_+ \) are orthogonal with respect to \( K \);
(ii) \( K(F_i, E_j) = K(E_i, F_j) = \delta_{ij} \), \( i, j \in \{1, \ldots, R\} \);
(iii) \( K \) is \( g \)-invariant, i.e. \( K([x, y], z) = K(x, [y, z]) \) for all \( x, y, z \in g \).

Such a form exists, is unique, and is symmetric [Kac90, §2.2].

The form \( K \) is \( \varphi \)-invariant, i.e. \( K(\varphi(x), \varphi(y)) = K(x, y) \) for all \( x, y \in g \). Define the bilinear form \( S_g(\cdot, \cdot) : g \times g \to \mathbb{C} \) by
\[
S_g(x, y) := -K(\varphi(x), y), \quad x, y \in g.
\]
It is symmetric, \( \varphi \)-invariant, and obeys
\[
S_g([x, y], z) = -S_g(y, [\varphi(x), z])
\]
for all \( x, y, z \in g \). The subspaces \( h, n, n_+ \) are pairwise orthogonal with respect to \( S_g \).

We have \( \ker K = \ker S_g \subseteq g \).

Remark 7.7. Whenever we have \( b_{ii} \neq 0 \) for each \( i \in \{1, \ldots, R\} \), we may define a matrix \( A = (a_{ij})_{i,j \in \{1,\ldots,R\}} \) by \( a_{ij} = 2b_{ij}/b_{ii} \). By construction \( a_{ii} = 2 \) for each \( i \in \{1, \ldots, R\} \). If in addition \( a_{ij} \in \mathbb{Z}_{\geq 0} \) whenever \( i \neq j \) then \( A \) is a symmetrizable generalized Cartan matrix. In that case the quotient \( \tilde{g} := g/\ker K = g/\ker S_g \) is the Kac-Moody Lie algebra associated with \( A \), and the kernel \( \ker S_g \) is generated by the Serre elements \( \text{ad}F_i^{-a_{ij}+1}E_j, i \neq j \).

Given (7.1), one sees that \( K \) is \( \sigma \)-invariant, i.e. \( K(\sigma(x), \sigma(y)) = K(x, y) \) for all \( x, y \in g \). Hence, in view of (7.2), so too is \( S_g \), i.e. \( S_g(\sigma(x), \sigma(y)) = S_g(x, y) \) for all \( x, y \in g \). Thus \( S_g \) restricts to give a bilinear form on \( g^\sigma \). Also \( \sigma(\ker S_g) = \ker S_g \).

Lemma 7.8. There are canonical Lie algebra isomorphisms
\[
(g/\ker S_g)^\sigma \cong g^\sigma/(\ker S_g)^\sigma \cong g^\sigma/\ker((S_g)|_{g^\sigma}).
\]

Proof. We shall show that these are linear isomorphisms; it is then clear that the Lie algebra structures coincide. Let \( \Pi_k : g \to g, k \in \mathbb{Z}_R \), denote the projectors \( \Pi_k := \frac{1}{T} \sum_{j \in \mathbb{Z}_R} \omega^{-jk} \sigma^j \) onto the eigenspaces of \( \sigma \). We have \( g = g^\sigma \oplus g^\perp \) where \( g^\perp = \bigoplus_{k \not\equiv 0} \Pi_k g \). By \( \sigma \)-invariance of the subspaces \( g^\sigma \) and \( g^\perp \) are orthogonal with respect to \( S_g \). Therefore if \( x \in g^\sigma \) is such that \( S_g(x, y) = 0 \) for all \( y \in g^\sigma \) then in fact \( S_g(x, y) = 0 \) for all \( y \in g \). Thus \( \ker((S_g)|_{g^\sigma}) \subseteq \ker S_g \cap g^\sigma = (\ker S_g)^\sigma \). The reverse containment, \( \ker S_g \cap g^\sigma \subseteq \ker((S_g)|_{g^\sigma}) \), is obvious. This establishes the second isomorphism. Consider the first isomorphism. Elements of \( (g/\ker S_g)^\sigma \) are by definition cosets \( x + \ker S_g \) such that \( \sigma(x + \ker S_g) = x + \ker S_g \), or equivalently such that \( \sigma x - x \in \ker S_g \). We have \( x = x^\sigma + \sum_{k \not\equiv 0} x^{(k)} \) for unique \( x^\sigma \in g^\sigma \) and \( x^{(k)} \in \Pi_k g \). Now \( \sigma x - x \in \ker S_g \) implies that \( (\omega - 1)x^{(k)} \in \Pi_k \ker S_f \) for each \( k \not\equiv 0 \). Hence \( x^{(k)} \in \ker S_f \) for each \( k \not\equiv 0 \). Therefore in fact \( x + \ker S_g = x^\sigma + \ker S_g \), and here the element \( x^\sigma \) is defined up to addition of an element of \( (\ker S_g)^\sigma = \ker S_g \cap g^\sigma \). Therefore we have the first isomorphism. \( \square \)
Proposition 7.9. Suppose \( a, b \in \mathfrak{n}_{(m_1, \ldots, m_R)} \) for some \( (m_1, \ldots, m_R) \in \mathbb{Z}_{\geq 0}^R \), cf. (6.3). Then
\[
\{ \varphi(a), b \} = S_g(a, b) \sum_{i=1}^R m_i H_i
\]

Proof. By induction on \( |\sum_i m_i| \). The statement is true when \( |\sum_i m_i| = 1 \). For the inductive step, by linearity and the Jacobi relations, we may suppose that \( a = [a', F_i] \), for some \( i \) such that \( m_i \geq 1 \). Then \( S_g(a, b) = S_g([a', F_i], b) - S_g(F_i, [\varphi(a'), b]) \). On weight grounds \( [\varphi(a'), b] \sim F_i \). Since \( S_g(F_i, F_i) = 1 \), we must have \(-F_iS_g(a, b) = [\varphi(a'), b] \). Hence
\[
-H_i S_g(a, b) = [E_i, \varphi(a')] + [\varphi(a'), [E_i, b]]
\]

Inductively we have \( [\varphi(a'), [E_i, b]] = S_g(a', [E_i, b])(-H_i + \sum_{j=1}^R m_j H_j) = S_g(a, b)(-H_i + \sum_{j=1}^R m_j H_j) \). Inserting this into (7.12) and rearranging, we find the required equality. \( \square \)

Corollary 7.10. Suppose \( x, y \in \mathfrak{n}_{[\lambda_1, \ldots, \lambda_r]} \) for some \( \lambda = (\lambda_1, \ldots, \lambda_r) \in \mathbb{Z}_{\geq 0}^r \), cf. (6.4). Then in \( \mathfrak{g}^\sigma \) we have the equality
\[
\{ \varphi(x), y \} = \frac{1}{T} S_g(x, y) \sum_{i=1}^r \lambda_i \Pi_i(i)
\]

and hence in \( \mathfrak{g}^\sigma \) we have the equality
\[
\{ \varphi(x), y \} = \frac{1}{T} S_g(x, y) \sum_{i=1}^r \lambda_i \Pi_i(i) + \Omega(x, y)k.
\]

Proof. We may suppose that \( x = \overline{\pi}, y = \overline{\beta} \) for some commutators \( a, b \in \mathfrak{n} \), since such projected commutators span \( \mathfrak{g}^\sigma \). Since \( \overline{\pi} \) and \( \overline{\beta} \) are of the same \( \mathfrak{g}^\sigma \)-weight, certainly \( b \) has the same length ("total number of \( F \)'s") as \( a \). Therefore, for every \( k \in \mathbb{Z}_T \), if \( \sigma^k b \) and \( a \) have different \( \mathfrak{g} \)-weights then \( [\varphi(a), \sigma^k b] = 0 \). Also \( S_g(a, \sigma^k b) = 0 \). Hence, if \( \sigma^k b \) and \( a \) have different \( \mathfrak{g} \)-weights for all \( k \in \mathbb{Z}_T \) then both \( [\varphi(\overline{\pi}), \overline{\beta}] = 0 \) and \( S_g(\overline{\pi}, \overline{\beta}) = 0 \) and we are done.

Suppose therefore that \( \sigma^k b \) and \( a \) share the same \( \mathfrak{g} \)-weight for some \( k \in \mathbb{Z}_T \). By choice of \( b \) we can take \( k = 0 \) without loss of generality. So suppose \( a \) and \( b \) are both of \( \mathfrak{g} \)-weight \( (m_1, \ldots, m_R) \in \mathbb{Z}_{\geq 0}^R \). Then, using Proposition 7.11, we have
\[
[\varphi(\overline{\pi}), \overline{\beta}] = \sum_{k, p \in \mathbb{Z}_T} [\varphi(\sigma^k a), \sigma^p b] = \sum_{k, l \in \mathbb{Z}_T} \sigma^k [\varphi(a), \sigma^l b]
\]
\[
= \sum_{k, l \in \mathbb{Z}_T} S_g(a, \sigma^l b) \sigma^k \sum_{i=1}^R m_i H_i = S_g(a, b) \sum_{i=1}^R m_i \Pi_i = \frac{1}{T} S_g(\overline{\pi}, \overline{\beta}) \sum_{i=1}^R m_i \Pi_i.
\]

Now
\[
\sum_{i=1}^R m_i \Pi_i = \sum_{i=1}^r \sum_{k=1}^{T_i} m_{\sigma^k(i)} \Pi_{\sigma^k(i)} = \sum_{i=1}^r \left( \sum_{k=1}^{T_i} m_{\sigma^k(i)} \right) \Pi_i(i) = \sum_{i=1}^r \lambda_i \Pi_i(i)
\]
and we are done. \( \square \)
The above proposition and corollary have their analogs in \(a\) and \(\bar{a}\), as follows.

**Proposition 7.11.** Suppose \(a\) and \(b\) are commutators in \(a\) both of weight \([I]\), for some \(I \subset \{1, \ldots, m\}\). Then

\[
[\varphi(a), b] = S(a, b) \sum_{i \in I} h_i
\]

**Corollary 7.12.** Suppose \(x, y \in \bar{a}[I]\), for some \(I \subset \{1, \ldots, m\}\). Then

\[
[\varphi(x), y] = S(x, y) \sum_{i \in I} \frac{1}{T} T_i,
\]

and hence

\[
[\varphi(x), y]' = S(x, y) \sum_{i \in I} \frac{1}{T} T_i + \Omega_{\leq 1}(x, y)k.
\]

7.6. **Verma and contragredient Verma modules over **\(g\). Given \(\Lambda \in \mathfrak{h}^*\) we denote by \(M(\Lambda)\) the induced \(g\)-module

\[
M(\Lambda) := U(\mathfrak{g}) \otimes_{U(\mathfrak{h} \oplus \mathfrak{n}_+)} \mathbb{C}v_{\Lambda}
\]

where \(\mathbb{C}v_{\Lambda}\) is the one-dimensional \((\mathfrak{h} \oplus \mathfrak{n}_+)-\)module generated by a vector \(v_{\Lambda}\) obeying \(n_+.v_{\Lambda} = 0\) and \(H.v_{\Lambda} = v_{\Lambda} \Lambda(H)\) for all \(H \in \mathfrak{h}\). Call \(M(\Lambda)\) the Verma module over the Lie algebra \(g\). (One should keep in mind that \(g\) has “no Serre relations”.) By the PBW basis theorem \(U(\mathfrak{g}) \cong_\mathbb{C} U(\mathfrak{n}) \otimes_\mathbb{C} U(\mathfrak{h} \oplus \mathfrak{n}_+)\). Hence there is an isomorphism of left \(U(\mathfrak{n})\)-modules

\[
M(\Lambda) \cong_\mathbb{n} U(\mathfrak{n}) \otimes_\mathbb{C} \mathbb{C}v_{\Lambda} \cong_\mathbb{n} U(\mathfrak{n}).
\]

The \(\mathbb{Z}_{\geq 0}\)-grading on \(\mathfrak{n}\) defined in (6.4) induces a \(\mathbb{Z}_{\geq 0}\)-grading on the envelope \(U(\mathfrak{n})\),

\[
U(\mathfrak{n}) = \bigoplus_{(n_1, \ldots, n_R) \in \mathbb{Z}_{\geq 0}^R} U(\mathfrak{n})_{(n_1, \ldots, n_R)}.
\]

Then we have \(M(\Lambda) =_\mathbb{h} \bigoplus_{(\lambda_1, \ldots, \lambda_R) \in \mathbb{Z}_{\geq 0}^R} M(\Lambda)_{(\lambda_1, \ldots, \lambda_R)}\) where \(M(\Lambda)_{(\lambda_1, \ldots, \lambda_R)} := U(\mathfrak{n})_{(\lambda_1, \ldots, \lambda_R)} \cdot v_{\Lambda}\). Equivalently,

\[
M(\Lambda)_{(\lambda_1, \ldots, \lambda_R)} := \left\{ v \in M(\Lambda) : H.v = v(H, \Lambda - \sum_{p=1}^R \lambda_p \alpha_p) \text{ for all } H \in \mathfrak{h} \right\}.
\]

These weight subspaces \(M(\Lambda)_{(\lambda_1, \ldots, \lambda_R)}\) are all of finite dimension. Let \(M^*(\Lambda)\) denote the restricted dual space of \(M(\Lambda)\) with respect to this decomposition,

\[
M^*(\Lambda) := \bigoplus_{(\lambda_1, \ldots, \lambda_R) \in \mathbb{Z}_{\geq 0}^R} (M(\Lambda)_{(\lambda_1, \ldots, \lambda_R)})^*.
\]

The **contragredient Verma module** \(M^*(\Lambda)\) is by definition this restricted dual endowed with the \(g\)-module structure given by \((g.f)(v) := f(\varphi(g).v)\), for \(f \in M(\Lambda)^*, v \in M(\Lambda), g \in \mathfrak{g}\).
7.7. **Verma and contragredient Verma modules over \( \hat{\mathfrak{g}}^\sigma \).** Recall the definition of the centrally extended Lie algebra \( \hat{\mathfrak{g}}^\sigma \cong \mathbb{C} \mathfrak{g}^\sigma \oplus \mathbb{C} \mathfrak{k} \) from §7.3. Given \( \Lambda \in (\mathfrak{h}^\sigma)^* \) we denote by \( M^\sigma(\Lambda) \) the Verma module over \( \hat{\mathfrak{g}}^\sigma \),

\[
M^\sigma(\Lambda) := U(\hat{\mathfrak{g}}^\sigma) \otimes_{U(\mathfrak{h}^\sigma \oplus \mathfrak{g}^\sigma \oplus \mathbb{C} \mathfrak{k})} C_v^\sigma
\]

where \( C_v^\sigma \) is the one-dimensional \( (\mathfrak{h}^\sigma \oplus \mathfrak{n}^\sigma \oplus \mathbb{C} \mathfrak{k}) \)-module generated by a vector \( v^\sigma_\Lambda \) obeying \( n_+^\sigma v^\sigma_\Lambda = 0 \), \( H.v^\sigma_\Lambda = v^\sigma_\Lambda \Lambda(H) \) for all \( H \in \mathfrak{h}^\sigma \) and \( k.v^\sigma_\Lambda = v^\sigma_\Lambda \). As a module over \( \mathfrak{n}^\sigma \),

\[
M^\sigma(\Lambda) \cong_{\mathfrak{n}^\sigma} U(\mathfrak{h}^\sigma) \otimes_{\mathbb{C} \mathfrak{n}^\sigma} C_v^\sigma \cong_{\mathfrak{n}^\sigma} U(\mathfrak{n}^\sigma).
\]

We have the \( \mathbb{Z}_{\geq 0} \)-grading of \( U(\mathfrak{n}^\sigma) \) induced by (6.3). Then \( M^\sigma(\Lambda) = \bigoplus_{[\lambda_1, \ldots, \lambda_r] \in \mathbb{Z}_{\geq 0}} M^\sigma(\Lambda)_{[\lambda_1, \ldots, \lambda_r]} \) where \( M^\sigma(\Lambda)_{[\lambda_1, \ldots, \lambda_r]} := U(\mathfrak{n}^\sigma)_{[\lambda_1, \ldots, \lambda_r]} v^\sigma_\Lambda \). The weight subspaces \( M^\sigma(\Lambda)_{[\lambda_1, \ldots, \lambda_r]} \) are of finite dimension. Let \( M^{\sigma,*}(\Lambda) \) denote the restricted dual vector space endowed with the contragredient dual \( \hat{\mathfrak{g}}^\sigma \)-module structure.

7.8. **Shapovalov form on Verma modules.** For \( \Lambda \in \mathfrak{h}^* \) (resp. \( \Lambda \in (\mathfrak{h}^\sigma)^* \)) there is a unique bilinear form \( S \) on the \( \mathfrak{g} \)-module \( M(\Lambda) \) (resp. the \( \hat{\mathfrak{g}}^\sigma \)-module \( M^\sigma(\Lambda) \)) defined by

\[
S(v_\Lambda, w_\Lambda) = 1,
\]

for all \( x \in \mathfrak{g} \) (resp. \( x \in \hat{\mathfrak{g}}^\sigma \)) and all \( v, w \in M(\Lambda) \) (resp. in \( M^\sigma(\Lambda) \)). This form is symmetric and the weight subspaces are pairwise orthogonal.

7.9. **Shapovalov form on \( C_p(\mathfrak{n}^\sigma, M(\Lambda)) := \bigwedge^n \mathfrak{n}^\sigma \otimes M(\Lambda) \).** Let us fix now weights \( \Lambda_0 \in (\mathfrak{h}^\sigma)^* \) and \( \Lambda_1, \ldots, \Lambda_N \in \mathfrak{h}^* \). We shall write \( \Lambda := (\Lambda_0, \Lambda_1, \ldots, \Lambda_N) \) and

\[
M(\Lambda) := M^\sigma(\Lambda_0) \otimes \bigotimes_{i=1}^N M(\Lambda_i).
\]

Note that \( M(\Lambda) \) is a module over \( \mathfrak{n}^\sigma \). With \( M_{0,N} \) as in (6.5), we have

\[
M(\Lambda) = M_{0,N}(v^\sigma_{\Lambda_0} \otimes v^\sigma_{\Lambda_1} \otimes \cdots \otimes v^\sigma_{\Lambda_N}),
\]

as an equality of vector spaces, and in fact of \( \mathfrak{n}^\sigma \)-modules. There is a symmetric bilinear form \( S^p \) on the space

\[
C_p(\mathfrak{n}^\sigma, M(\Lambda)) := \bigwedge^p \mathfrak{n}^\sigma \otimes M(\Lambda), \quad p = 0, 1, \ldots,
\]

defined by

\[
S^p(\pi_p \wedge \cdots \wedge \pi_1 \otimes x_0 \otimes x_1 \otimes \cdots \otimes x_N, \bar{\pi}_p \wedge \cdots \wedge \bar{\pi}_1 \otimes y_0 \otimes y_1 \otimes \cdots \otimes y_N)
\]

\[
= \det(S_p(\pi_i, \bar{\pi}_j))_{1 \leq i, j \leq p} S(x_0, y_0) \prod_{i=1}^N S(x_i, y_i).
\]

It respects the weight decomposition. Let \( S^p \) denote the linear map defined by \( S^p \),

\[
S^p : \left( \bigwedge^p \mathfrak{n}^\sigma \otimes M(\Lambda) \right)_\Lambda \rightarrow \left( \bigwedge^p \mathfrak{n}^\sigma \otimes M(\Lambda) \right)_\Lambda^*.
\]

Let \( C_p(\mathfrak{n}^\sigma, M(\Lambda))_\Lambda^* \) denote the restricted dual of \( C_p(\mathfrak{n}^\sigma, M(\Lambda)) \) and

7.10. **Main theorem.** Fix any \( \lambda = (\lambda_1, \ldots, \lambda_r) \in \mathbb{Z}_{\geq 0} \). Set \( m = \sum_{i=1}^r \lambda_i \). Recall that the Cartan matrix entries \( b_{ij} := (\alpha_i, \alpha_j) \) defined a weighting on the “diagonal” hyperplanes \( k^jH_{i,j} \), as in (7.7). The choice of weights \( \Lambda = (\Lambda_0; \Lambda_1, \ldots, \Lambda_N) \) defines a weighting of the remaining hyperplanes of the arrangement \( C_{0,N,m} \). Namely,

\[
a(k^jH_{i,n}) := -(\sigma^k \alpha_{i(i)}, \Lambda_j), \quad a(H_{i,n}^0) := -T(\alpha_{i(i)}, \Lambda_0),
\]

for \( j \in \{1, \ldots, N\}, i \in \{1, \ldots, r\}, \) and \( n \in \{1, \ldots, \lambda_i\} \).
**Theorem 7.13.** For each $p \in \mathbb{Z}_{\geq 0}$, the following diagram commutes:

\[
\begin{array}{ccc}
C_p(n^\sigma, M(\Lambda))_\lambda & \xrightarrow{s^p} & C_p(n^\sigma, M(\Lambda))_{\lambda}^* \\
\sim & \downarrow s & \sim \\
C_p(\tilde{a}, M_{0,N})_{\Sigma \lambda}^{[m]} & \xrightarrow{s^p} & (C_p(\tilde{a}, M_{0,N})_{\Sigma \lambda})_{[1]}^{*} \\
\psi_p & \sim & (\psi_p^{-1})^* \\
\mathfrak{F}^{m-p}(\mathfrak{C}_{0,N;m})_{\Sigma \lambda} & \xrightarrow{(-1)^{m-p} \psi^p g^{m-p}} & \mathfrak{F}^{m-p}(\mathfrak{C}_{0,N;m})_{\Sigma \lambda}.
\end{array}
\]

The theorem is proved in §7.11 below.

**Remark 7.14.** The map $G^{m-\bullet}: \mathfrak{F}^{m-\bullet}(\mathfrak{C}_{0,N;m})_{\Sigma \lambda} \to \mathfrak{F}^{m-\bullet}(\mathfrak{C}_{0,N;m})_{\Sigma \lambda}$ is a map of complexes, cf. Theorem 2.5. The isomorphisms on the left, $s$ and $\psi_p$, are isomorphisms of complexes, as in Theorem 6.7. We may regard the isomorphisms on the right, $\pi^*$ and $(\psi^{-1})^*$, as defining the structure of a differential complex on $(C_p(\tilde{a}, M_{0,N})_{\Sigma \lambda})_{[1]}^{*}$ and $C_p(n^\sigma, M(\Lambda))_{\lambda}^*$. It would be interesting to give an intrinsic definition of the differentials on $(C_p(\tilde{a}, M_{0,N})_{\Sigma \lambda})_{[1]}^{*}$ and $C_p(n^\sigma, M(\Lambda))_{\lambda}^*$ in the spirit of [SV91, §6.16].

Define $L(\Lambda_i) := M(\Lambda_i)/\ker S$ for $i = 1, \ldots, N$, $L^\sigma(\Lambda_0) := M^\sigma(\Lambda_0)/\ker S$, and $L(\Lambda) := L^\sigma(\Lambda_0) \otimes \bigotimes_{i=1}^{N} L(\Lambda_i)$. Define $\tilde{n}^\sigma := n^\sigma/(\ker S_0 \cap n^\sigma).

**Corollary 7.15.** The maps $\psi_\bullet \circ s$ induce isomorphisms of complexes

\[C_\bullet(\tilde{n}^\sigma, L(\Lambda))_\lambda \xrightarrow{\sim} G(\mathfrak{F}^{m-\bullet}(\mathfrak{C}_{0,N;m})_{\Sigma \lambda})\]

7.11. **Proof of Theorem 7.13.** In view of Theorems 5.19 and 6.7, what remains to be established is the commutativity of the upper square in Theorem 7.13. We will give the details of the proof for the special case $N = 0$, $p = 0$, i.e. we will prove the commutativity of the square

\[
\begin{array}{ccc}
M^\sigma(\Lambda_0)_\lambda & \xrightarrow{s} & M^\sigma(\Lambda_0)_{\lambda}^* \\
\sim & \downarrow s & \sim \\
(M_0)_{[1]} & \xrightarrow{s} & (M_0)_{[1]}^*.
\end{array}
\]

The general proof is similar.

We keep the conventions of §7.2. In particular, we suppose that $\lambda$ dominates $\mu$. We have, for each $I \in \mathcal{I}$, the symmetrization map

\[s_I: M^\sigma(\Lambda_0)_\mu \to (M_0)_{[I]} \]

**Proposition 7.16.** Suppose $x \in n^\sigma_\mu$ and $w \in M^\sigma(\Lambda_0)_\lambda$. Then, for all $I \in \mathcal{I}$,

\[s_{(1,\ldots,m)\backslash I}(\varphi(x)w) = \frac{1}{|\Sigma \mu|} s_I(\varphi(x)) \triangleright s(w)\]

as an equality in $(M_0)_{[1,\ldots,m] \backslash I}$. 

Proof. By linearity, we may suppose that \( w = \bar{b}_1 \ldots \bar{b}_p v_0 \) for some commutators \( b_1, \ldots, b_p \in \mathfrak{n} \). We must show that

\[
\frac{1}{|\Sigma_\mu|} s_I(\varphi(x)) \triangleright s(\bar{b}_1 \ldots \bar{b}_p v_0) = s_{\{1, \ldots, m\}\setminus I}(\varphi(x)\bar{b}_1 \ldots \bar{b}_p v_0).
\]

We proceed by induction on \( p \).

We have \( \mu = \text{wt} x \). Let \( \rho = \text{wt} \bar{b}_1 \). For the inductive step, there are four cases to consider:

(i) \( \mu \neq \rho \) and neither dominates the other.
(ii) \( \mu \neq \rho \) and \( \rho \) dominates \( \mu \);
(iii) \( \mu \neq \rho \) and \( \mu \) dominates \( \rho \);
(iv) \( \mu = \rho \).

(For the base case \( p = 1 \) the argument is the same except that then \( \rho = \lambda \), which dominates \( \mu \), so we can only be in case (ii) or case (iv).)

For brevity, set \( y := \bar{b}_2 \ldots \bar{b}_p v_0 \in M_\sigma(\Lambda_0) \). By an obvious analog of Lemma 7.2, we have

\[
\frac{1}{|\Sigma_\mu|} s_I(\varphi(x)) \triangleright s(\bar{b}_1 y) = \frac{1}{|\Sigma_\mu|} s_I(\varphi(x)) \triangleright \sum_{J \in \mathcal{J}} s_J(\bar{b}_1) s_{\{1, \ldots, m\}\setminus J}(y), \tag{7.22}
\]

where \( \mathcal{J} \) denotes the set of subsets \( J \subset \{1, \ldots, m\} \) such that \( J = \{i_t : 1 \leq i \leq r, t \in I_j\} \) for some subsets \( I_j \subset \{1, \ldots, \lambda_i\} \) with \( |I_j| = \rho_i \).

Consider case (i). The fact that neither of \( \mu \) and \( \rho \) dominates the other implies that, for every \( J \) in the sum (7.22), neither of the sets \( I, J \) contains the other. It follows that \( |s_I(\varphi(x)), s_J(\bar{b}_1)| = 0 \). If \( J \cap I \neq \emptyset \) then additionally \( s_I(\varphi(x)) s_{\{1, \ldots, m\}\setminus J}(y) = 0 \), and hence \( s_I(\varphi(x)) s_{\{1, \ldots, m\}\setminus J}(y) = 0 \). Thus the only contributions come from \( J \) such that \( J \cap I = \emptyset \), and we have

\[
\frac{1}{|\Sigma_\mu|} s_I(\varphi(x)) \triangleright s(\bar{b}_1 y) = \sum_{J \in \mathcal{J} \subset \{1, \ldots, m\}\setminus I} s_J(\bar{b}_1) s_I(\varphi(x)) \triangleright s_{\{1, \ldots, m\}\setminus J}(y).
\]

Using the inductive assumption, we see that this is equal to

\[
\sum_{J \in \mathcal{J} \subset \{1, \ldots, m\}\setminus I} s_J(\bar{b}_1) s_{\{1, \ldots, m\}\setminus J}(\varphi(x)y) = s_{\{1, \ldots, m\}\setminus I}(\bar{b}_1 \varphi(x)y).
\]

Since neither of \( \mu \), \( \rho \) dominates the other, \( [\varphi(x), \bar{b}_1] = 0 \), and so this last expression is equal to \( s_{\{1, \ldots, m\}\setminus I}(\bar{b}_1 \varphi(x)y) \), as required.

Consider case (ii). Since \( \rho \) dominates \( \mu \), for every \( J \) in the sum (7.22) it must be that either \( I \subset J \) or neither of \( I, J \) contains the other. When \( I \subset J \) we have \( s_I(\varphi(x)) s_{\{1, \ldots, m\}\setminus J}(y) = 0 \) and

\[
\frac{1}{|\Sigma_\mu|} [s_I(\varphi(x)), s_J(\bar{b}_1)] = \frac{1}{|\Sigma_\mu|} [s_I(\varphi(x)), s_J(\bar{b}_1)] = s_{\{1, \ldots, m\}\setminus I}(\bar{b}_1 \varphi(x)y).
\]

by Lemma 7.3. The contribution from terms in the sum on \( J \) in (7.22) such that neither of \( I, J \) contains the other is \( s_{\{1, \ldots, m\}\setminus I}(\bar{b}_1 \varphi(x)y) \), for the same reason as in case (i) above. Thus, in total,

\[
\frac{1}{|\Sigma_\mu|} s_I(\varphi(x)) \triangleright s(\bar{b}_1 y) = \sum_{J \in \mathcal{J} \ni I} s_{\{1, \ldots, m\}\setminus I}(\bar{b}_1 \varphi(x)y)
\]

as required.
Consider case (iii). Since \( \mu \) dominates \( \rho \), for every \( J \) in the sum (7.22) it must be that either \( J \subsetneq I \) or neither of \( I, J \) contains the other. When \( J \subsetneq I \) we have \( s_I(\varphi(x)) \triangleright s_{\{1,\ldots,m\}\setminus J}(y) = 0 \) and
\[
[s_I(\varphi(x)), s_J(\overline{b}_1)]' = [s_I(\varphi(x)), s_J(\overline{b}_1)] = \varphi \left( [s_I(\varphi(\overline{b}_1)), s_I(x)] \right)
\]
\[
= \left[ \sum_{J \subsetneq I} \varphi \left( s_{I \setminus J}([\varphi(x), \overline{b}_1]) \right) \right] = \sum_{J \subsetneq I} \varphi \left( s_{I \setminus J}([\varphi(x), \overline{b}_1]) \right)
\]
by Lemma 7.3. The contribution from terms in the sum on \( J \) in (7.22) such that neither of \( I, J \) contains the other is still \( s_{\{1,\ldots,m\}\setminus J}(\overline{b}_1 \varphi(x)y) \), as in case (i). Hence
\[
\frac{1}{|\Sigma_I\mu|} s_I(\varphi(x)) \triangleright s(\overline{b}_1 y) = \frac{\left[ \sum_{J \subsetneq I} \varphi \left( s_{I \setminus J}([\varphi(x), \overline{b}_1]) \right) \right]}{|\Sigma_I\mu|} s_{\{1,\ldots,m\}\setminus J}(y) + s_{\{1,\ldots,m\}\setminus J}(\overline{b}_1 \varphi(x)y)
\]
In every term in the sum on \( J \) here, the inductive assumption allows us to re-write the summand in a form independent of \( J \):
\[
s_{I \setminus J}([\varphi(x), \overline{b}_1]) \triangleright s_{\{1,\ldots,m\}\setminus J}(y) = \left[ \sum_{J \subsetneq I} \varphi \left( s_{I \setminus J}([\varphi(x), \overline{b}_1]) \right) \right] s_{\{1,\ldots,m\}\setminus J}(y) = s_{\{1,\ldots,m\}\setminus J}(\overline{b}_1 \varphi(x)y)
\]
The number of terms in the sum is \( \frac{|\Sigma_I\mu|}{|\Sigma_{I \setminus J}\mu|} \), cf. (7.6). Therefore the combinatorial factors cancel and we find
\[
\frac{1}{|\Sigma_I\mu|} s_I(\varphi(x)) \triangleright s(\overline{b}_1 y) = s_{\{1,\ldots,m\}\setminus J}((\varphi(x), \overline{b}_1)y) + s_{\{1,\ldots,m\}\setminus J}(\overline{b}_1 \varphi(x)y) = s_{\{1,\ldots,m\}\setminus J}(\varphi(x)\overline{b}_1 y)
\]
as required.

Finally, consider case (iv). Since \( \mu = \rho \), for every \( J \) in the sum (7.22) either \( J = I \) or neither of \( I, J \) contains the other. The contribution from the latter class of terms is still \( s_{\{1,\ldots,m\}\setminus J}(\overline{b}_1 \varphi(x)y) \). Consider the \( J = I \) term in the sum. What we must show is that
\[
\frac{1}{|\Sigma_I\mu|} [s_I(\varphi(x)), s_I(\overline{b}_1)]' s_{\{1,\ldots,m\}\setminus I}(y) = s_{\{1,\ldots,m\}\setminus I}((\varphi(x), \overline{b}_1)y),
\]
as an equality in \( s(M^\sigma(\Lambda_0)_\lambda) = (M_0)_{\{1,\ldots,m\}\setminus I} \). And indeed, using Corollary 7.10 and (7.9), we have
\[
s_{\{1,\ldots,m\}\setminus I}((\varphi(x), \overline{b}_1)y) = s_{\{1,\ldots,m\}\setminus I} \left( \frac{1}{T} s_\sigma(x, \overline{b}_1) \sum_{i=1}^r \mu_i T_{\sigma(i)y} + \Omega(\varphi(x), \overline{b}_1)y \right)
\]
\[
= \left( \frac{1}{T} s_\sigma(x, \overline{b}_1) \sum_{i \in I} \overline{t}_i + \Omega(\varphi(x), \overline{b}_1)y \right) s_{\{1,\ldots,m\}\setminus I}(y)
\]
By Lemma 7.4 and the definition of \( \Omega \), this is equal to
\[
\frac{1}{|\Sigma_I\mu|} \left( \frac{1}{T} s_\sigma(x, \overline{b}_1) \sum_{i \in I} \overline{t}_i + \Omega_{\leq 1}(s_I(\varphi(x)), s_I(\overline{b}_1))y \right) s_{\{1,\ldots,m\}\setminus I}(y)
\]
\[
= \frac{1}{|\Sigma_I\mu|} [s_I(x), s_I(\overline{b}_1)]' s_{\{1,\ldots,m\}\setminus I}(\overline{b}_1)
\]
(7.24)
as required. \( \Box \)

**Proposition 7.17.** Let \( v, w \in M^\sigma(\Lambda_0)_\lambda \). Then \( \frac{1}{|\Sigma_I\mu|} S(s(v), s(w)) = S(v, w) \).

**Proof.** By complete induction on \(|\lambda| = \lambda_1 + \cdots + \lambda_r \). The result is true for \(|\lambda| = 0 \). For the inductive step, suppose \( v = xu \) for some \( x \in \mathfrak{n}_\mu^r \) and \( u \in M^\sigma(\Lambda_0)_{\lambda - \mu} \). Then, by definition of \( S \) and the inductive assumption, we have
\[
S(xu, w) = S(u, \varphi(x)w) = \frac{1}{|\mathcal{I}|} \sum_{I \in \mathcal{I}} \frac{1}{|\Sigma_I\mu - \mu|} S(s_{\{1,\ldots,m\}\setminus I}(u), s_{\{1,\ldots,m\}\setminus I}(\varphi(x)w)).
\]
Therefore
\[
S(xu, w) = \frac{1}{|I|} \sum_{I \in \mathcal{I}} \frac{1}{|\Sigma \lambda - \mu|} S(s_{\{1, \ldots, m\}\setminus I}(u), \frac{1}{|\Sigma \mu|} s_I(\varphi(x)) \triangleright s(w))
\]
\[
= \frac{1}{|I| |\Sigma \mu| |\Sigma \lambda - \mu|} \sum_{I \in \mathcal{I}} S(s_I(x)s_{\{1, \ldots, m\}\setminus I}(u), s(w))
\]
\[
= \frac{1}{|\Sigma \lambda|} S(s(xu), s(w)),
\]
where we used Proposition 7.16 and (7.6). This completes the inductive step. \(\square\)

Recall that \(s \circ \pi = \pi \circ s = |\Sigma \lambda| \text{id}\), as in Lemma 6.4. Therefore Proposition 7.17 is equivalent to the statement that
\[
S(v, \pi(\cdot)) = S(s(v), \cdot), \quad \text{for all } v \in M^\sigma(A_0)_\lambda,
\]
as an equality in \((M_0)^*_\{1,\ldots,m\}\). Thus the square in (7.21) is indeed commutative.

8. Properties of the cocycle \(\Omega\)

We keep the conventions of \(\S 7\). We have the quotient Lie algebra \(\tilde{g} := g / \ker S_\vartheta\), and its Lie subalgebra of \(\sigma\)-invariants,
\[
\tilde{g}^\sigma := (g / \ker S_\vartheta)^\sigma \cong g^\sigma / (S_\vartheta|_{g^\sigma}),
\]
as in Lemma 7.8. In \(\S 7.3\) we defined a cocycle \(\Omega\) on \(g^\sigma\). According to Proposition 7.5, \(\Omega\) vanishes on \(\ker S_\vartheta \subset g^\sigma\). Therefore \(\Omega\) descends to a well-defined cocycle on the quotient \(\tilde{g}^\sigma\).

**Proposition 8.1.** If \(\Omega\) is coboundary then it is zero.

**Proof.** Suppose that \(\Omega\) is coboundary, i.e.
\[
\Omega(x, y) = \alpha([x, y])
\]
for some linear map \(\alpha : \tilde{g}^\sigma \to \mathbb{C}\). What we must show is that \(\alpha = 0\). Let \(\tilde{n}^\sigma := n^\sigma / \ker S_\vartheta\) and \(\tilde{n}^\sigma_+ := n^\sigma_+ / \ker S_\vartheta\). Suppose \(x \in \tilde{n}^\sigma\) and \(y \in \tilde{n}^\sigma_+\). By definition \(\Omega(x, y) = 0\) unless \(\mu = \lambda\) in which case \([x, y] \in b^\sigma\). Thus \(\alpha\) is non-zero at most on \(b^\sigma \cap [g^\sigma, g^\sigma]\). The space \(b^\sigma \cap [g^\sigma, g^\sigma]\) spanned by the elements \(\mathcal{P}_{i(i)} = [\mathcal{F}_{i(i)}, \mathcal{F}_{i(i)}], i = 1, \ldots, r\). So to show that \(\alpha = 0\) it is enough to check that \(\Omega(\mathcal{F}_{i(i)}, \mathcal{F}_{i(i)}) = 0\) for \(i = 1, \ldots, r\). And indeed this is manifestly true: for any given \(i\), we have the flag \(\psi(s_{i(i)}(\mathcal{F}_{i(i)}v_0)) = \psi(\mathcal{F}_{i(i)}v_0) = (\mathcal{C}^1 \supset \{0\})\), and we are to compute the inner product of this flag with itself with respect to the arrangement in \(\mathcal{C}^1\) consisting of only the “diagonal” hyperplanes – but in \(\mathcal{C}^1\) this is the arrangement with no hyperplanes at all. \(\square\)

**Corollary 8.2.** If \(\tilde{g}^\sigma\) is semisimple and of finite dimension, then \(\Omega = 0\).

**Proof.** Recall that when \(\tilde{g}^\sigma\) is semisimple and of finite dimension, Whitehead’s lemma states that \(H^2(\tilde{g}^\sigma, \mathbb{C}) = 0\) (e.g. [Jac79, Lemma 6, Ch. 3]). That is, every \((2-)\)-cocycle on \(\tilde{g}^\sigma\) is a coboundary. \(\square\)

The Lie algebra \(\tilde{g}^\sigma\) is finite-dimensional and semisimple in particular in the following situations:
(i) \(\tilde{g}^\sigma\) is the folding of a simply-laced finite-dimensional simple Lie algebra by an admissible diagram automorphism [Kac90, \(\S 7.9\)]. That is, the pair \((B, T)\) is one of
\(\{\mathcal{D}_{\ell+1}, 2\}, \ (\mathcal{A}_{2\ell-1}, 2), \ (\mathcal{E}_6, 2), \ \text{or} \ (\mathcal{D}_4, 3)\)
and \(\tilde{g}^\sigma\) is the finite-dimensional simple Lie algebra of type \(B_\ell, C_\ell, F_4\) or \(G_2\) respectively.
(ii) \(A\) is the direct sum of \(T\) copies of a Cartan matrix \(A'\) of finite type. Then \(\tilde{g}^\sigma\) is the finite-dimensional semisimple Lie algebra of type \(A'\), \(\tilde{g}\) is the direct sum of \(T\) copies of \(\tilde{g}^\sigma\), and \(\sigma\) is the automorphism which cyclically permutes these copies.
Now define a matrix $B^\sigma = (b^\sigma_{ij})_{i,j \in \{1, \ldots, r\}}$ by

$$b^\sigma_{ij} := \sum_{k \in \mathbb{Z}_T} b_{i(i), \sigma^k(i)}.$$  

Observe that $B^\sigma$ is symmetric.

**Proposition 8.3.** There is an embedding of Lie algebras $g(B^\sigma) \hookrightarrow g^\sigma$.

**Proof.** We have

$$[E_{i(i)}, F_{i(j)}] = \sum_{k,l=0}^{T-1} [E_{\sigma^k(i)}, F_{\sigma^l(i)}] = \delta_{i,j} \frac{T^2}{T} \sum_{k,l=0}^{T-1} [E_{\sigma^k(i)}, F_{\sigma^l(i)}]$$

$$= \delta_{i,j} \frac{T^2}{T} \sum_{k=0}^{T-1} H_{\sigma^k(i)} = \delta_{i,j} \frac{T^2}{T} \sum_{k=0}^{T-1} H_{\sigma^k(i)} = \delta_{i,j} \frac{T}{T} \bar{H}_{i(i)}$$

(8.1)

and

$$[H_{i(i)}, E_{i(j)}] = \sum_{k,l=0}^{T-1} [H_{\sigma^k(i)}, E_{\sigma^l(i)}] = \sum_{k,l=0}^{T-1} b_{\sigma^k(i), \sigma^l(i)} E_{\sigma^l(i)}$$

$$= \sum_{k,l=0}^{T-1} b_{i(i), \sigma^k(i)} E_{\sigma^l(i)} = \sum_{k,l=0}^{T-1} b_{i(i), \sigma^k(i)} E_{\sigma^l(i)} = b^\sigma_{i,j} E_{i(j)}.$$  

(8.2)

and similarly for $[H_{i(i)}, F_{i(j)}]$. Therefore $E_{i(i)}, \frac{T}{T} F_{i(i)}$ and $H_{i(i)}, i \in \{1, \ldots, r\}$, generate a copy of $g(B^\sigma)$ inside $g^\sigma$. □

**Proposition 8.4.** Suppose $x \in g(B^\sigma) \hookrightarrow g^\sigma$. Then $\Omega(y, x) = 0$ for all $y \in g^\sigma$.

**Proof.** It is enough to consider $x \in n(B^\sigma)$. (The case $x \in n_+(B^\sigma)$ follows, while $x \in h(B^\sigma)$ is immediate.) Consider the flag $\psi(s(xv_0))$. To say that $x \in n(B^\sigma)$ is to say that $x$ is a linear combination of commutators in the $F_{i(i)}, i = 1, \ldots, r$. By expanding commutators we can express $xv_0$ as a linear combination of monomials of the form $\prod_{i=1}^{r} F_{i(i)}v_0$, $i_1, \ldots, i_k \in \{1, \ldots, r\}$. Now $\psi(s(F_{i(i)} \cdots F_{i(i)})v_0))$ is a linear combination of flags each of which has a first step of the form

$$C^m \supset (t_p = 0) \supset \ldots$$

(8.3)

for some $p$. No such flag is adjacent to any tuple of hyperplanes from the arrangement $\mathcal{C}_I$ of “diagonal” hyperplanes $h_{i,j}$. Therefore by definition $\Omega(y, x)$ is zero, cf. (5.8). □

**Corollary 8.5.** If $g(B^\sigma) = g^\sigma$ then $\Omega = 0$. □

The next example shows that the embedding $g(B^\sigma) \hookrightarrow g^\sigma$ is not always an isomorphism, and that $\Omega$ is not always zero.

**Example 8.6.** Suppose $\bar{g} = \bar{g}(B)$ is the untwisted affine Kac-Moody Lie algebra of type $D_4^{(1)}$. Let us label the nodes of the Dynkin diagram as follows:

```
1  
\|  
0  2  
\|  
3  4  
```


Thus $\tilde{g}(B^\sigma)$ is the twisted affine Kac-Moody Lie algebra of type $A_2^{(2)}$, whose Dynkin diagram is

$$\begin{array}{ccc}
0 & 1 & 0
\end{array}$$

In $g(B^\sigma) \mapsto g^\sigma$ the subspace $n(B^\sigma)_{[1,2]}$ has dimension one: it is spanned by $[[F_0, F_1], F_1]$. But $n^\sigma_{[1,2]}$ has dimension strictly greater than one. Indeed, already in the quotient $\tilde{n}^\sigma \subset \tilde{g}^\sigma$, the subspace $\tilde{n}^\sigma_{[1,2]}$ has dimension two: it is spanned by the elements $[[F_0, F_1], F_1]$ and

$$[[F_0, F_1], F_2] = [[F_0, F_1], F_2] + [[F_0, F_2], F_3] + [[F_0, F_3], F_4] + [[F_0, F_4], F_1].$$

Hence $g(B^\sigma) \not\cong g^\sigma$.

Now we shall show that

$$\Omega([[E_0, E_1], E_2], [[F_0, F_1], F_2]) = -16.$$ 

Let $\omega = \sqrt{-1}$. We have coordinates $t_0, t_{11}, t_{12}$ on $\mathbb{C}^3$. Let

$$X := \psi(s([[F_0, F_1], F_2], v_0)) = \sum_{s \in \Sigma_2} \sum_{k \in \mathbb{Z}_4} \psi(s([[-k, 0], f_{1s(1)}], [1, f_{1s(2)}], v_0)) = \sum_{s \in \Sigma_2} \sum_{k \in \mathbb{Z}_4} (-1)^{|s|}(\mathbb{C}^3 \supset (t_0 = \omega^k t_{1s(1)})) \supset (t_0 = \omega^k t_{1s(1)} = \omega^{k+1} t_{1s(2)} \supset (t_0 = t_{11} = t_{12} = 0)).$$

We are to evaluate the inner product $G_{C_{0,11,12}}(X, X)$. The hyperplanes of the arrangement $C_{0,11,12}$ are

- $kH_{0,1p} = (t_0 = \omega^k t_{1p})$, $k \in \mathbb{Z}_4$, $p \in \{1, 2\}$, of weight $-1$,
- $0H_{1,2} = (t_{11} = t_{12})$, of weight $2$, and
- $kH_{1,2} = (t_{11} = \omega^k t_{12})$, $k \in \mathbb{Z}_4 \setminus \{0\}$, of weight $0$.

We may ignore the last of these since they have weight 0. Therefore the only unordered tuples of hyperplanes we need consider are those of the form $(kH_{0,1s(1)}, k+1H_{0,1s(2)}, x)$ for some hyperplane $x$. Note that for any $k \in \mathbb{Z}_4$, $s \in \Sigma_2$,

$$\langle X, kH_{0,1s(1)} \wedge k+1H_{0,1s(2)} \wedge k+2H_{0,1s(1)} \rangle = 1 - 1 = 0.$$

\footnote{Note that in $\tilde{n}^\sigma$, $[F_1, F_2] = 0$ and hence $[[F_0, F_2], F_1] = -[[F_0, F_1], F_2]$ by the Jacobi identity.}

\footnote{Here we choose the sign convention in which $\psi(\mathcal{F}_{12} \wedge \mathcal{F}_{11} \wedge \mathcal{F}_0 \otimes v_0) = +(\mathbb{C}^3)$.}
Thus we get, as claimed,
\[ G_{\mathcal{C}_{0,1,1,2}}(X, X) = \sum_{s \in \Sigma_2} \sum_{k \in \mathbb{Z}_4} \left( (X, kH_{0,1,1,1} \wedge k^2H_{0,1,1,2} \wedge 0H_{1,1,1}, 1, 2) \right)^2 \times (-1)(-1)(2) + (X, kH_{0,1,1,1} \wedge k^1H_{0,1,1,2} \wedge 0H_{1,1,1,1,1}) \times (-1)(-1)(1) \]
\[ + \left( X, kH_{0,1,1,1} \wedge k^1H_{0,1,1,2} \wedge 0H_{1,1,1,1,1} \right)^2 \times (-1)(-1)(1) \]
\[ + \left( X, kH_{0,1,1,1} \wedge k^2H_{0,1,1,2} \wedge 0H_{1,1,1,1,1} \right)^2 \times (-1)(-1)(1) \]
\[ + \left( X, kH_{0,1,1,1} \wedge k^2H_{0,1,1,2} \wedge 0H_{1,1,1,1,1} \right)^2 \times (-1)(-1)(1) \]
\[ = \sum_{s \in \Sigma_2} \sum_{k \in \mathbb{Z}_4} (2 - 1 - 1 - 1 - 1) = 2 \times 4 \times (-2) = -16. \]

**Remark 8.7.** Suppose \( B \) is a symmetrized generalized Cartan matrix, as in Remark 7.7, so that \( \bar{g} \) is a Kac-Moody Lie algebra. Then the fixed-point subalgebra \( \bar{g}^\sigma \) is not a Kac-Moody algebra in general. However it does belong to the larger class of Borcherds algebras \( \{\text{Bor88}\} \). More generally, in fact, \( \bar{g}^\sigma \) is a Borcherds algebra whenever \( \bar{g} \) is a Borcherds algebra \( \{\text{Bor88, Theorem 5.1}\} \). Note also that every central extension of a Borcherds algebra is isomorphic to some quotient of the corresponding universal Borcherds algebra; see \( \{\text{Bor91}\} \).

9. **Canonical element, dimension formulas, and weight function**

9.1. **Bases of flags spaces.** We have the Orlik-Solomon algebra \( \mathcal{A}^\bullet(\mathcal{C}_{0,N;m}) \cong \mathcal{F}^\bullet(\mathcal{C}_{0,N;m})^\ast \), cf. §2.2, for the cyclotomic discriminantal arrangement of §3. We will now define a dual pair of bases of \( \mathcal{F}^m(\mathcal{C}_{0,N;m}) \) and \( \mathcal{A}^m(\mathcal{C}_{0,N;m}) \), and hence an expression for the canonical element in \( \mathcal{F}(\mathcal{C}_{0,N;m}) \otimes \mathcal{A}(\mathcal{C}_{0,N;m}) \).

For each \( p = 1, \ldots, m \), let us construct a set of preferred flags \( \text{Flag}^p(\mathcal{C}_{0,N;m}, O) \) in \( \text{Flag}^p(\mathcal{C}_{0,N;m}) \). It will be a disjoint union
\[ \text{Flag}^p(\mathcal{C}_{0,N;m}, O) = \bigsqcup_I \text{Flag}^p(\mathcal{C}_{0,N;m}, O)_I \]
over the set of \( p \)-element subsets \( I \subset \{1, \ldots, m\} \). First, we must set
\[ \text{Flag}^0(\mathcal{C}_{0,N;m}, O) = \text{Flag}^0(\mathcal{C}_{0,N;m}, O)_{\emptyset} := \text{Flag}^0(\mathcal{C}_{0,N;m}) = \{(L^0 = \mathbb{C}^m)\} \]
Then we proceed recursively: for \( p = 0, 1, \ldots, m - 1 \) and for \( 1 \leq i < i_1 < i_2 < \cdots < i_p \leq m \),
\[ \text{Flag}^{p+1}(\mathcal{C}_{0,N;m}, O)_{\{i, i_1, \ldots, i_p\}} = \left\{ (L^0 \supset \cdots \supset L^p \supset H_0 \cap H) : (L^0 \supset \cdots \supset L^p) \in \text{Flag}^p(\mathcal{C}_{0,N;m}, O)_{\{i_1, \ldots, i_p\}}, \right. \]
\[ H \in \left\{ kH_{j,1} \right\}_{1 \leq j < i; k \in \mathbb{Z}_T} \cup \left\{ kH_{j,1} \right\}_{1 \leq j \leq N; k \in \mathbb{Z}_T} \right\} \cup \left\{ H^0 \right\} \} \right\}. \quad (9.1) \]

**Proposition 9.1.** \( |\text{Flag}^p(\mathcal{C}_{0,N;m}, O)_I| = \prod_{i \in I} (1 + (i - 1 + N)T) \).

**Proof.** According to the recursion (9.1), the set of preferred flags \( \text{Flag}^{p+1}(\mathcal{C}_{0,N;m}, O)_{\{i, i_1, \ldots, i_p\}} \) is obtained by taking each of the preferred flags \( F = (L^0 \supset \cdots \supset L^p) \in \text{Flag}^p(\mathcal{C}_{0,N;m}, O)_{\{i_1, \ldots, i_p\}} \) in turn, and extending it in every one of the following \( 1 + NT + (i - 1)T \) different ways:

1. “setting \( t_i \) to zero”: that is, letting \( L^{p+1} = L^p \cap H_{0}^i \);
2. “setting \( t_i = \omega^k z_j \)”: that is, letting \( L^{p+1} = L^p \cap kH_{j,1}^i \) for \( k \in \mathbb{Z}_T \) and \( j = 1, \ldots, N \);
3. “setting \( t_i = \omega^k t_j \)”: that is, letting \( L^{p+1} = L^p \cap -kH_{j,1}^i \) for \( k \in \mathbb{Z}_T \) and \( j = 1, \ldots, i - 1 \).

The result follows by induction. \( \square \)
Example 9.2. Suppose $T = 1$ and $N = 1$, and take $m = 2$. So we have coordinates $t_1, t_2$. We have

$$\text{Flag}^1(\mathcal{C}_{0,z;2}, \mathcal{O})_{\{1\}} = \{ \mathbb{C}^2 \supset (t_1 = z), \mathbb{C}^2 \supset (t_1 = 0) \}.$$  

Note that this set does not include the flag $\mathbb{C}^2 \supset (t_1 = t_2)$. This flag does appear in

$$\text{Flag}^1(\mathcal{C}_{0,z;2}, \mathcal{O})_{\{2\}} = \{ \mathbb{C}^2 \supset (t_2 = t_1), \mathbb{C}^2 \supset (t_2 = 0), \mathbb{C}^2 \supset (t_2 = z) \}.$$

From $\text{Flag}^1(\mathcal{C}_{0,z;2}, \mathcal{O})_{\{2\}}$ we compute

$$\text{Flag}^2(\mathcal{C}_{0;2}, \mathcal{O})_{\{1,2\}} = \{ \mathbb{C}^2 \supset (t_2 = t_1) \cup (t_2 = t_1 = 0), \mathbb{C}^2 \supset (t_2 = t_1) \cup (t_2 = t_1 = z), \mathbb{C}^2 \supset (t_2 = 0) \cup (t_2 = 0, t_1 = z), \mathbb{C}^2 \supset (t_2 = 0) \cup (t_2 = 0 = t_1), \mathbb{C}^2 \supset (t_2 = z) \cup (t_2 = z = t_1), \mathbb{C}^2 \supset (t_2 = z) \cup (t_2 = z, t_1 = 0) \}.$$

Note that $\text{Flag}^2(\mathcal{C}_{0,z;2}, \mathcal{O})$ does not contain, for example, the flag $\mathbb{C}^2 \supset (t_1 = z) \cup (t_2 = t_1 = z)$.

As the notation indicates, $\text{Flag}^p(\mathcal{C}_{0,N;m}, \mathcal{O})$ corresponds to a framing $\mathcal{O}$ of the arrangement $\mathcal{C}_{0,N;m}$ in the sense of §2.5, i.e. to a choice of hyperplane $H(L)$ for every edge $L$. Indeed, this framing $\mathcal{O}$ is as follows. Given any edge $L$ of $\mathcal{C}_{0,N;m}$, let $j$ be smallest such that $L$ is contained in either: $kH_{i,j}$ for some $i < j$ and $k \in \mathbb{Z}_T$, or $kH_j^i$ for some $i \in \{1, \ldots, N\}$ and $k \in \mathbb{Z}_T$, or $H_j^0$. Then for that $j$,

1. if $L \subset H_j^0$, let $H(L) = H_j^0$;
2. if $L \subset kH_j^i$, let $H(L) = kH_j^i$;
3. otherwise, let $H(L) = kH_{i,j}$ for $i$ as small as possible.

Example 9.3. With $m = 3$ and $N = 1$ we have for instance

$$H(\{t_2 = t_1, t_3 = \omega z_1\}) = \{t_2 = t_1\} = \mathcal{O}H_{1,2}, \quad H(\{t_3 = t_1, t_2 = \omega z_1\}) = \{t_2 = \omega z_1\} = \mathcal{O}H_2^1.$$

Consequently, by the results of §2.5, we have the following.

Theorem 9.4.

(i) $\text{Flag}^p(\mathcal{C}_{0,N;m}, \mathcal{O})$ is a basis of $\mathcal{F}^p(\mathcal{C}_{0,N;m})$;

(ii) the dual basis of $\mathcal{F}^p(\mathcal{C}_{0,N;m})^* \cong \mathcal{A}^p(\mathcal{C}_{0,N;m})$ is

$$\{ H(L^1) \wedge H(L^2) \wedge \cdots \wedge H(L^p) \} \cup \mathcal{Flag}^p(\mathcal{C}_{0,N;m}, \mathcal{O})^* \subseteq \mathcal{F}^p(\mathcal{C}_{0,N;m})^*.$$

Combining this with Proposition 9.1, we obtain the dimensions of the flag spaces of the cyclotomic discriminantal arrangements, as follows.

Theorem 9.5. The Poincare polynomial $P(x) := \sum_{p=0}^{m} x^p \dim(\mathcal{F}^p(\mathcal{C}_{0,N;m}))$ of the arrangement $\mathcal{C}_{0,N;m}$ is given by

$$P(x) = \prod_{p=0}^{m-1} \left( 1 + (1 + (p + N)T) x \right).$$

Moreover it follows from our recursive definition of $\text{Flag}^m(\mathcal{C}_{0,N;m})$ above that the canonical element in $\mathcal{F}^m(\mathcal{C}_{0,N;m}) \otimes \mathcal{A}^m(\mathcal{C}_{0,N;m})$ itself has a simple recursive definition. For $p = 0, \ldots, m - 1$ we define a linear map

$$\theta_{m-p} : \mathcal{F}^p(\mathcal{C}_{0,N;m}) \otimes \mathcal{A}^p(\mathcal{C}_{0,N;m}) \to \mathcal{F}^{p+1}(\mathcal{C}_{0,N;m}) \otimes \mathcal{A}^{p+1}(\mathcal{C}_{0,N;m})$$

by
\[ \theta_{m-p}((L^0 \supset \cdots \supset L^p) \otimes \lambda) = \sum_{j=1}^{m-p-1} \sum_{k \in \mathbb{Z}_T} (L^0 \supset \cdots \supset L^p \supset L^p \cap kH_{j,m-p}) \otimes (\lambda \wedge \lambda) \]
\[ + (L^0 \supset \cdots \supset L^p \supset L^p \cap H^0_{m-p}) \otimes (\lambda \wedge H^0_{m-p}) \]
\[ + \sum_{j=1}^{N} \sum_{k \in \mathbb{Z}_T} (L^0 \supset \cdots \supset L^p \supset L^p \cap kH^j_{m-p}) \otimes (\lambda \wedge kH^j_{m-p}) \quad (9.2) \]

Define $\Theta := \theta_1(\cdots \theta_m(L^0 \otimes 1 \cdots))$. In view of Corollary 2.4 we have the following.

**Proposition 9.6.** $\Theta$ is the canonical element of $\mathcal{F}^m(C_{0,N;m}) \otimes \mathcal{A}^m(C_{0,N;m})$. \qed

By Theorem 4.2, we have an isomorphism $\psi^{-1}_m$ from $\mathcal{F}^m(C_{0,N;m})$ to the subspace $(\mathcal{M}_{0,N})[1^m]$ of $\mathcal{M}_{0,N} = U(\mathfrak{a}) \otimes \bigotimes_{i=1}^N U(a)$. Hence we get a canonical element
\[ (\psi^{-1}_m \otimes \text{id})(\Theta) \in (\mathcal{M}_{0,N})[1^m] \otimes \mathcal{A}^m(C_{0,N;m}), \quad (9.3) \]
where we can regard $\mathcal{A}^m(C_{0,N;m})$ as the space of logarithmic differential $m$-forms of the arrangement $C_{0,N;m}$, as in §2.3.

**Example 9.7.** Consider the case $N = 0$ – i.e. no non-zero marked points $z_i$ – and $m = 3$. We have logarithmic differential forms $\iota(H^0_i) = dt_i/t_i$ and $\iota(kH_{i,j}) = d(t_i - \omega^k t_j)/(t_i - \omega^k t_j)$. The element $(\psi^{-1}_m \otimes \text{id})(\Theta)$ is given by
\[ (\psi^{-1}_m \otimes \text{id})(\Theta) = \ell_1 \ell_2 \ell_3 \otimes \frac{dt_3}{t_3} \wedge \frac{dt_2}{t_2} \wedge \frac{dt_1}{t_1} \]
\[ + \sum_{q \in \mathbb{Z}_T} \left[ [qf_2,f_1] \ell_3 \otimes \frac{dt_3}{t_3} \wedge \frac{d(\omega^q t_2 - t_1)}{\omega^q t_2 - t_1} \wedge \frac{dt_1}{t_1} \right] \]
\[ + \sum_{p \in \mathbb{Z}_T} \left[ [pf_3,f_1] \ell_2 \otimes \frac{dt_2}{t_2} \wedge \frac{d(\omega^p t_3 - t_1)}{\omega^p t_3 - t_1} \wedge \frac{dt_1}{t_1} \right] \]
\[ + \sum_{p \in \mathbb{Z}_T} \left[ [pf_3,f_2] \otimes \frac{dt_2}{t_2} \wedge \frac{dt_1}{t_1} \right] \]
\[ + \sum_{p,q \in \mathbb{Z}_T} \left[ [qf_2,[pf_3,f_1]] \otimes \frac{d(\omega^p t_3 - t_1)}{\omega^p t_3 - t_1} \wedge \frac{d(\omega^q t_2 - t_1)}{\omega^q t_2 - t_1} \wedge \frac{dt_1}{t_1} \right] \]
\[ + \sum_{p,q \in \mathbb{Z}_T} \left[ [p+qf_3,f_2],f_1 \right] \otimes \frac{d(\omega^p t_3 - t_2)}{\omega^p t_3 - t_2} \wedge \frac{d(\omega^q t_2 - t_1)}{\omega^q t_2 - t_1} \wedge \frac{dt_1}{t_1}. \quad (9.4) \]

Combining Theorem 4.2 and Theorem 9.4(i) we obtain a basis,
\[ \psi^{-1}_m(\text{Flag}^m(C_{0,N;m},\mathcal{O})), \quad (9.5) \]
of the subspace $(\mathcal{M}_{0,N})[1^m]$ of $\mathcal{M}_{0,N} = U(\mathfrak{a}) \otimes \bigotimes_{i=1}^N U(a)$.

**Corollary 9.8.** We have $\dim(\mathcal{M}_{0,N})[1^m] = \dim \mathcal{F}^m(C_{0,N;m}) = \prod_{k=1}^{m-1} (1 + (k + N)T)$. In particular, $\dim U(\mathfrak{a})[1^m] = \dim \mathcal{F}^m(C_{0,m}) = \prod_{k=1}^{m-1} (1 + kT)$.

**Proof.** Follows from Theorem 9.5. \qed
9.2. The case $T = 1$ and Lyndon words. Let us consider in passing the special case $T = 1$, i.e. the non-cyclotomic case. Then $\bar{a} = a$ and we have the weight $[1, \ldots, 1]$ component $U(a)_{[1^m]}$ of the universal envelope $U(a)$ of the free Lie algebra $a$ in generators $f_1, \ldots, f_m$. Corollary 9.8 reduces to the statement that

$$\dim U(a)_{[1^m]} = (1 + 1)(1 + 2) \cdots (1 + (m - 1)) = m!.$$ 

An obvious basis of $U(a)_{[1^m]}$ is given by monomials $f_{a(1)} \cdots f_{a(m)}$ labelled by permutations $s \in \Sigma_m$.

Let us describe explicitly the basis of $U(a)_{[1^m]}$ constructed in (9.5).

Recall that given any ordered alphabet there is the reverse lexicographical total ordering on the set of words in that alphabet: if $w_1 = a_k \ldots a_3 a_2 a_1$ and $w_2 = b_k \ldots b_3 b_2 b_1$ are distinct words then $w_1 < w_2$ if and only if $a_i < b_i$ for the smallest $i$ such that $a_i \neq b_i$.

A word $w$ is called a Lyndon word if $w < vu$ for every splitting $w = uv$ of $w$ into (non-empty) words $u$ and $v$. Note that if $a_k \ldots a_3 a_2 a_1$ has no repeated letters, then it is a Lyndon word if and only if $a_1$ is least among its letters.

Free Lie algebras are known to admit bases labelled by Lyndon words [CFL58, Shi58, Hall50] (see e.g. [BCL13] for recent work with extensive bibliography). Indeed, given an ordered alphabet $A$, let $W(A)$ denote the set of Lyndon words in $A$ and $L(A)$ the free complex Lie algebra in generators $(f_a)_{a \in A}$. Define a map $\gamma : W(A) \to L(A)$ recursively as follows. For each letter $a \in A$, set $\gamma(a) := f_a \in L(A)$. For any Lyndon word $w$ of length $> 1$, there is is a unique way to write $w = uv$ for (non-empty) words Lyndon words $u$ and $v$ such that $u$ is as long as possible. Set $\gamma(w) := [\gamma(u), \gamma(v)]$. Then the image $\gamma(W(A))$ is a basis of $L(A)$. The reverse lexicographical ordering among Lyndon words makes this into an ordered basis, and so we can apply the PBW theorem to get a basis of the envelope $U(L(A))$.

In our case, let $P$ denote the set of all $m!$ words in the ordered alphabet $1, 2, \ldots, m$ in which each letter is used exactly once. Every word $w \in P$ can be uniquely factored into a product of Lyndon words such that these Lyndon words are ordered (reverse lexicographically) when read from left to right. (The factors are, in an obvious sense, the maximal Lyndon words occurring in $w$.) Applying the map $\gamma$ factor by factor, we arrive an element of $U(a)_{[1^m]}$. Doing this for each word $w \in P$ in turn, we produce a basis of $U(a)_{[1^m]}$.

Proposition 9.9. This basis of $U(a)_{[1^m]}$ coincides with the basis (9.5), for $N = 0$ and $T = 1$.

Proof. By inspection. \hfill \square

Example 9.10. When $m = 5$ we have for example the following factorizations of words in $P$ into reverse-lexicographically ordered products of Lyndon words

\[ 54321 = (54321), \quad 41235 = (41)(2)(3)(5), \quad 24531 = (24531), \quad 12345 = (1)(2)(3)(4)(5). \]

Applying $\gamma$ we get the following elements of $U(a)_{[1^m]}$, which indeed belong to our basis above:

\[ \left[ \left[ \left[ [f_5, f_4], f_3 \right], f_2 \right], f_1 \right], \quad [f_4, f_1] f_2 f_3 f_5, \quad [f_2, \left[ f_4, [f_5, f_3] \right], f_1], \quad f_1 f_2 f_3 f_4 f_5. \]

Remark 9.11. When $T > 1$, the basis (9.5) of $U(\bar{a})_{[1^m]}$ consists of “decorated” Lyndon words. For example, the element $[f_2, f_1] f_3$ of the Lyndon basis for $m = 3$, $T = 1$ corresponds to $T$ elements $[q f_2, f_1] f_3$ labelled by $q \in \mathbb{Z}_T$ if $T > 1$.

\[ \text{To match our conventions above it is convenient to use reverse lexicographical ordering.} \]

\[ \text{Again, note our convention here.} \]
9.3. Symmetrized canonical element and the weight function. Let now \( \lambda = (\lambda_1, \ldots, \lambda_r) \in \mathbb{Z}_{\geq 0}^r \) with \( m = \lambda_1 + \cdots + \lambda_r \). As in §6.3, the finite group

\[
\Sigma \lambda = \Sigma \lambda_1 \times \cdots \times \Sigma \lambda_r
\]

acts linearly on the flag spaces \( \mathcal{F}^p(C_{0,N;m}) \) and their duals, \( \mathcal{A}^p(C_{0,N;m}) = \mathcal{F}^p(C_{0,N;m})^* \).

Let \( \mathcal{F}^m(C_{0,N;m}) = \bigoplus_d W_d \) be the canonical decomposition of the space of full flags into its isotypical components with respect to this action. Let \( \mathcal{A}^m(C_{0,N;m}) = \bigoplus_d W_d^* \) be the corresponding decomposition of its dual. Then the canonical element \( \Theta \) decomposes as \( \Theta = \bigoplus_d \Theta_d \) where \( \Theta_d \) is the canonical element of \( W_d \otimes W_d^* \). In particular, let

\[
\Theta^{\Sigma \lambda} \in \mathcal{F}^m(C_{0,N;m})^{\Sigma \lambda} \otimes \mathcal{A}^m(C_{0,N;m})^{\Sigma \lambda}
\]

where \( \mathcal{F}^m(C_{0,N;m})^{\Sigma \lambda} \) denotes the isotypical component of \( \mathcal{F}^m(C_{0,N;m}) \) spanned by flags \( F \) such that \( (-1)^{|g|} g.F = F \), as in §6.3, and where \( \mathcal{A}^m(C_{0,N;m})^{\Sigma \lambda} \) denotes the isotypical component of \( \mathcal{A}^m(C_{0,N;m}) \) spanned by forms \( \omega \) such that \( (-1)^{|g|} g.\omega = \omega \). Observe that \( \Theta^{\Sigma \lambda} \) can be obtained from \( \Theta \) by projecting either tensor factor.

Let \( \chi_i : \Sigma \lambda_i \rightarrow \mathbb{C}^* \) be the one-dimensional representation of \( \Sigma \lambda_i \) given by \( \chi_i((s, (k_1, \ldots, k_{\lambda_i}))) = \omega^{(k_1 + \cdots + k_{\lambda_i})/T_i} \). Then \( \chi = \chi_1 \cdots \chi_r \) is a one-dimensional representation of \( \Sigma \lambda \). For later use, observe that the Jacobian of the linear map \( \mathbb{C}^m \rightarrow \mathbb{C}^m : p \mapsto g^{-1}.p \) is

\[
J_g := \det \left( \frac{\partial (g^{-1}.p)_i}{\partial (g^{-1}.p)_j} \right)_{1 \leq i, j \leq m} = \det \left( \frac{\partial (g.t)_i}{\partial (g.t)_j} \right)_{1 \leq i, j \leq m} = \chi(g)(-1)^{|g|}
\]

where \( (-1)^{|g|} \) is as in (6.12).

An element \( \eta \in \mathcal{A}^m(C_{0,N;m}) \) is a top-degree form, so it can be written uniquely as

\[
\eta = u dt_1 \wedge \cdots \wedge dt_m
\]

for some rational function \( u \) regular on \( \mathbb{C}^m \setminus \bigcup_{H \in C_{0,N;m}} H \). We have

\[
(-1)^{|g|} u \eta = (g.u) \chi(g) dt_1 \wedge \cdots \wedge dt_m.
\]

Example 9.12. Suppose \( r = 1, \lambda_1 = m = 2 \) and \( T = 1 \). Then \( \Sigma \lambda = \Sigma_2 \). Suppose \( \eta = d \log(t_1 - z) \wedge d \log(t_2 - z) = \frac{1}{t_1 - z} \frac{1}{t_2 - z} dt_1 \wedge dt_2 \). By definition \( (-1)^{|g|} \eta = -d \log(t_2 - z) \wedge d \log(t_1 - z) = \eta \) and indeed \( \chi = 1 \) and \( u(t) = \frac{1}{t_1 - z} \frac{1}{t_2 - z} \) is invariant under \( t_1 \leftrightarrow t_2 \).

Example 9.13. Suppose \( r = 1, \lambda_1 = m = 1 \) and \( T = 3, T_1 = 1 \). Then \( \Sigma \lambda = \Sigma_3 \). Suppose \( \eta = d \log(t_1 - z) = \frac{1}{t_1 - z} dt_1 \). Then \( k.\eta = d \log(\omega^k t_1 - z) = \frac{1}{\omega^k t_1 - z} \omega^k dt_1 \).

It follows that \( \eta \in \mathcal{A}^m(C_{0,N;m})^{\Sigma \lambda} \) if and only if \( u = \chi(g) g.\eta \) for all \( g \in \Sigma \lambda \). That is, if and only if \( u(p) = u(g^{-1}.p) \chi(g) \) for all \( g \in \Sigma \lambda \). Hence the projector \( \mathcal{A}^m(C_{0,N;m}) \rightarrow \mathcal{A}^m(C_{0,N;m})^{\Sigma \lambda} \) can be written as

\[
u \mapsto \frac{1}{|\Sigma \lambda|} \sum_{g \in \Sigma \lambda} u(g^{-1}.p) \chi(g) dt_1 \wedge \cdots \wedge dt_m.
\]

In particular, the canonical element \( \Theta \) is of the form

\[
\Theta = \theta dx_1 \wedge \cdots \wedge dt_m,
\]

for a unique rational map \( \theta : \mathbb{C}^m \rightarrow \mathcal{F}^m(C_{0,N;m}) \), regular on \( \mathbb{C}^m \setminus \bigcup_{H \in C_{0,N;m}} H \). Recall that to obtain the component \( \Theta^{\Sigma \lambda} \in \mathcal{F}^m(C_{0,N;m})^{\Sigma \lambda} \otimes \mathcal{A}^m(C_{0,N;m})^{\Sigma \lambda} \) from \( \Theta \in \mathcal{F}^m(C_{0,N;m}) \otimes \mathcal{A}^m(C_{0,N;m}) \) it is enough to apply the projector \( \mathcal{A}^m(C_{0,N;m}) \rightarrow \mathcal{A}^m(C_{0,N;m})^{\Sigma \lambda} \) to the second factor. Thus \( \Theta^{\Sigma \lambda} \) is given by

\[
\Theta^{\Sigma \lambda} = \theta^{\Sigma \lambda} \, dx_1 \wedge \cdots \wedge dt_m.
\]
where \( \theta^{\Sigma \lambda} : \mathbb{C}^m \to \mathcal{F}^m(C_{0,N;m})^{\Sigma \lambda} \) is the rational map, regular on \( \mathbb{C}^m \setminus \bigcup_{H \in C_{0,N;m}} H \), given by

\[
\theta^{\Sigma \lambda} = \frac{1}{|\Sigma \lambda|} \sum_{g \in \Sigma \lambda} \theta(g^{-1}.p)\chi(g).
\]  

(9.7)

**Definition 9.14.** The weight function \( \Psi \) is the rational map \( \mathbb{C}^m \to L(\Lambda)_\lambda \) given by

\[
\Psi : \mathbb{C}^m \xrightarrow{\theta^{\Sigma \lambda}} \mathcal{F}^m(C_{0,N;m})^{\Sigma \lambda} \xrightarrow{\sim} M(\Lambda)_\lambda \to L(\Lambda)_\lambda
\]

where the isomorphism \( M(\Lambda)_\lambda \cong \mathcal{F}^m(C_{0,N;m})^{\Sigma \lambda} \) is that of Theorem 6.7.

Equivalently (given Theorem 7.13 and Corollary 7.15)

\[
\Psi : \mathbb{C}^m \xrightarrow{\theta^{\Sigma \lambda}} \mathcal{F}^m(C_{0,N;m})^{\Sigma \lambda} \xrightarrow{\Phi} \mathcal{G}(\mathcal{F}^m(C_{0,N;m})^{\Sigma \lambda}) \xrightarrow{\sim \ 3} L(\Lambda)_\lambda
\]

**Example 9.15.** Let \( B \) be the Cartan matrix of type \( A_3 \) and \( \sigma \) the diagram automorphism, \( \sigma = (13) \). Let \( \lambda = (1,0) \). Let the number of non-zero marked points be \( N = 1 \). The weight function is

\[
\Psi = \frac{v_0 \otimes F_1 v_1}{t_1 - z} + \frac{v_0 \otimes F_3 v_1}{t_1 + z} + \frac{(F_1 + F_3)v_0 \otimes v_1}{t_1} \in L(\Lambda).
\]

The weight function is regular at least on \( \mathbb{C}^m \setminus \bigcup_{H \in C_{0,N;m}} H \). The following proposition establishes that it is also regular on any hyperplane \( H \in C_{0,N;m} \) whose weight is zero, \( a(H) = 0 \).

**Proposition 9.16.**

1. Suppose \( (\alpha_{(i)}^*(\sigma^k\alpha_{(j)}^*)) = 0 \). Then the weight function \( \Psi \) is regular on the hyperplanes \( k^{H_i} v_j \), \( n = 1, \ldots, \lambda_i \), \( p = 1, \ldots, \lambda_j \).
2. Let \( v \in \{1, \ldots, N\} \) (resp. \( v = 0 \)). If \( (\alpha_{(i)}^*(\sigma^k\alpha_{(\nu)}^*) = 0 \) then the weight function \( \Psi \) is regular on the hyperplanes \( k^{H_i^v} \) (resp. the hyperplane \( H_i^0 \)) for \( n = 1, \ldots, \lambda_i \).

**Proof.** The proof is given in Appendix A.

Recall the definition of the master function \( \Phi \) from §2.6. In the case of the cyclotomic discriminantal arrangement \( C_{0,N;m} \) with the weighting defined in (7.7) and (7.20), \( \Phi \) is given explicitly by

\[
\Phi = -\sum_{i=1}^{r} \sum_{n=1}^{\lambda_i} (\alpha_i, \Lambda_0) \log t_{i_n} - \sum_{k \in \mathbb{Z}_T} \sum_{i=1}^{N} \sum_{j=1}^{r} \sum_{n=1}^{\lambda_j} (\alpha_j, \sigma^k\Lambda_i) \log(t_{j_n} - \omega^k z_i)
\]

\[
+ \sum_{k \in \mathbb{Z}_T} \sum_{1 \leq i < j \leq r} \sum_{n=1}^{\lambda_i} \sum_{p=1}^{\lambda_j} (\alpha_i, \sigma^k\alpha_j) \log(t_{i_n} - \omega^k t_{j_p}) + \sum_{k \in \mathbb{Z}_T} \sum_{1 \leq n < p \leq \lambda_i} \sum_{r=1}^{r} (\alpha_i, \sigma^k\alpha_i) \log(t_{i_n} - \omega^k t_{i_p}).
\]  

(9.8)

Given a point \( p \in \mathbb{C}^m \), let \( \text{Stab}(p) \subset \Sigma \lambda \) denote the stabilizer subgroup of \( p \). Define a number \( \eta(p) \in \mathbb{C} \) by

\[
\eta(p) := \sum_{h \in \text{Stab}(p)} \chi(h).
\]

Whenever \( p \in \mathbb{C}^m \setminus \bigcup_{H \in C_{0,N;m}} H \) then \( \text{Stab}(p) \) is trivial and hence \( \eta(p) = 1 \).

Let now \( B_{0,N;m} \subset C_{0,N;m} \) be the subarrangement consisting of all the hyperplanes of \( C_{0,N;m} \) of nonzero weight. Proposition 9.16 shows that \( \Psi \) is regular on the complement \( \mathbb{C}^m \setminus \bigcup_{H \in B_{0,N;m}} H \) of this subarrangement. A point \( p \in \mathbb{C}^m \setminus \bigcup_{H \in B_{0,N;m}} H \) in this complement is called a critical point if \( d\Phi|_p = 0 \). The Bethe vector corresponding to a critical point \( p \) is the vector \( \Psi(p) \in L(\Lambda)_\lambda \).
**Theorem 9.17.** Suppose \( p \in \mathbb{C}^m \setminus \bigcup_{H \in \mathcal{B}_{0,N;m}} H \) is an isolated critical point of the master function \( \Phi \). The Bethe vector \( \Psi(p) \) is nonzero if and only if \( \eta(p) \neq 0 \).

In particular the Bethe vector \( \Psi(p) \) is nonzero whenever the stabilizer \( \text{Stab}(p) \subset \Sigma \lambda \) is trivial.

**Proof.** By Lemma 2.6, we may work with the geometric form of the subarrangement \( \mathcal{B}_{0,N;m} \).

We use results from [Var11]. Consider first the rational map

\[
\Psi : \mathbb{C}^m \rightarrow \mathcal{F}^m(\mathbb{C}_{0,N;m}) \rightarrow \mathcal{G}(\mathcal{F}^m(\mathbb{C}_{0,N;m})) \subset \mathcal{A}^m(\mathbb{C}_{0,N;m}).
\]

Suppose \( p \) is an isolated critical point of \( \Phi \). It follows from Theorem 9.13 in [Var11] that \( \Psi(p) \) (denoted there \( [E](p) \)) is nonzero.

Indeed, in [Var11] a linear map \( \alpha_p : A_p \rightarrow \mathcal{F}^m(\mathbb{C}_{0,N;m}) / \ker \mathcal{G} \cong \mathcal{G}(\mathcal{F}^m(\mathbb{C}_{0,N;m})) \) is defined, where \( A_p \) is the local algebra of the critical point \( p \). The local algebra is the quotient of the algebra of germs at \( p \) of holomorphic functions by the ideal generated by the partial derivatives \( (\partial \Phi / \partial t_i)_{1 \leq i \leq m} \). It comes equipped with a canonically defined non-degenerate bilinear form, the Grothendieck form.

Theorem 9.13 of [Var11] says that \( \alpha_p \) is an injection and that under this injection the Grothendieck form on \( A_p \) is identified with the geometric form \( \mathcal{G} \) on \( \mathcal{F}^m(\mathbb{C}_{0,N;m}) / \ker \mathcal{G} \). There is a preferred element of \( A_p \), the Hessian determinant

\[
\text{Hess} := \det(\partial^2 \Phi / \partial t_i \partial t_j)_{1 \leq i,j \leq m}.
\]

It is known that \( \text{Hess} \neq 0 \) in \( A_p \). (Let us stress that this is true even if \( p \) is a degenerate critical point, i.e. even if \( \text{Hess}|_p = 0 \).) It is shown in [Var11] that the image of Hess under the injection \( \alpha_p \) is \( \Psi(p) \), up to a nonzero multiplicative constant.

Now consider the \( \Sigma \lambda \)-orbit of \( p \).

Let us first consider the case that \( p \in \mathbb{C}^m \setminus \bigcup_{H \in \mathcal{C}_{0,N;m}} H \). Then the orbit consists of \( |\Sigma \lambda| \) isolated critical points, and \( \Sigma \lambda \) acts freely on it. To each point \( g.p \) is associated its local algebra \( A_{g,p} \). Theorem 9.14 from [Var11] says that the images of the corresponding injections \( \alpha_{g,p} : A_{g,p} \rightarrow \mathcal{F}^m(\mathbb{C}_{0,N;m}) / \ker \mathcal{G} \) are orthogonal with respect to the (nondegenerate, on this quotient) bilinear form \( \mathcal{G} \). Hence a linear combination of the form \( \sum_{g \in \Sigma \lambda} c(g) \Psi(g^{-1}.p) \) is non-zero whenever any of the coefficients \( c(g) \) are nonzero. In particular the sum

\[
\frac{1}{|\Sigma \lambda|} \sum_{g \in \Sigma \lambda} \chi(g) \Psi(g^{-1}.p) \tag{9.9}
\]

is nonzero. In view of (9.7), it follows that the Bethe vector \( \Psi(p) \) is non-zero.

In the case when \( p \) lies on a hyperplane \( H \in \mathcal{C}_{0,N;m} \) of zero weight, the stabilizer subgroup \( \text{Stab}(p) \subset \Sigma \lambda \) may be non-trivial. The sum (9.9) is nonzero if and only if \( \sum_{g \in \text{Stab}(p)} \chi(g) = \eta(p) \) is nonzero. \( \square \)

For critical points that are not only isolated but non-degenerate, i.e. such that \( \text{Hess}|_p \neq 0 \), we have also the following.

**Proposition 9.18.** Suppose \( p \in \mathbb{C}^m \setminus \bigcup_{H \in \mathcal{B}_{0,N;m}} H \) is a critical point of the master function \( \Phi \). Then the norm of the Bethe vector is given by \( S(\Psi(p),\Psi(p)) = \frac{\eta(p)}{|\Sigma \lambda|} \text{Hess}|_p \).

In particular, if \( p \) is a non-degenerate critical point with \( \eta(p) \neq 0 \) then the Bethe vector \( \Psi(p) \) has nonzero norm.
Proposition 9.19. The image in \( \Psi \) of the cyclotomic weight function \( \psi_\Gamma \in M(\Lambda) \) of [VY14a] coincides with \( \Psi \) as defined here.

This is so because the recursive definition of the canonical element \( \Theta \) given after Theorem 9.4 coincides (by construction) with the recursive definition of the weight function via “swapping” given in [VY14a] following [FFR94].

Consequently, the results of the preceding subsection apply to the weight function of [VY14a]. We should remark on the following subtlety. In the present paper the highest weight \( \Lambda_0 \in (h^\sigma)^* \) of the module \( M^\sigma(\Lambda_0) \) determines the weighting of the hyperplanes \( H_n^0 \) defined by the equations \( \langle t_i \rangle = 0 \) simply by

\[
-a(H_n^0) = (\alpha_i, T\Lambda_0) \tag{9.12}
\]

as in (7.20). In [VY14a] the relationship is in general less trivial. Namely,

\[
-a(H_n^0) = (\alpha_i, T\Lambda_0 + \lambda_0) - \sum_{k=1}^{T-1} \frac{(\alpha_i, \sigma^k\alpha_i)}{1 - \omega^k} \tag{9.13}
\]
where \( \lambda_0 \in (\mathfrak{n}^*)^+ \) is a weight defined as follows.\(^9\) Let \( \Delta^+ \) denote the set of positive roots of \( \mathfrak{g} \). The Cartan decomposition can be chosen such that, for each \( \alpha \in \Delta^+ \), we have \( \sigma E_\alpha = \tau_\alpha E_{\sigma(\alpha)} \) and \( \sigma F_\alpha = \tau_\alpha^{-1} F_{\sigma(\alpha)} \) for some root of unity \( \tau_\alpha \). Let

\[
\lambda_0 := \sum_{k=1}^{T-1} \frac{1}{1 - \omega^k} \sum_{\alpha \in \Delta^+} \sum_{\sigma^k(\alpha) = \alpha} \left( \prod_{p=0}^{k-1} \tau_{p(\alpha)} \right) \alpha.
\]

**Lemma 9.20.** The definitions (9.12) and (9.13) do coincide whenever \( \sigma \) is a diagram automorphism.

**Proof.** If \( T = 1 \) there is nothing to prove. If \( T > 1 \) but \( \sigma = \text{id} \) is the trivial automorphism then \( \tau_\alpha = 1 \) for all \( \alpha \in \Delta^+ \) and the result follows from the identity \( \langle \alpha_i, \alpha_i \rangle = 2(\alpha_i, \rho) \) where \( \rho = \frac{1}{2} \sum_{\alpha \in \Delta^+} \alpha \) is the Weyl vector. So suppose \( \sigma \) is a non-trivial diagram automorphism and \( T \) is a multiple of the order of \( \sigma \). To say that \( \sigma \) is a diagram automorphism is to say that \( \tau_\alpha = 1 \) for each simple root \( \alpha_i \). Then \( \tau_\alpha \in \{+1, -1\} \) for all \( \alpha \in \Delta^+ \). Now we proceed by case-by-case inspection of the non-trivial diagram automorphisms of the finite-type Dynkin diagrams. Define a sign \( \varepsilon \) to be \(-1\) in type \( A_{2n} \) and \(+1\) otherwise. One finds that \( \tau_\alpha = \varepsilon \) for all \( \alpha \in \Delta^+ \) such that \( \sigma(\alpha) = \alpha \). Moreover for each simple root \( \alpha_i \),

\[
\langle \alpha_i, \sigma \alpha_i \rangle = \varepsilon \sum_{\alpha \in \Delta^+} \sum_{\sigma(\alpha) = \alpha} \langle \alpha_i, \alpha \rangle.
\]

This implies the result. \( \square \)

**Appendix A. Proof that \( \Psi \) is regular on hyperplanes of weight zero.**

In this appendix we give the proof of Proposition 9.16. Consider part (i). Recall our basis \( \text{Flag}^m(\mathcal{C}_{0,N;m}, \mathcal{O}) \) and its dual from Theorem 9.4. The canonical element is the sum

\[
\Theta = \sum_{F \in \text{Flag}^m(\mathcal{C}_{0,N;m}, \mathcal{O})} F \otimes \omega_F,
\]

where \( \omega_F \in \mathcal{A}^m(\mathcal{C}_{0,N;m}) \) is the basis vector dual to the flag \( F \), for each flag \( F \in \text{Flag}^m(\mathcal{C}_{0,N;m}, \mathcal{O}) \). Let \( u_F \) be the rational function defined by \( \omega_F = u_F dt_1 \wedge \cdots \wedge dt_m \).

Fix \( i, j, k \) such that \( \langle \alpha_i(i), \sigma^k \alpha_j(j) \rangle = 0 \). Fix \( n \in \{1, \ldots, \lambda_i\} \) and \( p \in \{1, \ldots, \lambda_j\} \). We must show that

\[
\sum_{F \in \text{Flag}^m(\mathcal{C}_{0,N;m}, \mathcal{O})} \mathcal{G}(F) u_F \mathcal{G}(\tilde{F}) u_{\tilde{F}}(A.1)
\]

is regular on \( kH_{i_n,j_p} \).

There is an equivalence relation on the set \( \text{Flag}^m(\mathcal{C}_{0,N;m}, \mathcal{O}) \) of basis flags in which two flags are equivalent if and only if “they are the same when we equate \( t_i \) and \( \omega^k t_{j_p} \)”. That is, \( F = (L^0 \supset \cdots \supset L^m) \) and \( \tilde{F} = (L'^0 \supset \cdots \supset L'^m) \) are equivalent if \( L' \cap kH_{i_n,j_p} = \tilde{L'} \cap kH_{i_n,j_p} \) for each \( r \). Let \( [F] \subset \text{Flag}^m(\mathcal{C}_{0,N;m}, \mathcal{O}) \) denote the equivalence class of a flag \( F \). We shall now show that, for every basis flag \( F \),

\[
\sum_{\tilde{F} \in [F]} \mathcal{G}(\tilde{F}) u_{\tilde{F}}(A.1)
\]

is regular on \( kH_{i_n,j_p} \). Since the classes partition \( \text{Flag}^m(\mathcal{C}_{0,N;m}, \mathcal{O}) \), this suffices to prove the proposition.

\(^9\)Strictly speaking, [VY14a] considered only the case \( \Lambda_0 = 0 \), but the generalization is straightforward.
Suppose that \( F \) is any basis flag such that the function \( u_F \) is singular on \( kH_{in,jp} \). This happens if and only if \( u_F \) contains a factor \( (t_{in} - \omega^k t_{jp})^{-1} \). In view of Theorem 9.4 part (ii), that means \( H(L^r) = kH_{in,jp} \) for some edge \( L^r, r \in \{1, \ldots, m\} \), of the flag \( F \).

Observe that the difference \( u_F - u_{\tilde{F}} \) is regular on \( kH_{in,jp} \) for all \( \tilde{F} \in [F] \). (Indeed, \( u_F = (t_{in} - \omega^k t_{jp})^{-1} f \) and \( u_{\tilde{F}} = (t_{in} - \omega^k t_{jp})^{-1} \tilde{f} \) for rational functions \( f, \tilde{f} \) regular and equal on \( kH_{in,jp} \).) So for the purposes of computing the singular part of (A.1) we can replace \( u_{\tilde{F}} \) by \( u_F \) in the sum.

Therefore it is enough to show that

\[
\sum_{\tilde{F} \in [F]} \tilde{F} \in \ker \mathcal{G}.
\]

Recall that in our recursive definition of the basis flags, we first “set \( t_m \) equal to something”, then \( t_{m-1} \), then \( t_{m-2} \), and so on, until at the \( r \)th step we get to \( t_{\max(i_n,j_p)} \). Thus \( r = m + 1 - \max(i_n,j_p) \). There is a unique nonnegative integer \( s < r \) and unique integers \( h_1, \ldots, h_s \) with \( m > h_1 > \cdots > h_s > \max(i_n,j_p) \) such that: for every flag \( \tilde{F} = (\tilde{L}^0 \supset \cdots \supset \tilde{L}^m) \) in the class \([F]\), each of the hyperplanes \( H(\tilde{L}^s) \), \( u = 1, \ldots, s \), involves one or other of \( i_n \) or \( j_p \), while the remainder of the first \( r - 1 \) hyperplanes \( H(\tilde{L}^1), \ldots, H(\tilde{L}^{r-1}) \) do not. (Intuitively speaking, \( t_{h_1}, \ldots, t_{h_s} \) are the coordinates which got equated to a multiple of \( i_n \) or \( j_p \), before either of the latter got set equal to something.)

Note that for all \( \tilde{F} = (\tilde{L}^0 \supset \cdots \supset \tilde{L}^s) \in [F], L^s = \tilde{L}^s \) for \( r \leq s \leq m \). Consider the edge \( L^r \) of \( F \). It is an archipelago of islands in the sense of \( \S.3.1 \). One of these islands is a swimming island involving precisely the elements of \( J = \{h_1, \ldots, h_s\} \cup \{i_n, j_p\} \). Recall the notion of shortened flags from \( \S.5.4 \). By inspection, it is enough to consider the shortened flags \( \tilde{F} |_J \) and to show that

\[
\sum_{\tilde{F} \in [F]} \tilde{F} |_J \in \ker \mathcal{G}. \tag{A.2}
\]

Observe that \( a^{kH_{in,jp}}(\alpha_{i(i)}, \sigma^k \alpha_{i(j)}) = 0 \) implies \( \psi([k f_{j_p}, f_{i_n}]) \in \ker \mathcal{G} \) and hence

\[
C := \psi([q_0 f_{h_1}, [q_{s-1} f_{h_{s-1}}, \ldots, [q_1 f_{h_1}, [k f_{j_p}, f_{i_n}]]]] \in \ker \mathcal{G}.
\]

Now we claim that (for suitable \( q_1, \ldots, q_s \in \mathbb{Z}_F \)), \( C \) is the sum of flags in (A.2). Indeed, consider the following procedure. Here we simplify notation by letting \( u := q_uf_{h_u} \) and \( i := f_{i_n}, j := k f_{j_p} \). First distribute 1 over \( [j, i] \) using the Jacobi identity in the form

\[
[1, [j, i]] = [(1, j), i] + [j, (1, i)].
\]

Then distribute 2 over the result:

\[
[2, [1, [j, i]] = [2, [[1, j], i] + [j, [1, i]]
\]

\[
= [[2, [1, j]], i] + [[1, j], [2, i]] + [[2, j], [1, i]] + [j, [2, [1, i]],
\]

and so on. In general, at the \( u \)th step we have a sum of terms of the form \([s, \ldots, [u+1, [u, [X, Y]] \ldots]]\) for some commutators \( X, Y \) and we re-write such terms as follows:

\[
[s, \ldots, [u+1, [u, [X, Y]] \ldots]] = [s, \ldots, [u+1, [u, X], Y] + [X, [u, Y]] \ldots].
\]

With the isomorphisms of Theorem 4.2 in mind, one sees that this indeed coincides with the recursive procedure given above to construct the basis flags. Thus we have the equality (A.2), as required.

We turn now to part (ii). The argument is similar to the one above. We shall consider for definiteness the case of \( (\alpha_{i(i)}, \Lambda_0) = 0 \). There is an equivalence relation among basis flags in which \( F = (L^0 \supset \cdots \supset L^m) \) and \( \tilde{F} = (\tilde{L}^0 \supset \cdots \supset \tilde{L}^m) \) are equivalent if \( L^r \cap H^0_{i_n} = \tilde{L}^r \cap H^0_{i_n} \) for every \( r \).

As before one checks that \( u_F - u_{\tilde{F}} \) is regular on \( H^0_{i_n} \) for all \( \tilde{F} \in [F] \) so that it is enough to show that for each equivalence class \( [F], \sum_{\tilde{F} \in [F]} \tilde{F} \in \ker \mathcal{G} \).
Pick a basis flag $F = (L^0 \supset \cdots \supset L^m)$ such that $u_F$ is singular. Let $r$ be the unique number such that $H(L^r) = H^0_{L^r}$. There is a unique $s < r$ and unique integers $h_1, \ldots, h_s$ with $m \geq h_1 > \cdots > h_s > i_n$ such that: for every flag $\tilde{F} = (\tilde{L}^0 \supset \cdots \supset \tilde{L}^m)$ in the class $[F]$, each of the hyperplanes $H(\tilde{L}^{m+1-h_u}), u = 1, \ldots, s$, either involves $i_n$ or else is $H^0_{\tilde{L}^{h_u}}$, while the remainder of the first $r-1$ hyperplanes $H(\tilde{L}^1), \ldots, H(\tilde{L}^{r-1})$ are not of either of these types. Let $J = \{h_1, \ldots, h_s, i_n\}$. The edge $L^r$ of $F$ includes the fixed island $L^0_J$.

Now the fact that $a(H^0_{i_n}) = (\alpha_i, \Lambda_0) = 0$ implies that $\psi(\mathcal{F}_{i_n} v_0) \in \ker \mathcal{G}$ and hence that

$$A := \psi(\mathcal{F}_{h_s} \mathcal{F}_{h_{s-1}} \cdots \mathcal{F}_{h_1}) \mathcal{F}_{i_n} v_0 \in \ker \mathcal{G}.$$

Once more we conclude by observing that $A = \sum F \in [F] \tilde{F}|_J$. Indeed, this follows from repeatedly rewriting using the identity

$$\mathcal{F}_{h_t} X y = X \mathcal{F}_{h_t} y + \sum_{k \in \mathbb{Z}_T} [k \mathcal{F}_{h_t}, X] y$$

for $t = 1, \ldots, s$ in turn, where $X$ is a commutator including $f_{i_n}$ and $y$ is a monomial of the form $\mathcal{F}_{h_s} \cdots \mathcal{F}_{h_1} v_0$ (compare Example 9.7).
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