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1 INTRODUCTION

ABSTRACT

Emission from the radioactive trace element 26Al has been observed throughout the
Milky Way with the COMPTEL and INTEGRAL satellites. In particular the Doppler
shifts measured with INTEGRAL connect 26 Al with superbubbles, which may guide
26 A1 flows off spiral arms in the direction of Galactic rotation. In order to test this
paradigm, we have performed galaxy-scale simulations of superbubbles with 26Al in-
jection in a Milky Way-type galaxy.

We produce all-sky synthetic y—ray emission maps of the simulated galaxies. We
find that the 1809 keV emission from the radioactive decay of 26Al is highly variable
with time and the observer’s position. This allows us to estimate an additional sys-
tematic variability of 0.2 dex for a star formation rate derived from 26Al for different
times and measurement locations in Milky Way-type galaxies. High-latitude morpho-
logical features indicate nearby emission with correspondingly high integrated v—ray
intensities. We demonstrate that the 26Al scale height from our simulated galaxies
depends on the assumed halo gas density.

We present the first synthetic 1809keV longitude-velocity diagrams from 3D hy-
drodynamic simulations. The line-of-sight velocities for 2°Al can be significantly dif-
ferent from the line-of-sight velocities associated with the cold gas. Over time, 26Al
velocities consistent with the INTEGRAL observations, within uncertainties, appear
at any given longitude, broadly supporting previous suggestions that 26 Al injected into
expanding superbubbles by massive stars may be responsible for the high velocities
found in the INTEGRAL observations. We discuss the effect of systematically varying
the location of the superbubbles relative to the spiral arms.

Key words: hydrodynamics — methods: numerical — gamma-rays: ISM — ISM: kine-
matics and dynamics — galaxies: spiral — stars: massive

rays (Kavanagh et al|2012) and v-rays (H. E. S. S. Collab-|

Massive star formation influences the evolution of disk
galaxies via the collective power of stellar feedback in the

form of superbubbles (Mac Low & McCray||1988; |de Avillez

& Breitschwerdt|[2005; [Keller et al.|[2016; [Naab & Ostriker

@D. The stellar energy output responsible for the forma-
tion of superbubbles is dominated by the contribution from
massive stars, namely from stellar winds and supernovae.
Superbubbles have been observed at many wavelengths: CO

Dawson et al.||[2013), radio (Bagetakos et al.[2011), He
Egorov et al.|[2017), infrared (Ochsendorf et al.|[2015)), X-
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loration et al.|[2015). They may also be associated with the
spiral arms of disk galaxies (Krause et al.|[2015]). Superbub-
bles may play an important role in the chemical enrichment
of the intergalactic medium and are likely to be the driving
force for galactic outflows (Heckman & Thompson|2017).

The radioisotope 26Al, with its decay lifetime of 10%yr,
is an important tracer of massive star formation as it is
thought to be produced by these stars and ejected into the
interstellar medium (ISM) predominantly via stellar winds
and supernovae (Prantzos & Diehl|[1996} [Diehl|2013). It de-
cays via f—decay producing a 1809 keV y—ray emission line.
The radioactive decay time of 26Al (T1y2 ~ 7.17 x 10° yrs,
is comparable to the sound crossing time through
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the hot phase in superbubbles (Krause et al.[2015) and
therefore it traces the dynamics of superbubbles.

The COMPTEL observations have been transformed
into a map (Plischke et al.|[2001)) which traces the 1809 keV
emission of ?°Al in the Milky Way. This map shows emission
that is centred on the Galactic plane with some identifiable
features, such as the Cygnus star-forming region. Data from
the SPI telescope (Vedrenne et al[2003)) on the INTEGRAL
satellite (Winkler et al|[2003)) have been used to confirm the
association of °Al with nearby massive star groups (Diehl

et al.|2010; [Martin et al|2010} [Siegert & Diehl[2017; [Krause

et al.|[2018). |[Kretschmer et al|(2013) also investigated the
kinematics of 2°Al in the Galaxy using INTEGRAL data.
They found that the observed velocities of the gas traced by
26 Al were in excess of the velocities expected due solely to
Galactic rotation. They were able to explain these observa-
tions by assuming that the 26Al sources were located along
the inner spiral arms with a global blow-out preference in
the forward direction. In an analytical model of the ISM,
[Krause et al|(2015) showed that massive stars are expected
to form ahead of the gaseous spiral arms. The interaction
of superbubbles, formed by the massive stars, with the gas
then leads to 2°Al outflows in the forward direction, where
the observed velocity magnitude corresponds to the sound
speed in the superbubbles.

There have been many simulations focusing on the in-
fluence of stellar feedback in galaxies. In recent years, these
simulations have ranged from simulations focusing on indi-
vidual superbubbles (Krause et al.|[2013} |Gupta et al.|[2018}
|Gentry et al|[2019) to 3D vertically stratified box simula-

tions including stellar feedback in the form of supernovae

Avillez & Breitschwerdt|[2004, 2005} [Girichidis et al[2016).
Sarkar et al| (2015) present 2D simulations similar to those
presented in this paper focusing on galactic outflows. Only
recently has it become possible to simulate entire galaxies in-
cluding stellar feedback. [Fujimoto et al|(2018) presented the
first 3D galactic-scale hydrodynamic simulations of a spiral
galaxy (similar in size to the Milky Way) which include self-
gravity, stochastic star formation, H 11 regions, supernovae
and radioisotope injection. These simulations focus on the
radioisotope abundances in comparison to the high radioiso-
tope abundances found in the solar system relative to the
ISM. They suggest that the seemingly high abundances are
in fact typical and can be explained by star formation that
is correlated on galactic scales.

In this paper we focus on the influence and kinemat-
ics of superbubbles on the surrounding ISM. We will inves-
tigate possible galactic outflows from our simulations in a
separate paper. Section[2] presents our model for the galaxy
and the initial conditions. We compare our simulations di-
rectly with COMPTEL and INTEGRAL ~—ray observa-
tions of the Milky Way in Section[3] and discuss our results
in Section[d] In Section[f] we delineate our main findings and
present our conclusions.

2 FORMULATION

The simulations in this paper were run using the PLUTO code
(Mignone et al|[2007). We model outflows from a galactic
disk by solving the hydrodynamic equations on a Cartesian

grid. The hydrodynamic equations solved are

ap o

a + V- (pv) = psB; (1)
ag;’ LV (pov +pl) = —pVd; (2)
D (bt p2) £V (e +p+pVOIe] = és5 (3)

where p,v,p and e are the mass density, velocity, pressure
and internal energy density of the fluid, here corresponding
to the gas in the galaxy. The gravitational potential, ®, is
composed of a number of components that are described in
the following section. The source terms psp and égp rep-
resent the injection of mass and internal energy associated
with the superbubbles. The details of the superbubble im-
plementation are given in Section

2.1 Components of the gravitational potential

The gravitational potential which we use as our model com-
prises a number of components: the disk (Pgisk), central
bulge (Pouige), dark matter halo (Pnrw, a Navarro-Frenk-
White (NFW) potential, Navarro et al|[1996) and spiral
arms (Pspira1) such that

P = Pgisk + Pruige + PnFw + Pspiral (4)

2.1.1 Disk potential

The disk potential we use is the same as the disk potential
described in [Flynn et al| (1996) which is a three component
Miyamoto-Nagai potential (Miyamoto & Nagail1975]), given
by

G Mo, (5)

3
i=1 \/R2 + (ai + V22 + b2)2
Where Mp,, MDz» Mp,,a1,az,a3 and b are given in Tablel

= /22 + y?, where z and y are the usual Cartesian coor-
dlnates

Dyisk =

2.1.2 Bulge potential

The central bulge potential is again from [Flynn et al.|(1996)
and is described by

2
GMec,
q’bulge = Z 7701 (6)

i=1 /7% + 7%1‘

where Mc,, Mc,, rc, and rc, are given in Table and r =
\/m , , where z is the usual Cartesian coordinate.

2.1.8 Dark matter halo potential

The dark matter halo potential, ®xrw, is given by a NFW

profile,

G Moo ln(l + 7‘/7“5)
(7)

rsf(CQOO) r/Ts

where the function f(c200) = In(1 4 c200) — ¢200/(1 + ¢200),

Moo = 1 x 1012 Mg, (Taylor et al. et al. m and c200 is the con-

centration parameter. The concentration parameter is de-
fined as ca00 = r200/7s Where rago = 258kpc and 1 is the

Onrw = —
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scale radius. The scale radius has an influence on the struc-
ture of the hydrostatic gas halo of a galaxy (compare with
[Krause et al|[2019).

For our main setup the physical parameters we choose
are based on X-ray observations of|Gupta et al.| (2017) which
probe the circumgalactic medium of the Galaxy. They find
a large gas scale height, > 40kpc, and a low value for the
halo density (discussed in Section. We therefore adopt
a scale radius of rs = 40kpc which implies a concentration
factor ca00 = 6.45, and is compatible with the observational
values of Klypin et al.|(2016]) for galaxies with masses similar
to the Milky Way.

In Section[d] we discuss simulations which use a different
choice of rs since there are significant uncertainties regarding

the structure of the Milky Way’s hot-gas halo (Gupta et al|
[2017; [Bregman et al/2018).

2.1.4 Spiral arm potential
The spiral arm potential we include in our model is taken
from [Dobbs et al.| (2006)), based on the potential from

& Goémez| (2002), and given by
Dep(R,0,t) = —47G Hspsp,0 €XP (— R }_%R(J)
3
X nZ::l ngn cos(ny) (8)

where Hs = 0.18 kpc is the scale height of the disk, psp,0 =
14mH/11, Cl = 8/(371’),02 = 1/2 and 03 = 8/(157T). The
values of Ry and R are given in Tablem The two functional
parameters are given by

nN
Kn = S,
Rsin(a) ©)
1+ K,H+03(K,H)?
Du = 14+ 03K, H (10)

where N = 4 is the number of spiral arms and o = 15° is the
pitch angle of the spirals, similar to the Milky Way (Vallée]

2005). Finally,

=N B/ Fo)

tan(a)

(11)

where Q, = 2.0 x 10”8 radyr ! is the pattern speed.

2.2 Initial conditions for model of Milky
Way-type galaxy

The external boundary conditions of the computational do-
main are set to be outflow boundary conditions. A uniform
and stretched mesh Cartesian grid is used for the simula-
tions to maximise the resolution in the galactic disk. In the
stretched grid the cell size increases outwards by a constant
ratio between consecutive cells. The overall extent of the
simulations is -100 to 100 kpc in all directions. The stretched
grid ranges from -100 to -11 kpc and 11-100 kpc in the x and
y directions with 30 grid zones for each side. The uniform
grid in these directions therefore ranges from -11 to 11 kpc
with a spatial resolution of 0.125kpc (the number of cells
is Ng,y = 176). In the z direction the stretched grid ranges
from -100 to -0.25 kpc and 0.25 to 100 kpc with 37 grid zones

Table 1. List of parameters for simulations

Component  parameter value
Paisk b 0.3kpc
ai 5.81 kpc
Mp, 6.6 x 1010 M,
as 17.43kpc
Mp, —2.9 x 10'%°M
as 34.86 kpc
Mp, 3.3 x 10°Mg
Phulge oy 2.7kpc
Mg, 3.0x10° Mg
TCo 0.42kpc
Mg, 1.6 x 1010Mg
PNEW rs (lower phalo,0) 40.0kpc
rs (higher phalo,0) 21.5kpc
(I)spiral Ry 8.0 kpC
Rs 7.0kpc

for each side. The uniform grid ranges from -0.25 to 0.25 kpc
with a spatial resolution of ~0.02kpc (the number of cells
is N, = 23).

2.2.1 Temperature and density profile

The equation of state for an ideal gas is used for the simula-
tions, as appropriate for modelling the majority of the gas in
the ISM, namely atomic hydrogen. The initial temperature
in the disk is chosen to be Ty = 10* K and the initial tem-
perature in the halo is taken to be Thao = 2 X 10° K, based
on the recent X-ray observations of |Gupta et al.| (2017).

The initial mass density profile of the system is set up
in a way similar to [von Glasow et al.|(2013), except for the
fact that we use physical parameters relevant for a Milky
Way-type galaxy rather than a Lyman-break galaxy. The
initial mass density profile for the galaxy is shown in Fig.[f}
As in [von Glasow et al.| (2013) there are contributions from
the halo (phalo) and the disk (paisk) but now there is an
additional contribution from the spiral arm density profile
(pspira1) such that

P = Pdisk + Phalo + Pspiral (12)
where the disk density is given by

0 if R > 12kpc or |z| > 500pc
(13)
where paisk,o = 1 X 1 gcm_3 and the disk scale radius,
rs,p = 3.0kpc. This gives an initial gaseous disk mass of
My = 1.1 x 10'° M, similar to the total gas mass in the
Milky Way as obtained from HI observations
[Dedes|[2008; [Nakanishi & Sofue/|2016).
The halo density profile is set up in hydrostatic equilibrium
and is defined as

0.59m
alo — alo —-o P 14
Phalo = Phalo,0 €XP ( kBTha10> (14)

Ddisk,0 €XP (—L) if R < 12kpc and |z| < 500pc
Pdisk = D

0—23

where mp is the proton mass and kg is the Boltzmann
constant. For the main setup we adopt phao,0 = 4.0 X
10731gcm*3 which is compatible with phao(r = 0) =
4.4 x107* gem™® (Gupta et al|[2017 their central value).
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Figure 1. The zy-plane (for z = 0) of the initial gas density
of the galaxy, given in Eq.@ The dotted white circle indicates
the approximate galactocentric radius of the solar system which is
one of the assumed locations of the observer used for the synthetic
~—ray emission maps shown in Section[3]

The initial spiral arm density profile is similar to that pre-
sented in |Cox & Gomez| (2002)), without the vertical compo-
nent, given by

S

%mmm:%mef °}mw (15)

where the definition of v and values of Ry and Rs are given
in Section[2.1.4] and Table Here psp,0 = mu/11 is used.

2.2.2  Velocity profile
The velocity field of the galactic disk is set up initially as

Keplerian with
[ dd
Vyp = Rde (16)

The halo material is set to initially have zero velocity.

2.3 Radiative cooling

We include time-dependent optically thin radiative losses
using PLUTO’s tabulated cooling function to update the in-
ternal energy such that

Ope
5 =" A(T) (17)
where n = —£— is the number density and A(T’) is the cool-

ing function. The cooling function is constrained to only op-
erate above 1.2 x 10* K. As described by [Sarkar et al.| (2015))
this approximation indirectly accounts for the continuous
stellar heating of the gas in the disk that we do not include.
The cut-off in the cooling function prevents the formation of
cold gas clouds which would be unresolved at least in parts
of our simulations.

2.4 Superbubble implementation

In this paper our main aim is to study the influence of super-
bubbles on a Milky Way-type disk galaxy. Therefore, rather

than modelling each massive star separately we use a sub-
grid model (which we describe in some detail below) to sim-
ulate the influence of a cluster of massive stars which have
formed a superbubble. This allows us to simulate a full 3D
disk galaxy computationally.

Star formation in the Milky Way is clustered in a hierar-
chical way (e.g., . Similarly, bubbles merge
continuously into bigger bubbles (e.g., Krause et al.|[2015|
2018)). We include superbubbles corresponding to a stellar
content of 10° Mg, and any further merging is then followed
by the simulation.

2.4.1 Energy and mass injection rates of superbubbles

For each superbubble in our simulations we assume the
young cluster would contain ~ 10° stars. Therefore, consid-
ering a Salpeter-type initial mass function ,
~ 10* of these stars will be massive stars. Each massive star
injects 10%%erg s—* (as summarised from the stellar evolution
models of7 therefore ésg = 104Oerg S_l/‘/inj
is injected per superbubble comprising 10* massive stars,
where Viyj is the volume of the injection region. For each
superbubble a corresponding mass density injection rate
of psp = 10%*gs™'/Vi,j is also injected (following
. The injection volume, Viy; is defined as a
sphere of radius, 7inj. [Krause & Diehl| (2014) fitted an
analytic superbubble model to 3D hydrodynamic simula-
tions with detailed injection histories of up to three massive
stars and found rin; ~ 500 pc (L/10%ergs™1)®(po/1.67 x
1072*gem™3)7/5(£/10 Myr)3/® for the superbubble radius.
We chose rinj = 300 pc to ensure sufficient resolution of the
injected bubbles, as well as to reflect the expected size of
the superbubble corresponding to a star forming region of
the chosen size.

We inject the cumulative energy and mass input from
the first 10 Myr of the stellar population lifetime (see
for a population synthesis treatment of massive
star groups) instantaneously at the initial injection time for
each superbubble and then the superbubble continues to in-
ject mass and energy at the aforementioned rates for another
25 Myr, equivalent to the typical lifetime of ~ 35 Myr. This
reflects the fact that we do not attempt to capture the early
merging of bubbles in a star forming region, but rather pick
up the evolution after a certain amount of time.

2.4.2 Temporal and spatial injection of superbubbles

The superbubbles are injected randomly in time. Specifi-
cally, 833 random initial injection times are selected between
0-250 Myr. This corresponds to a typical star formation rate
of 3 Meyr~! in comparison to the Milky Way’s star forma-
tion rate which is estimated to be ~ 1 — 4Mgyr—* (Diehl
et al.|[2006; [Chomiuk & Povich| 2011}, [Licquia & Newman
@. We chose the higher value to be better able to address
derivations of the star formation rate from 2¢Al:
had estimated a star formation rate of 4 Mgyr *,
which was recently updated to 3 Mgyr~! by taking better
account of local foreground. We discuss this in more detail
below. We take 35 Myr to be the lifetime of the superbub-
bles which corresponds to the lifetime of 9M stars (Georgy

et al|[2013).
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For the Milky Way the star formation rate surface den-
sity increases towards the Galactic centre (see Fig.7 of [Ken-
nicutt & Evans|[2012, for instance). The Milky Way also
has a negative metallicity gradient as a function of galac-
tocentric radius and 26Al yields from the winds of massive
stars should increase with stellar metallicity. For the simu-
lation that we will refer to as ‘the fiducial run’ throughout
the paper, the superbubbles are injected along the spiral
arms of the galaxy, specifically at the position of maximum
spiral arm density (of the initial density profile rotated as
appropriate for the current simulation time) at any given
radius. All the superbubbles are initialised at the mid-plane
of the disk at z = 0. The galactocentric injection radius,
Rsg, of the superbubble is chosen as a random number be-
tween 0 — 10kpc. This implies, due to geometric dilution,
that the star formation rate surface density in the simula-
tions decreases as a function of radius and is proportional to
1/R. Given a specific value of Rgp, the angle, fsg, is then
selected such that the superbubble lies on a spiral arm.

It is important to note that superbubbles are thought
to form from Wolf-Rayet winds which would be expected
to become effective ~3 Myr after the stars’ formation which
took place on the spiral arms of galaxies. Thus, superbub-
bles should be offset from the maximum spiral arm density
in the forward direction (Krause et al.|2015). Therefore, we
run two other simulations where the superbubbles are in-
jected 0.1 radians ahead of, and behind (as a reference for
comparison), the position of the maximum spiral density,
respectively. This allows us to investigate the dependence of
the kinematic signature of the superbubbles on their injec-
tion position. We chose 0.1 radians based on the idea that
young star clusters form on the spiral arms of galaxies. Con-
sidering the pattern speed of the Milky Way given above as
Q, = 2.0 x 10 8rad yr ! implies that in ~ 5Myr the stars
would drift 0.1 radians relative to the spiral arms as they
begin to form a superbubble.

Note that the initial galactic disk radius is 12kpc,
slightly larger than the maximum injection radius of the
superbubbles. We found that if the superbubbles were in-
jected too close to the edge of the Galactic disk that, due to
the low density surroundings, they were able to quickly ex-
pand into the non-rotating halo. This led to an exchange of
angular momentum with the halo leading to a rapid shrink-
ing of the galactic disk. A similar process is described in
Elmegreen et al.| (2014). Star formation would be more nat-
urally regulated in the outer regions of the disk than in our
simulations.

2.5 26Al tracer fluid

The radioactive isotope 2°Al is ejected in the Wolf-Rayet
phase of massive star evolution and by supernovae (Prant-
zos & Diehl||[1996; |Diehl||2013)). It decays predominantly via
B decay producing a 1809keV ~-ray photon, providing a
tracer of massive star formation. The COMPTEL 1809 keV
survey (Pluschke et al.|[2001]) maps this emission. By includ-
ing a tracer fluid in our simulations to represent 2°Al we can
compare our results with the COMPTEL observations. This
tracer fluid is a passive scalar which is advected along with
the fluid representing the gas in the galaxy. 2® Al decays with
a half-life of ~ 7.17 x 10° yr which we account for in order
to evaluate the mass of 26Al in the tracer fluid.

The tracer fluid is injected at the same time as each super-
bubble is injected. The mass injection rate as a function of
time per superbubble is given by

2

M(t) = 1042(;?]\4@ Myr ™" (18)
which was chosen, after including the effect of radioactivity,
to match the massive star population synthesis results from
Voss et al.| (2009). It is important to note that the mass
injection rate in Eq.[I8] corresponds to the rate expected for
the entire superbubble containing 10" massive stars rather
than the average per star as in [Voss et al.| (2009). The mass
injection rate in Eq.per star (obtained by simply dividing
by 10*) convolved with radioactive decay as a function of
time is shown in Fig.[AT]

3 RESULTS

Here we present the results from our 3D hydrodynamic sim-
ulations. We examine 3 simulations which vary the injection
position of the superbubbles relative to the spiral arms of
the galaxy. Throughout the paper, the simulation with the
superbubble injection centred on the spiral arms is referred
to as the fiducial simulation. In Section[d] we discuss the
effect of assuming a higher halo density for the galaxies.

3.1 Time evolution of the superbubbles

In order to examine the time evolution of the galactic disk
and superbubbles we plot the gas and 2°Al mass densities
for each of the three simulations as a function of time in
Figs‘ between t = 34 — 121 Myr. The top three panels
in Fig.2] show the gas density in the zy-plane for z = 0
while the bottom three panels show the corresponding 26 Al
densities. Fig. shows the same quantities in the xz-plane
for y = 0.

By t = 34Myr the superbubbles have begun to dis-
rupt the galactic disk. There are no significant differences
seen between the 3 simulations. The vertical slices, shown
in Fig.[3] suggest that the simulations are well in dynamical
equilibrium by 69 Myr. The same impression is reached if
one inspects the total 2 Al mass over time (Fig. [4). There-
fore, all time-averaging of quantities and statistical analysis
in the following sections is performed between ¢t = 69 Myr
until the end of the simulations at ¢ = 121 Myr. In all three
simulations the superbubbles disrupt the galactic disk and
cause large low density regions above and below the disk
(see Fig.[3).

3.2 Synthetic y—ray maps
8.2.1 Calculation of y—ray emission

In order to compare our simulation results with the COMP-
TEL map, which results from observations with an instru-
ment that has an angular resolution of 3.8° (Plischke et al.
2001)), we create synthetic y—ray maps of the simulated
galaxies by integrating our result cubes along the lines of
sight using the Hammer map projection. We chose the posi-
tion of the observer to be located at a galactocentric radius
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Figure 2. Mass density plots for the 3 simulations (with ppalo,0 = 4.0 X 10~31g cm*3) as a function of time. The top three panels show
the mid-plane values of the zy-plane for the gas mass density and the bottom three panels show the corresponding 26 Al mass density. In
both the top and bottom panel the simulation data with the superbubbles injected behind, on and ahead of the spiral arms are shown
in the top, middle and bottom row of images, respectively. As mentioned in Section[2:2] the extent of the grid is 100kpc in all directions.
These plots show only a part of the computational domain focusing on the galactic disk.

of 8 kpc which is approximately the same galactocentric ra-
dius as the Earth is within our Galaxy (8.32kpc, |Gillessen
et al.[2017).

The y—ray flux density, F,(z,y, z), from each emitting cell
on the computational grid seen by an observer is

_ 1809keV dny

T Awd? dt (19)

where d(x,y,z) is the distance from the observer to the
source of emission, n~(z,y,z) is the number density of ~-

rays and dV (z,y,z) is the volume of the emitting region.
Considering a time, t, where the number density of 26Al is
noe, then n, due to radioactive decay can be calculated as

dny,  dnzs  n2e
TR TR (20)

where the mean half-life, 7 = 1.034 Myr. To produce a 2D
emission map from the 3D set of fluxes given by Eq.[I9] we
bin the data as a function of galactic longitude and latitude
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Figure 3. Mass density plots of the 3 simulations (with phalo,0 = 4.0 X 10~3'gcm—3) as a function of time. Same as for Fig. except

now showing the xz—plane values for y = 0.

using the same resolution as for COMPTEL map (~ 4°) and
sum up the fluxes in each bin.

It is important to note that our galactic-scale simula-
tions are not able to include specifics such as the relative lo-
cation of the Sun with respect to the spiral arms and nearby
stellar groups. Therefore, it is not possible to make a direct
comparison between our simulated galaxy and the COMP-
TEL map of the Milky Way. Instead, by examining different
viewing angles and snapshots in time, we can identify syn-
thetic emission maps that look similar to the COMPTEL
map and examine the properties of those maps.

It is also worth noting that aliasing is introduced as we
convert from a Cartesian grid to the emission maps. In par-

ticular, emission close to the observer contributes to a scal-
loping pattern as noted in [Fujimoto et al|(2018)). Although
we could exclude nearby emission from these maps, either
simply by proximity to the observer or by a certain per cent
of the emission closest to the observer, we present the maps
unaltered instead. We have also included two examples in
Appendix[B] which illustrate the effect of the aliasing in spe-
cific cases. The main point to note is, from Fig.[BI] that the
aliasing will create artificial low and high emission regions at
intervals of 45° in longitude, centred on the galactic centre
at 0°. More details are given in Appendix

In the following sections we will describe the variation
we observe due to viewing angle (FigA and the implica-
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Figure 4. Total mass of 26Al in the galaxy for the fiducial sim-
ulation as a function of time.

tions this has for any star formation rate derived from vy—ray
emission maps. We present a panel of maps with the emis-
sion binned for different distances from the observer which
shows the distance at which the majority of the emission
originates (Figs.@@. We also examine the time variability
of the emission in Figs.[}[I0]

3.2.2  Spatial variation of y—ray emission as a function of
viewing angle

We present a view of the fiducial simulation of the galaxy
from 4 different angles in Fig.[5at ¢ = 103.8 Myr. The view-
ing angles are every 90° degrees. The Cartesian coordinates
and the total y—ray intensity for each viewing angle are
given above each map.

The morphology of the emission differs as a function of
viewing angle. We can compare our synthetic observations
with the COMPTEL map, specifically the lower panel of
Fig. 5 from |[Plischke et al.| (2001). Particular features, such
as the Cygnus star-forming region located at 90° longitude,
have been identified in the COMPTEL map. Fig.[5](a) looks
most morphologically similar to the COMPTEL map, ex-
cept the large extended emission is located at 330° longitude
rather than 90°. The fact that the large extended emission is
not a universal feature for different viewing angles suggests
that this emission is close-by in origin which we discuss in
the following Section[3:2.3] Our view of the Galaxy is natu-
rally unique and dominated by the contribution from local
sources.

3.2.3 Spatial binning

Here, we bin the y—ray emission as a function of distance
from the observer, using the same viewing angle as pre-
sented in Fig.[|(a). The distance bins we use are 0-5, 5-10,
10-15 and 15-20 kpc corresponding to Fig.[6](a)-(d), respec-
tively. These images clearly show that the most spatially
extended emission originates relatively close to the observer
(within 5kpc). The emission from larger distances is also lo-

cated closer to the Galactic centre with less emission coming
from larger longitudes or latitudes. The large scale emission
shown in Fig.|6](a) can be associated with the superbubble
visible in Fig. (top panel, middle row, fifth column) which
lies within ~1kpc of the observer at x = 0 and y = 8kpc,
similar to the Cygnus star-forming region in the COMPTEL
map.

To investigate the variation with viewing angle more
qualitatively, we examine the cumulative flux density as a
function of distance from the observer for the four different
viewing angles shown in Fig. Fig. similarly plots
the cumulative flux density as a per cent of the integrated
flux as a function of distance.

The different rates of increase in the cumulative flux
density as a function of distance between the viewing angles
indicate that large differences in the total v—ray intensity
will be due to local sources. Fig.shows that, irrespective
of the viewing angle, from = 1.5kpc the addition to the
cumulative flux is comparable.

The solid black line in Fig. illustrates that ~ 80%
of the total y—ray intensity originates within 1.5 kpc of the
observer for this viewing angle (corresponding to Fig.[5|(a)).
This particular viewing angle shows corresponding large
scale emission in the synthetic emission maps, as noted
above. This would suggest that high values for the total
intensity and emission at large latitudes are correlated with
nearby emission. This plots also indicates that, irrespective
of viewing angle, nearly all of the observed emission origi-
nates within ~ 10kpc of the observer.

8.2.4 Time evolution

The synthetic y—ray emission maps are also variable with
time, similar to the spatial variation discussed in Sec-
tion We present a series of emission maps in Fig.
to illustrate this. To quantify the time variability further we
examined the median flux density distance (rmed, the dis-
tance within which 50% of the received flux originates) over
time for the four different viewing angles considered, shown
in Fig.[§] It is important to note that due to the finite grid
size it is not possible to calculate the distance where exactly
50% of the emission originates. Instead we plot the clos-
est percentage allowed by the grid without interpolating. In
general, the values are within 2% of the actual median with
some outliers. Fig.[§| clearly shows that, irrespective of view-
ing angle, the median flux density distance can easily vary
by a factor of five on time scales of a few Myr.

3.2.5 Integrated flux density values

The integrated flux density for the inner region of the
Milky Way (|¢] < 30° )b < 10°) is estimated to be
3.3 x 10~ * photonscm™2s~! (using COMPTEL and INTE-
GRAL data, |Diehl et al.|2006; |Bouchet et al.[|2015). The to-
tal for the whole Galaxy is estimated to be 1.714+0.06 x 103
and 2.09 + 0.08 x 1073 photonscm~2s~! from COMPTEL
and INTEGRAL data, respectively (Pleintinger et al. sub-
mitted). Fig.@ shows the integrated flux density from the
simulated galaxy for four different viewing angles as a func-
tion of time. We calculate the time averaged values of the
integrated flux densities from ~ 69 — 121 Myr and find
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Figure 5. Synthetic maps of the 1809 keV emission for the galaxy from the fiducial simulation at ¢ = 103.8 Myr (shown in the fifth
column and second row of the bottom panel in Fig. for different viewing angles located at the same distance from the Galactic centre.
The total integrated flux density is given above each image, as well as the Cartesian coordinates of the observer (in kpc).

1.9,1.8,1.3,3.0 x 1073 photonscm™2?s™ ', respectively. The
median integrated flux density values are 1.6,1.9,1.1,2.8 x
1073 photons cm 2 s~ 1. The overall minimum and maximum
for the integrated flux density values are 6.4 x 10™* and
8.6 x 1072 photonscm ™2 s ™1, respectively. The standard de-
viation for the integrated flux values, considering all four
viewing angles, for t = 69 — 121 Myr is 0 = 0.2dex which
we discuss below in the context of deriving a star formation
rate using 2°Al.

Fig.[I0] shows a histogram of the total integrated flux
density values for the four viewing angles between ~ 69 —
121 Myr. This illustrates the variation in the total integrated
flux density but that the majority of values are < 2.5 x
1072 photonscm 2571,

The total y—ray intensity derived from the COMPTEL
and INTEGRAL measurements together has been used to
infer a star formation rate of 3.8 +2.2Mgyr~! for the Milky
Way (Diehl et al.[[2006, compare with Section. Deriving a
star formation rate from 2%Al has a number of uncertainties
such as the uncertainty of 2°Al yields from massive stars
(see|Voss et al.|2009), as well as uncertainties relating to the
assumed stellar initial mass function (see review by Bastian
et al[/2010). Our results, obtained by examining the inte-
grated flux densities and the corresponding emission maps,
show that our position in the Galaxy, and specifically our
possible close proximity to local sources, could introduce an
additional systematic variation of 0.2dex on the star for-
mation rate inferred via 2°Al. The star formation rate of

3 Moyr~! in our simulations was chosen such that the peak
of the total 1809 keV line intensity distribution would be
similar to the observed values.

Fig. shows the total mass of 2°Al in the galaxy for the
fiducial simulation with an average value of Mas = 4 Mg
derived from values between ¢t = 69 — 121Myr. Diehl| (2017)
report a total of 2.0 & 0.3Mg for °Al using the INTE-
GRAL/SPI y-ray spectrum. The discrepancy is due to the
symmetry assumed in the original analysis of the observa-
tions. Our simulations should have a more realistic spatial
distribution for Milky Way-type galaxies in general. Hence,
if the Milky Way currently has a star formation rate of
3 Moyr~! and displays its most probable 1809 keV inten-
sity, we would correct the steady-state mass of 26Al for the
Milky Way upwards to ~ 4 Mg, for such a general galaxy.
We discuss alternative scenarios in Section[dl

3.3 Scale height of the galactic disk
8.8.1 Calculation of the scale height

We calculate the scale height of the 26 Al material both from
the 3D grid of density values and from the y—ray emission
maps for the fiducial simulation and for the higher halo den-
sity simulation. The scale height of the material traced by
the 26 Al for a generic galaxy may vary from the scale height
that we observe from the v—ray emission maps which are
intrinsically dependent on our position in the Milky Way.
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Figure 6. ~y—ray emission maps for the fiducial simulation at ¢ = 103.8 Myr using different distance bins. The distance bins are 0-5,
5-10, 10-15 and 15-20 kpc corresponding to a, b, ¢, d respectively. Above each plot the total integrated flux density is given, as well as the
integrated flux density value for the distance bin used.
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Figure 9. Integrated v—ray intensity for the fiducial simulation
as a function of time for four different viewing angles.

First using the 2%Al densities, we calculate the scale
height above, H™, and below, H ™, the galactic plane as

0o 0

[ p26(R) zdz | p26(R) zdz
HT(R) = % and H (R)=—

({P%(R) dz S peo(R) dz

(21)
where the 26Al densities have been binned as a function of
galactocentric radius, R, before calculating the scale heights
of the disk. Similarly, using the y—ray emission maps we can
calculate the scale height as a function of galactic longitude

Figure 10. Histogram showing integrated 1809 keV intensity val-
ues for the four different viewing angles between t=69-121 Myr for
the fiducial simulation. The red vertical dashed and solid lines rep-
resent the observational values from COMPTEL and INTEGRAL
data, respectively.

as
90° 0
[ F,bdb [ Fybdb
— —90°
Wt =2 and  hT=—r— (22)
[ Fydb [ Fydb
0 —90°

where b is galactic latitude.

3.3.2 Comparison of the scale heights

The scale heights for the fiducial simulation are plotted in
Fig.[[1} In Fig.[I(a)] all of the scale heights are averaged
between ¢t = 69 — 121Myr and the radial bins are 1 kpc. The
scale heights in Fig, have been averaged over the four
viewing angles, as well as between ¢t = 69 — 121Myr, and
the longitude bins are 12°. The error bars represent the 1o
dispersion of the data for the different times and viewing
angles.

Fig. shows a maximum scale height of ~ 5kpc at
R = 12kpc. There is little difference seen above and below
the disk. The scale heights calculated using the emission
maps give a maximum scale height of 50° at —150° and
150° longitude. The scale height of the 26Al in Fig. is
largely symmetric for positive and negative longitude values.

The inner disk, however, has scale heights that are
strongly suppressed by the higher halo gas pressure there.
This translates directly to the observed latitude extent for
longitudes between —90° < ¢ < 90° (compare Fig.[I1(a)]
with Fig.[II(b)). This is potentially in disagreement with
the observations: the maximum entropy map in
indicates some level of high latitude emission

at all longitudes which we discuss further in Section[d]
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Figure 11. (a) plots the scale height of 26 Al in the galaxy for the fiducial simulation as a function of galactocentric radius, R. H and
H~ are the scale heights of the galaxy above and below the disk midplane, calculated using Eq. (b) plots the scale height of the
galaxy from the fiducial simulation as a function of galactic longitude, £. h*™ and h~ are the scale heights of the galaxy above and below

0° latitude, calculated using Eq.

3.4 Longitude-velocity diagrams
8.4.1 Calculation of line-of-sight velocities

We are able to examine the kinematics of Al from the
simulations. We compute the line-of-sight velocity, vas, as
a function of longitude to compare with the observational
results in Fig. 8 of [Kretschmer et al.| (2013) which used IN-
TEGRAL data. We calculate the emission weighted line-of-
sight velocity of 2%Al with respect to the observer as
b+Ab I+Al 0o
¥ P26 v dr i’ db’
b—Abl-AL 0 T

b+Ab I+Al co
S arar ay
b—abl—AL0 T

U26(l7 b) = (23)

where pag is the mass density of 25Al, ¢’ is galactic longitude
and 7 here represents the distance between the observer and
the source of emission. We bin the data in the same way
as [Kretschmer et al.| (2013)) in order to make as close a
comparison as possible. Therefore, we plot the same lon-
gitude range as Fig. 8 of [Kretschmer et al.| (2013) with lon-
gitude bins of 12° and a latitude range of £5°. [Kretschmer
et al.| (2013)) found evidence that the gas associated with the
1809 keV emission is moving faster than would be expected
from Galactic rotation alone as shown by the combination
of INTEGRAL and CO data plotted in their Fig.8. For
|¢] > 10° the gas traced by 2® Al is moving ~ 100—200 kms ™!
faster than the molecular gas.

The observations of Al observe the emission in the
Galaxy up to 10°yr ago (considering the light crossing time
of photons in the Milky Way). We do not consider this effect
for two reasons. First, Fig. 10 from Kretschmer et al.| (2013)
indicates that emission on the far side of the Galaxy would
contribute ~ 10% due to geometric dilution and so we would
only need to consider up to 10* yr ago (across the Galaxy).
Second, superbubbles are not thought to evolve significantly
on timescales of 10* yr which implies that the effect would

be small and therefore for simplicity we examine specific
instances in time (Figs. 3-4, Krause et al.|[2013).

8.4.2  Comparison of longitude-velocity diagrams with
observational results

We present longitude-velocity diagrams using our 3 simula-
tions in Fig. For Fig.[12[a) the data has been averaged
between t = 69 — 121 Myr. The line-of-sight velocities as
a function of galactic longitude for the cold gas are plot-
ted as the solid black line (which uses p rather than pss in
Eq.[23). The maximum radial velocity of the cold gas shown
is ~ 50kms~!, which broadly agrees with the CO observa-
tions of [Dame et al.| (2001) shown in Fig.8 of [Kretschmer
et al.|(2013). The grey shaded represents the 20 deviation of
the simulation data and indicates that the line-of-sight ve-
locities associated with the cold gas do not vary significantly
with time. We have overplotted the y-ray observational data
from |Kretschmer et al.| (2013) as blue dots for comparison
where the error bars represent the 1o statistical uncertainty
associated with the observations.

The time-averaged line-of-sight velocities for 26Al from
our simulations are also shown in Fig.[12{a). The line-of-
sight velocities for the three different simulations with the
superbubbles injected behind, on and ahead of the spiral
arms are plotted as the solid blue, red and green lines, re-
spectively. Thus, the coloured shaded regions in Fig.[12{(a)
are the associated 20 deviation of the simulation data. These
shaded regions represent the frequency of certain values
rather than uncertainties. Evidently, the line-of-sight veloc-
ities associated with the 26Al as observed would vary with
time, would we observe ~1-100 Myr later. In contrast, the
cold gas shows far less variability. This is understandable
since massive star formation and superbubbles evolve on
much shorter timescales in comparison to the cold gas.

In Fig.[12{(a) the maximum velocity associated with 2 Al
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(~ 100kms™!) from any of the simulations is compatible
with the large observed velocities found by |Kretschmer et al.
(2013) within the uncertainties (the error bars and shaded
blue region in Fig. 8 of Kretschmer et al.| (2013) represent 1o
error bars; thus our results agree within 20 from the simu-
lations). Figs.[12(b)-(d) present longitude-velocity diagrams
for a number of specific times. It is evident that certain snap-
snots look more similar to the observations than others. For
instance, in Fig.b), at t = 86 Myr higher velocities are
found than for ¢ = 121 Myr (Fig.|/12(d)). The blue shaded
region in Figs.[[2(b)-(d) represent the 1o uncertainties for
the observational data.

As described in Section[2.4] the difference between the
three simulations is the injection position of the superbub-
bles. Despite this difference, the simulations display similar
radial velocities. This is in contrast to the explanation put
forth by |[Kretschmer et al.| (2013 which we discuss below.

One possible explanation why the three simulations re-
sult in similar radial velocities relates to our simulation set-
up. The offset from the spiral arms that we consider may not
be sufficiently large, despite the fact that our choice of 0.1
radians as the offset was physically motivated (the young
cluster begins on the spiral arm and then may drift away
from it before forming a superbubble ~ 5Myr later). The
fact that our mean maximum velocities are not quite as high
as the ~ 300kms~! from the observations might be related
to dynamic effects due to our superbubble implementation.
Namely, the random injection positions of our superbubbles
are decided based on the initial maximum density of the spi-
ral arm pattern and then rotated using the pattern speed to
the corresponding appropriate injection time. As such these
positions may not necessarily correspond to regions of maxi-
mum density during the simulation due to the dynamic effect
of past superbubbles which may have been injected nearby.

Another possible physical explanation is that we do not
consider the effect of cosmic rays produced in superbub-
bles (as in |Girichidis et al. [2016). Cosmic rays contribute
via pressure which could cause the superbubbles to expand
quicker and produce higher velocities more in line with the
INTEGRAL results.

The final point to note is that the magnitudes of the ra-
dial velocities at +24° in Fig. 8 of |Kretschmer et al.| (2013))
differ by ~ 100kms™'. Similar differences at high and low
longitudes are seen at various times in our simulation re-
sults, such as at ¢ = 86 Myr in Fig.[12[b). These differences
and their time variability can very naturally be explained
by the varying positions of the superbubbles throughout the
simulated galaxy and the observed Milky Way. We also in-
vestigated the effect of using smaller longitude bin sizes and
found little difference.

4 DISCUSSION

4.1 Comparison with higher halo density
simulations

In this section we briefly discuss 3 simulations which investi-
gate the effect of increasing the halo density with a decreased
scale radius in comparison to the main setup (as described
in Section. This alternative setup is motivated by the cur-
rent uncertainty regarding the structure of the Milky Way’s

hot-gas halo (Gupta et al.|2017; Bregman et al.[2018]). Breg-
man et al| (2018) report evidence for a small scale height
of only 2.5kpc for the Milky Way from X-ray observations.
They suggest that the halo density outside of this small core
could be consistent with a simple power law. The concen-
tration factor implied by such a small scale height would be
significantly different from that of a standard NFW halo.
Taylor et al.| (2016) have recently determined the concentra-
tion factor to be c200 = 12, which yields rs = 21.5kpc.

We include 3 simulations here (which as for the main
setup inject the superbubbles behind, on and ahead of the
spiral arms) with phalo0 = 1.67 x 1072%gcm™ used in
Eq. rs = 21.5kpc and c200 = 12. Such a gas halo would
contribute 1.35 x 10'* My in baryonic mass to the Milky
Way’s dark matter halo, which is close to the estimated
“missing baryonic mass” (Gupta et al[2017, their Table 5).
Increasing the halo density will affect the 2° Al scale heights
of the galaxies (the corresponding density plots are given
in Appendix@. The other diagnostics for the simulations
remained very similar irrespective of the setup.

The scale heights for the higher halo density simulation
are plotted in Fig.[[3] As for Fig.[[]] the scale heights in
Fig. are averaged between ¢ = 69 — 121 Myr and the
radial bins are 1 kpc. Similarly, the scale heights in Fig.
have been averaged over the four viewing angles, as well as
between t = 69 — 121Myr, and the longitude bins are 12°.
The error bars represent the 1o dispersion of the data for
the different times and viewing angles.

The 25Al scale height turns out to be a strong func-
tion of the halo density, varying by a factor of ~10 between
the simulations with low and high halo density. The simula-
tion with high halo density (motivated by the limit allowed
by putting the cosmologically expected number of baryons
into the gaseous halo) is clearly ruled out by comparison to
the maximum entropy map of [Plischke et al.| (2001)), which
shows significant emission up to latitudes of £50°. With the
choice of the halo density constrained by X-ray observations
of |Gupta et al.| (2017), we find a 26Al scale height of 50° at
|¢] = 90° for the lower halo density simulations.

5 SUMMARY AND CONCLUSIONS

In this paper we have investigated the kinematic and
morphological imprints that superbubbles have left in the
COMPTEL and INTEGRAL observations. We ran 3D hy-
drodynamic simulations of a spiral galaxy, with physical
properties similar to the Milky Way. We investigated the
effect of varying the injection position of the superbubbles
relative to the spiral arms of the galaxy. Using a tracer fluid
to represent the radioisotope 2°Al we produced all sky syn-
thetic y—ray maps and, for the first time from 3D simula-
tions, longitude-velocity diagrams.

5.1 Derived star formation rate uncertainty

We find that the y—ray emission derived from the simula-
tions is both temporally and spatially very variable, even
when the observer’s location is constrained to lie on the
galactocentric circle, at a distance that corresponds to the
solar system’s location in the Milky Way. In the simula-
tions as much as 80% of the 1809 keV intensity can be local



14 Rodgers-Lee, Krause, Dale, Diehl

300
— a] (minus) —— gas (centre)
—.- 2] (centre) ® Kretschmer data
200 -—- 285] (plus)
T
n 100
£
=
Z
‘g 0
o
L8]
>
T _
5 —100
i

—200

radial velocity [kms™1]

—300
{[deq]

300 )

- —— 2641 {minus) ——- 2%AI (plus) |

\\‘ —-= 28] (centre) ——gas (centre) II

200

100

—100

radial velocity [kms™1]
(=)

—200

|/[c) =103 Myr \\
~300 | L L

radial velocity [kms™1]

40 20 0 =0 —40
£[deg]

300 ]
_— —— 26a1 (minus) —- - 25Al (plus) J
\\ —-- A (centre) ——gas (centre) |
200 \ '
100
0
—100
—200 \ \
|/(b} t=86 Myr .
_ | \ . \ . |
300 40 20 0 —20 —40
{[deq]
300 -
- —— 261 {minus) ——- 2%AI (plus) |
\\\ —-= 28] (centre) ——gas (centre) II
200 \ '
100
0
—-100
—200 \ \
|/(d) =121 Myr A
_ \ . ‘ . ‘ b
300 a0 20 0 —20 —40
{[deg]

Figure 12. Radial velocities with respect to the observer plotted as a function of galactic longitude, derived from the 26Al tracer fluid
and gas density. (a) shows the radial velocities that have been averaged between ¢ = 69 — 121 Myr. The solid black line plots the time
averaged radial velocity for the cold gas in the fiducial simulation. The solid blue, red and green lines plot the time averaged radial
velocities for 26 Al and represent the three different simulations where the superbubbles are injected behind, on and ahead of the spiral
arms in the galaxy, respectively. The shaded blue, red and green regions correspond to 20 variation of these data. The longitude bin size
used is 12°. The blue data points are the y-ray observational data from Kretschmer et al.| (2013). (b)-(d) show individual snapshots of
the radial velocities for ¢ = 86,103 and 121 Myr, respectively. Here the blue shaded region now represents the lo uncertainty from the

observational data.

foreground. This supports earlier conjectures that, for the
Milky Way, much and especially high-latitude emission can
be foreground that varies on a Myr timescale.

This variability affects the measurement of the star for-
mation rate of the Milky Way via 2°Al. Our simulations as-
sume a rate of 3 Moyr~! tuned such that the most probable
1809 keV line flux falls within the observed range of values.
If this is the situation in the Milky Way, we would recover
a steady-state 26 Al mass for the Milky Way of 4 M.

We derive an additional uncertainty of 0.2dex on the
star formation rate, or the total mass of 26Al, of a Milky
Way-type galaxy inferred from y—ray emission maps by ex-
amining the integrated flux density values from our simula-
tions as a function of time and viewing angle in the galaxy.
Taking into account this natural fluctuation, the 2° Al mea-
surement can also be explained by a star formation rate as
low as 1.65Moyr~" as recently found by |[Licquia & Newman)|
7 who use a Kroupa initial mass function. The steady

state 2°Al mass would be correspondingly lower. The rel-
atively high star formation rate derived from the 1809 keV
line intensity would then mean that the Milky Way happens
to be in a state with a lot of foreground at the position of
the Sun, which is not the most probable, but still a plausible
situation.

5.2 Longitude-velocity diagrams

[Kretschmer et al.| (2013) found that the material responsi-
ble for the 1809 keV line emission from INTEGRAL obser-
vations has higher line-of-sight velocities than the cold gas
traced by CO. They postulated that superbubbles driven
by massive stars could be responsible for this difference in
velocities as the superbubbles preferentially expand rapidly
ahead of the spiral arms (Krause et al|2015) which we in-
vestigated in our simulations.
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Figure 13. (a) and (b) plot the same scale heights as Fig.[11{a) and (b) but for the simulation setup with phalo.0 = 1.67 x 10~28gcm—3.
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We confirm that superbubbles, irrespective of their
injection relative to the spiral arms, can produce excess
Doppler shifts of up to 200 kms~! which is consistent with
the INTEGRAL observations, within the uncertainties. On
the other hand, we do not find a systematic trend for the
Doppler shifts when changing the relative locations of super-
bubble injections from the leading to the trailing edge of the
spiral arm, as suggested would occur by Krause et al.| (2015).
The superbubbles in our simulations displace the gas rather
symmetrically, so that a systematic effect on 26 Al velocities
does not occur. The dense molecular gas which would in-
teract with the superbubbles, as invoked in the model by
Krause et al.| (2015)), is also however, not present in our sim-
ulations. A more self-consistent connection of superbubbles
with star formation may additionally be important.

The large time variability we find in our synthetic
longitude-velocity diagrams suggests that not much of a sys-
tematic effect may be necessary to explain the observations,
as we can only observe one snapshot of a highly variable sys-
tem. We cannot exclude that the symmetric Doppler shift
of the 1809 keV line observed in the Milky Way is due to a
particular configuration of the ISM near the Sun. It is also
possible, as noted above, that dense molecular gas or cos-
mic rays (not included in our simulations) play an important
role in contributing to the systematic velocity shifts. We did
not include dense molecular gas as this would have required
including a chemical network and higher spatial resolution
to resolve molecular cloud scales which would have been sig-
nificantly more computationally expensive.

5.3 Scale height of 2°Al in the galaxy

We examined the scale height of the 2°Al in the galaxy as
a function of galactocentric radius and also as a function
of longitude. We find that the galaxy from the fiducial sim-
ulation has a maximum 2°Al scale height of ~5kpc. This
translates into a maximum scale height of 50° as seen by an
observer located at a galactocentric radius of 8 kpc, similar
to the position of the solar system in the Milky Way. We

find that the 26Al scale height is coupled to the gas density
in the Galactic halo. Using observed halo densities produces
26 Al scale heights in broad agreement with the y-ray obser-
vations, whereas a much higher halo density results in scale
heights that are unrealistically small.

While we defer a detailed comparison to the observa-
tional data to a dedicated future publication, we find that
the scale heights are in broad agreement with the maxi-
mum entropy map of [Plischke et al.| (2001), except that we
predict a much lower scale height within 90° of the galac-
tic centre. This is a direct consequence of the higher halo
pressure in our hydrostatic setup. One may speculate, if the
density in the inner parts of the Milky Way was reduced by
some process, such that the superbubbles encountered less
ram pressure, they would thus expand more easily into the
halo there. The Fermi bubbles (Su et al.|2010)) are known to
have produced such a low density region in the centre of the
Milky Way, but it would hardly be big enough to explain
our findings.

Overall, 2° Al has been show to be a sensitive diagnostic
for the dynamics of superbubbles and their connection to
the gaseous halo of the Milky Way.

ACKNOWLEDGEMENTS

This work has made use of the University of Hertford-
shire’s high-performance computing facility. DRL acknowl-
edges funding from the Irish Research Council. We thank
the anonymous reviewer for their constructive comments.

APPENDIX A: AL TRACER

The radioisotope 2°Al is used in our simulations as a tracer
of massive star formation and to compare with observations,
as described in Section[2.5] Fig.[AT]shows the mass injection
rate per massive star as a function time from Eq. (di-
vided by 10%), including the effects of radioactive decay from
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Figure A1l. Time profile of the mass injection rate of 26 Al per
massive star for our simulations convolved with the radioactive
decay of 26Al.

an idealised simulation containing one superbubble. We can
compare Fig. with the solid line in the upper panel of
Fig. 3 from [Voss et al.| (2009). We match the increase from
0 — 5Myr to the maximum value of ~ 1.5 x 107> Mg yr—!
and the subsequent gradual decline quite well. Note, we do
not reproduce the slight bump at ~ 17 Myr. Since we do not
trace the first 10 Myr of the superbubbles as described in
Section we also begin the injection of 2°Al at t=10 Myr

in Eq.@

APPENDIX B: -RAY EMISSION MAPS

Transforming from the 3D Cartesian grid to a Hammer pro-
jection map can create misleading aliasing which is most
noticeable when there is significant emission close to the
observer. Fig.[BI|(a) shows the full normalised emission us-
ing the initial gas mass density profile of the galaxy which
varies relatively smoothly (rather than the 26 Al mass den-
sity) in comparison to Fig.(b) which excludes any emis-
sion within 0.2kpc of the observer. This results in 95% of
the emission being plotted with nearby emission contribut-
ing most to this issue. Therefore, when viewing the vy-ray
emission maps in Section|3.2] it is worth bearing in mind
that the pattern observed in Fig.|B1|(a) will, to some extent,
be superimposed on the maps. Note, this issue is position
dependent such that if there is less nearby 7-ray emission
due to the observer’s specific location in the Galaxy this ef-
fect will be reduced. This dependence is why we decided to
show the full emission maps in Section|3.2] as it is difficult
to remove these artefacts in any systematic way.

We also include Fig. which uses the 26Al density
to derive the y—ray emission and shows a comparison
of a full emission map versus a map excluding emission
within 0.75kpc of the observer which includes ~ 90% of
the emission. This data is from the fiducial simulation at
t = 103.8 Myrs. This plot illustrates for one specific instance
in time the effect of excluding nearby emission using the 26 Al
flux densities which for this example is moderately small.

APPENDIX C: TIME VARIABILITY

Here we include two plots which show the time variability
shown in the emission maps and the longitude-velocity di-
agrams. Fig. plots emission maps from ~ 34 — 121 Myr
with a time interval of ~ 17 Myr. At 34 Myr the emission is
relatively compact as the superbubbles have not had time
to significantly perturb the disk. At 51 Myr individual su-
perbubbles have begun to interact with each other and then
by 69 Myr these have merged to form larger low density re-
gions along the spiral arm of the galaxy. Considering Fig.
it is immediately evident that the view of the galaxy is time
variable on the 17 Myr timescale considered here.

APPENDIX D: HIGHER HALO DENSITY
SIMULATIONS

Many of the quantities that we examined for the simulations
gave similar results irrespective of the halo mass density
profile used. Here we present the density plots for the higher
halo density simulations since the density structures differ
significantly to the lower halo density simulations.

We have plotted the density profile as a function of time
in Figs.[DIID2] for the higher halo density setup. Changing
the initial value of the halo density via pnalo,0 changes the
long term density profile of the disk as can be seen by com-
paring Figs.with Figs. For the lower halo density
case (Figs. the superbubbles have expanded more both
within the disk and above it. The material above the disk
from the superbubbles remains higher in density than the
surrounding halo throughout the simulation. In comparison,
for the higher halo density case (Fig. the influence
of the superbubbles is more limited. The expanding bubbles
above the disk in Fig.[DI] are pushing into higher density
halo material and remain confined to z < 4 kpc.

Despite these evident differences in the cold gas density
structures between the two setups there is little difference
in many of the quantities derived from the 26Al densities,
such as the cumulative y-ray flux density as a function of
distance from the observer, the y-ray emission maps and the
longitude-velocity diagrams which are not shown here.
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Figure D1. Mass density plots of the 3 simulations with the higher halo density (phalo,0 = 1.67 X 10~ 28g cm’3) as a function of time,

similar to Fig.[2]
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