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Abstract

Recent progress in machine learning has made possible the development of real-world face recognition applications that can match face images as good as or better than humans. However, several challenges remain unsolved. In this PhD thesis, some of these challenges are studied and novel machine learning techniques to improve the performance of real-world face recognition applications are proposed.

Current face recognition algorithms based on deep learning techniques are able to achieve outstanding accuracy when dealing with face images taken in unconstrained environments. However, training these algorithms is often costly due to the very large datasets and the high computational resources needed. On the other hand, traditional methods for face recognition are better suited when these requirements cannot be satisfied. This PhD thesis presents new techniques for both traditional and deep learning methods. In particular, a novel traditional face recognition method that combines texture and shape features together with subspace representation techniques is first presented. The proposed method is lightweight and can be trained quickly with small datasets. This method is used for matching face images scanned from identity documents against face images stored in the biometric chip of such documents. Next, two new techniques to increase the performance of face recognition methods based on convolutional neural networks are presented. Specifically, a novel training strategy that increases face recognition accuracy when dealing with face images presenting occlusions, and a new loss function that improves the performance of the triplet loss function are proposed. Finally, the problem of collecting large face datasets is considered, and a novel method based on generative adversarial networks to synthesize both face images of existing subjects in a dataset and face images of new subjects is proposed. The accuracy of existing face recognition algorithms can be increased by training with datasets augmented with the synthetic face images generated by the proposed method. In addition to the main contributions, this thesis provides a comprehensive literature review of face recognition methods and their evolution over the years.

A significant amount of the work presented in this PhD thesis is the outcome of a 3-year-long research project partially funded by Innovate UK as part of a Knowledge Transfer Partnership between University of Hertfordshire and IDscan Biometrics Ltd\(^1\) (partnership number: 009547).

\(^1\)Now part of GBG plc as GBG IDscan.
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Chapter 1

Introduction

1.1 Overview

Face recognition refers to the technology capable of identifying or verifying the identity of subjects in images or videos. The first face recognition algorithms were developed in the early seventies [1, 2]. Since then, their accuracy has improved to the point that nowadays face recognition is often preferred over other biometric modalities that have traditionally been considered more robust, such as fingerprint or iris recognition [3]. One of the differential factors that make face recognition more appealing than other biometric modalities is its non-intrusive nature. For example, fingerprint recognition requires users to place a finger in a sensor, iris recognition requires users to get significantly close to a camera, and speaker recognition requires users to speak out loud. In contrast, modern face recognition systems only require users to be within the field of view of a camera (provided that they are within a reasonable distance from the camera). This makes face recognition the most user friendly biometric modality. It also means that the range of potential applications of face recognition is wider, as it can be deployed in environments where the users are not expected to cooperate with the system, such as in surveillance systems. Other common applications of face recognition include access control, fraud detection, identity verification and social media.

Face recognition is one of the most challenging biometric modalities when deployed in unconstrained environments due to the high variability that face images present in the real world (these type of face images are commonly referred to as faces in-the-wild). Figure 1.1 shows some of these variations, including head poses, aging, occlusions, illumination conditions, and facial expressions. Examples of face recognition methods that are deployed in unconstrained environments are surveillance systems in which users are not aware that they are being recorded, or face verification systems that compare face images captured under any conditions. To simplify the problem, many face recognition algorithms constrain the distribution of face images (sometimes called the face space) to be analysed by one or several factors. For example, face recognition systems for border control typically
constrain the face recognition problem by making the user stand in a well-lit area and look at a high-resolution camera in a frontal pose. This normalisation of the image capturing process reduces the variability that face images present when analysed by a face recognition algorithm. Constraining the face space can be done in many other ways, e.g. by limiting the population size or reducing the maximum allowed age gap when comparing two faces. By taking into account these constraints, face recognition algorithms can be more specialised and achieve a higher accuracy. Note, however, that the distinction between constrained and unconstrained face recognition is not directly related to the applicability of face recognition in the real-world. A face recognition algorithm that works well in unconstrained conditions might not be the best choice when conditions are constrained. For this reason, the aim of this thesis is to propose novel machine learning techniques for improving the performance of face recognition applications that fall in both of these two categories.

Face recognition techniques have shifted significantly over the years. Traditional methods relied on hand-crafted features, such as edges and texture descriptors, combined with machine learning techniques, such as principal component analysis, linear discriminant analysis or support vector machines. The difficulty of engineering features that were robust to the different variations encountered in unconstrained environments made researchers focus on specialised methods for each type of variation, e.g. age-invariant methods [4, 5], pose-invariant methods [6], illumination-invariant methods [7, 8], etc. Recently, traditional face recognition methods have been superseded by deep learning methods based on convolutional neural networks (CNNs). The main advantage of deep learning methods is that they can be trained with very large datasets to learn the best features to represent the data. The availability of faces in-the-wild on the web has allowed the collection of large-scale datasets of faces [9, 10, 11, 12, 13, 14, 15] containing real-world variations. CNN-based
face recognition methods trained with these datasets have achieved very high accuracy as they are able to learn features that are robust to the real-world variations present in the face images used during training. Moreover, the rise in popularity of deep learning methods for computer vision has accelerated face recognition research, as CNNs are being used to solve many other computer vision tasks, such as object detection and recognition, segmentation, optical character recognition, facial expression analysis, age estimation, etc.

Although significant progress has been made in recent years, a number of challenges remain. On one hand, methods based on CNNs have proven to be very effective for many applications. However, these type of methods require a large amount of training images to work well and can be very computationally expensive. As will be shown in Chapter 4, traditional methods are still relevant as they can achieve good accuracy in constrained settings. On the other hand, even when enough face images and computational resources are available to train CNN methods, the problem of recognising faces in-the-wild remains unsolved. This is because it is difficult to collect datasets that contain all the variations that will be seen in a real-world deployment. For this reason, reducing the data requirements of CNN methods is a fundamental problem. Chapters 5 and 6 of this thesis propose new techniques to tackle this issue, both by using better training schemes and by augmenting face datasets with synthetic data.

1.2 Outline

The body of this thesis is divided as follows:

• **Chapter 2** provides the background needed for understanding traditional and deep learning approaches for computer vision applications.

• **Chapter 3** provides an introduction to face recognition and a comprehensive literature review of popular face recognition methods.

• **Chapter 4** focuses on a particular constrained face recognition problem and proposes a new hybrid face recognition method to tackle it.

• **Chapter 5** proposes two new techniques to improve the performance of CNN-based methods for the recognition of faces in-the-wild.

• **Chapter 6** proposes a novel generative model to augment databases of faces with synthetic face images that can be used for training.

• **Chapter 7** provides this thesis’ general conclusions by recapitulating the contributions and proposing further work for the future.
1.3 Contributions

This thesis’ contributions to the field are presented in Chapters 4 to 6. Although these chapters are not directly related, they follow a common theme of improving face recognition in real-world applications. They are written in a publication-style format as they are adaptations of academic papers (at the time of writing, a version of Chapter 4 [16] has been published in a conference proceedings; a version of Chapter 5 [17] has been published as a journal article; and a version of Chapter 6 is being prepared for submission). This section gives a short summary of each of these chapters and highlights the contributions made in this thesis.

Despite the recent success of deep learning methods, some face recognition applications are simple enough that can be solved with less computationally expensive methods that do not need to be trained with very large datasets. In Chapter 4 a traditional face recognition method to solve such a task is presented. In particular, the proposed method is used to match a face image scanned from an identity document presenting security features (e.g. watermarks and holograms) against a face image stored in the biometric chip of such a document. The proposed method uses a novel combination of texture and shape features together with subspace representation techniques. In addition, the adoption of two operating points to enhance the reliability of the final verification decision is proposed.

In Chapter 5 two contributions that improve the performance of CNNs for face recognition are presented. First, it is shown how facial occlusions remain a challenge when training a CNN using a dataset of faces collected from the web containing a low amount of face images presenting occlusions. Then, a technique to identify in which face regions occlusions can affect face recognition accuracy the most, and a data augmentation method that forces the CNN to learn discriminative features from all the face regions equally are proposed. The second contribution in this chapter is a modification of the popular triplet loss function often used when training CNNs for face recognition. More specifically, the proposed loss function can achieve a greater separability between the distributions of positive and negative scores by not only separating their means but also minimising their standard deviations.

Training data is arguably the most important component needed to achieve high accuracy using deep learning methods. However, collecting large-scale, good quality datasets is not always an easy task. In Chapter 6 this issue is addressed by proposing a novel generative adversarial network that can be used to synthesize both face images of existing subjects in a dataset and face images of new subjects. The experiments in this chapter show how models trained with different combinations of real data and synthetic data generated by the proposed generative model achieve better recognition accuracy than models trained with real data alone.
Chapter 2

Background

Computer vision is a field of computer science that aims to give computers the means to understand visual information in the same way as humans. All computer vision tasks require a high-level understanding of the numeric values that computers use to represent images. Some examples of classic computer vision applications include object recognition, scene understanding, optical character recognition, image restoration and face recognition.

This chapter provides some technical background on the computer vision techniques that are most relevant to face recognition in general and to the understanding of this thesis in particular. The chapter is divided into three sections, starting from a basic approach of using hand-engineered features to extract information from images to more scalable and automatic approaches of using machine learning and deep learning for feature selection and feature learning.

2.1 Feature Engineering

In a computer system, images are represented by pixels arranged in a 2-dimensional grid. These pixels comprise numeric values that indicate colour intensity at each spatial location in an image. In the case of colour images, each pixel consists of multiple values, one for each colour channel (typically red, green and blue). One of the main challenges when dealing with images comes from the large number of possible combinations of pixel values that can yield an image. For example, the number of possible combinations of pixels in a 8-bit greyscale image with a low resolution of 32 × 32 pixels is $2^{8 \times 32 \times 32}$. Even for such a low-resolution image, this number is extremely large and one of the reasons why inferring meaningful information about the content of an image solely by looking at raw pixel values is not possible in general.

From a pattern recognition perspective, images are said to suffer from the curse of dimensionality as a result of their high-dimensionality. More specifically, when dealing with high-dimensional data such as images, the use of traditional statistical analysis methods to find patterns in the data becomes
unfeasible since the number of examples available to solve a problem is typically not enough to cover all the possible modes of variation. To overcome this problem, researchers have developed dimensionality reduction methods that extract relevant information from the data in the form of features. At its core, feature engineering refers to the process of using domain-specific knowledge to develop features that transform high-dimensional data representations into discriminative lower-dimensional data representations.

### 2.1.1 Shape Features

One of the basic features used in computer vision is the presence of edges in an image. These edges correspond to sharp transitions in pixel intensity, or equivalently, to high-frequency contents in an image. The most common approach to computing edges is to perform high-pass filtering on an image by approximating the image gradient at each spatial location therein. Since the gradient is the directional derivative of the intensity in an image, locations that yield large gradients display large changes in pixel intensity, whereas locations that yield small gradients display constant pixel intensity.

An approximate image gradient is typically computed in the spatial domain by convolving an image with a small filter (also called kernel). For example, given an image $I$, the horizontal and vertical gradient images $G_x$ and $G_y$ can be computed using the well-known Sobel operator [18]:

$$G_x = \begin{bmatrix} +1 & 0 & -1 \\ +2 & 0 & -2 \\ +1 & 0 & -1 \end{bmatrix} * I \quad (2.1)$$

$$G_y = \begin{bmatrix} +1 & +2 & +1 \\ 0 & 0 & 0 \\ -1 & -2 & -1 \end{bmatrix} * I \quad (2.2)$$

The spatial convolution operation (denoted by $*$) involves sliding the filter across all spatial locations in an image and computing the dot product between the corresponding pixels and the values in the filter. The final gradient image $G_{xy}$ can be computed as the gradient magnitude of both directional components:

$$G_{xy} = \sqrt{G_x^2 + G_y^2} \quad (2.3)$$

Figure 2.1 illustrates how the Sobel operator can be used to effectively detect edges in an image.

Many early computer vision methods used edge detection as a mechanism for simplifying images. For example, Larry Robert’s Blocks World [19] proposed a way of inferring the 3D shape of objects by extracting and grouping their edges. Subsequently, some approaches were proposed to recognise more complex structures by combining basic object shapes [20, 21].
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Figure 2.1: Images filtered using the Sobel operator (a) Original image. (b) Horizontal gradient image $G_x$. (c) Vertical gradient image $G_y$. (d) Gradient image $G_{xy}$.

More advanced methods such as active contours models [22] and active shape models [23] are able to outline complex object shapes using edge information. In particular, active shape models use a deformable model of the assumed shape of an object, namely a point distribution model, that is iteratively fitted to new examples. The basic approach is as follows:

1. Create a point distribution model (PDM) using a training set of examples with annotated landmarks.

2. Initialise the contour of a new object using the PDM.

3. Look for nearby edges in directions perpendicular to the current contour to generate a new contour that is closer to the edges of the object. The new contour is constrained by the PDM.

4. Repeat step 3 until convergence is achieved.

Active shape models and its variations are widely used to track the shape of deformable objects such as body parts. Figure 2.2 shows an application of active shape models for facial landmark location.
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Figure 2.2: Facial landmark location using active shape model.

2.1.2 Texture Features

Although edges and shapes are very useful features for describing images, many computer vision tasks require more sophisticated solutions. For example, predicting whether two face images belong to the same subject based on the shape and locations of the facial landmarks alone would not provide very accurate results. This is because many faces have very similar shapes, as well as the fact that the face shape of a subject varies significantly due to different factors such as facial expression and head pose. In this case, it is also useful to have a representation of the texture of the face. This can be done by analysing the texture of the image at different keypoints using texture descriptors.

For example, one popular texture descriptor is the local binary pattern (LBP) [24]. The basic method for computing LBP descriptors in an image is as follows:

1. Define a neighbourhood of fixed size around each pixel, for example, a $3 \times 3$ window.

2. Compare the centre pixel of each neighbourhood to each of its neighbours, giving a value of 0 if the centre pixel is greater than the neighbour and 1 otherwise. This gives a binary number (8 binary digits in the case of a $3 \times 3$ window) at each location which can be converted to a decimal number for convenience. This process is illustrated in Figure 2.3.

3. Create a histogram containing the frequency of each pattern (for a $3 \times 3$ window, the histogram has $2^8$ bins). This histogram is the final feature vector and can be computed over the whole image or over smaller regions.

LBP descriptors are fast to compute and provide a good estimation of the global texture of an image. Many variants of LBP have been proposed [25] and used to solve a wide range of applications such as face recognition [26], age classification [27] or palm print identification [28].

Considerable research has been done on feature extractors that are invariant to scale, orientation, illumination and other variations. These feature extractors typically comprise two stages, namely,
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feature localisation and feature description. During the feature localisation stage, a number of keypoints are automatically selected in the image. The goal is to select keypoints at locations in the image that remain detectable across different instances of the same object. At the same time, the keypoints need to be located in descriptive regions of the image (e.g. regions displaying constant pixel intensity should be avoided). In the feature description stage, a discriminative texture descriptor is computed around each selected keypoint. These descriptors can be used to match features between objects. Figure 2.4 shows an example of feature matching using the scale-invariant feature transform (SIFT) [29], a popular feature extractor that follows this approach. Other similar methods include speeded up robust features (SURF) [30] and binary robust invariant scalable keypoints (BRISK) [31].

Another approach to feature extraction is dense feature extraction. In this case, instead of automatically selecting keypoints, the texture descriptors are computed on a grid of equidistant points. This is particularly useful when working with aligned images since the grid forces features to be extracted exactly at the same locations in every image. Figure 2.5 shows the difference between keypoint feature extraction and dense feature extraction on two aligned faces. Observe how, in this case, using dense features (Figures 2.5c and 2.5d) provides a much more accurate location for extracting consistent features across both images.

2.1.3 Other Features

Shape and texture features are the most commonly used features in computer vision as they can be computed on any image. More specialised features can be useful in certain situations. For example, features that use colour information can be useful for some problems such as skin colour detection [32], and motion features such as optical flow [33] are often used when dealing with videos. For a comprehensive and up-to-date survey of many of the features often used in computer vision, see [34].

2.1.4 Features in Practice

This section has shown how to obtain more descriptive and lower-dimensional representations of images by extracting different types of features. While features alone can be used to solve some simple problems, in general, they are not sufficient to solve more complex problems. For example, consider a face recognition system that relies on densely matching SIFT descriptors as shown in Figures 2.5c and 2.5d. Even if a grid of only $10 \times 10$ points is used, the resulting representation would still have a
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Figure 2.3: Computation of an LBP descriptor over a $3 \times 3$ window.
very high-dimensionality ($10 \times 10 \times 128$, since each SIFT descriptor has 128 dimensions). Thus, it is still likely to suffer from the curse of dimensionality. This problem can be solved by dimensionality reduction techniques that use statistical analysis to find the most important dimensions, such as principal component analysis (PCA). Moreover, a lot of problems cannot be solved by just extracting and matching features. These include classification problems which involve predicting the category to which an example belongs (e.g. optical character recognition), and regression problems which involve predicting a continuous value associated with a particular attribute of the data (e.g. age estimation).

Dimensionality reduction, classification and regression are typical examples of tasks that can be solved using machine learning techniques. In practice, most computer vision problems are solved by combining features with machine learning techniques. The next section describes basic machine learning concepts and some of the common algorithms used in computer vision applications.

### 2.2 Machine Learning

Machine learning is a field of artificial intelligence concerned with the development of algorithms that can learn from data. Machine learning algorithms can learn to perform tasks without being explicitly programmed to do so. This is useful in any situation where defining such tasks using a traditional computer programming paradigm would be overly difficult. Machine learning algorithms can be broadly classified as supervised and unsupervised learning techniques depending on how they use data to learn.

#### 2.2.1 Supervised Learning

Supervised learning algorithms involve learning a function $f$ that maps inputs $X$ to outputs $Y$, i.e. $f : X \rightarrow Y$. To learn this mapping, a supervised learning algorithm must be trained with a set of $n$ labelled examples $\{(x_1, y_1), ... , (x_n, y_n)\}$ where $x_i$ represent an input example and $y_i$ the desired
Figure 2.5: Keypoint vs dense feature extraction on aligned images. (a) and (b) SIFT keypoints. (c) and (d) Grid of equidistant points.

output for that particular example. In computer vision, the inputs are typically pixels or features and the outputs are what needs to be predicted, e.g. coordinates of points in an image, probability that an object is present in an image, etc.

Since the goal is to develop algorithms that generalise to examples outside the training set, it is assumed that all the available examples for training and testing are independent and identically distributed (i.i.d.) samples from a common data generating distribution. The i.i.d. assumption implies that a function $f$ that provides a good fit on training data should also provide a good fit on test data. A discussion of what a good fit actually means is postponed to Section 2.2.5.

To find the function that best approximates the desired mapping, a loss or objective function needs to be defined. A loss function measures the error between a desired output $y$ and a predicted output $\hat{y} = f(x)$. In general, most machine learning models learn functions that are controlled by a set of parameters $\theta$. Therefore, the goal is to find the optimal parameters $\theta^*$ from the set of all possible values $\Theta$ that minimise the loss over all the training examples:

$$\theta^* = \arg\min_{\theta \in \Theta} \sum_i^n L(\hat{y}_i, y_i; \theta) \quad (2.4)$$

As a practical example, let us consider a simple binary linear classifier trained with a dataset
of \( n \) 2-dimensional examples, each associated with a binary label, i.e \{ \( (x_1, y_1), ..., (x_n, y_n) \) | \( x_i \in \mathbb{R}^2, y_i \in \{0, 1\} \) \}. Since the model is linear, the algorithm needs to find a linear function of the inputs \( w_1 x_1 + w_2 x_2 + b \) that separates the two classes, as illustrated in Figure 2.6. The output of a binary linear classifier is as follows:

\[
\hat{y} = \sigma(w^T x + b) \tag{2.5}
\]

where

\[
\sigma(z) = \frac{1}{1 + e^{-z}} \tag{2.6}
\]

is a sigmoid function that squashes the output of the linear mapping to a value between 0 and 1; and \( w \in \mathbb{R}^2 \) and \( b \in \mathbb{R} \) are the parameters of the model. The output of the classifier \( \hat{y} \) can be interpreted as the probability of the predicted class being 1, whereas its complement \( 1 - \hat{y} \) can be interpreted as the probability of the predicted class being 0. Next, a loss function needs to be defined. In classification problems, it is common to use the cross-entropy loss, which for the binary case takes the form:

\[
L(\hat{y}, y) = -y \log \hat{y} - (1 - y) \log(1 - \hat{y}) \tag{2.7}
\]

It can be shown that minimising the cross-entropy loss is equivalent to minimising the Kullback-Leibler divergence (which is a measure of distance between probability distributions) between the predicted probability distribution and the true probability distribution. The final step is to use an optimisation procedure to find the parameters \( \theta = (w, b) \) that minimise the average loss over the training set (Equation 2.4). Once the classifier is trained, its parameters are fixed and Equation 2.5 is used to predict the class of new samples.

The binary linear classifier can be easily generalised to a multiclass linear classifier. In this case, each example is associated with a class label \( y \) that is a \( k \)-dimensional vector containing 0 at all indices except a 1 at the index of the correct class, where \( k \) is the number of classes in the dataset. For example, for a classification problem with 5 classes, a sample belonging to the second class would have a label \( y = [0, 1, 0, 0, 0] \). The output of the linear mapping in a multiclass linear classifier is a vector of \( k \) class scores that is normalised to a vector of \( k \) class probabilities that sum to one using the softmax function. Thus, the output of a multiclass linear classifier is:

\[
\hat{y} = \text{softmax}(W^T x + b) \tag{2.8}
\]

where \( W \in \mathbb{R}^{2 \times k} \), \( b \in \mathbb{R}^k \) and

\[
\text{softmax}(z)_i = \frac{e^{z_i}}{\sum_{j}^{k} e^{z_j}} \tag{2.9}
\]

For a multiclass classifier, the general form of the cross-entropy loss is used:

\[
L(\hat{y}, y) = -\sum_{j}^{k} y_j \log \hat{y}_j \tag{2.10}
\]
More complex non-linear classifiers such as neural networks, discussed in Section 2.3, are very similar to the linear classifiers presented above but use non-linear functions to map inputs to a linearly separable space.

### 2.2.2 Unsupervised Learning

Unsupervised learning algorithms involve learning when the target outputs $Y$ are not available. Unsupervised learning tasks typically require learning something about the data generating distribution. For example, clustering is an unsupervised learning task which consists of dividing a dataset into groups of examples with similar properties (e.g. grouping images that contain similar objects).

A family of unsupervised learning algorithms relevant to this thesis are unsupervised generative models. In these models, the goal is to learn the data generating distribution itself. This can be useful for generating samples that are similar to those in the training set, by sampling from the estimated probability distribution learnt by the model. Generative models have gained a lot of attention recently in the deep learning community. Hence, their discussion is deferred to Section 2.3.

As a practical example of an unsupervised learning algorithm, let us consider principal component analysis (PCA). PCA is a technique that uses an orthogonal linear transformation to project input data onto a space of uncorrelated dimensions. These dimensions are referred to as the principal components and they define the directions along which the variance in the data is the highest. An illustration of PCA is shown in Figure 2.7. PCA can be used for dimensionality reduction and data compression by selecting a subset of the principal components that account for the most variance as
the new basis vectors. The PCA dimensionality reduction algorithm can be summarised as follows:

1. Given a dataset of \( n \) \( d \)-dimensional examples \( \{ x_1, ..., x_n \} \) in its matrix form \( X \in \mathbb{R}^{n \times d} \), normalise each feature to have zero mean and unit variance. This transformation ensures that the data is centred and that all the features have the same range of values.

2. Find the eigenvectors and eigenvalues of the covariance matrix \( \text{cov}(X) = \frac{1}{n} \sum_i x_i x_i^T \). The eigenvectors of the covariance matrix are the principal components and the eigenvalues indicate the amount of variance that each principal component accounts for.

3. Select the \( k < d \) eigenvectors that correspond to the \( k \) largest eigenvalues. This can be done by fixing the output dimensionality to \( k \) principal components or by fixing the amount of variation to be retained and calculating how many \( k \) principal components are needed.

4. Construct a matrix \( W \in \mathbb{R}^{d \times k} \) of basis vectors from the \( k \) selected principal components.

5. Project the original dataset \( X \) onto the space spanned by the \( k \) principal components to obtain a lower-dimensional representation \( T = XW \) where \( T \in \mathbb{R}^{n \times k} \).

The derivation of this algorithm is beyond the scope of this chapter and can be found in machine learning textbooks such as [35, 36].
2.2.3 Optimisation

Even though the solution of simple algorithms such as PCA can be obtained analytically, most machine learning algorithms require some form of optimisation to find their solutions. By optimisation it is meant a procedure that finds the optimal value of $x$ that minimises (or maximises) a function $f(x)$. This is usually denoted as $x^* = \arg \min f(x)$ (or $\arg \max$ for maximisation). The most common form of optimisation used in machine learning is gradient-based optimisation.

Gradient-based optimisation can be described as follows: given a function $f(x)$, its first derivative $\frac{\partial f(x)}{\partial x}$ indicates how a small change in the input $x$ affects the output $f(x)$. If the first derivative is positive, a small increment to $x$ will result in a small increment to $f(x)$. If the first derivative is negative, a small increment to $x$ will result in a small decrement to $f(x)$. Therefore, to find the value that minimises $f(x)$, small changes to $x$ need to be made with a sign that is opposite to the sign of the derivative. This optimisation procedure is known as gradient descent. More generally, when the input $x$ is a vector, its gradient $\nabla_x f(x)$ is a vector containing all the partial derivatives $\frac{\partial f(x)}{\partial x_i}$. In this case, the value that minimises $f(x)$ can be found by making small changes to $x$ in the direction opposite to the gradient:

$$x \leftarrow x - \epsilon \nabla_x f(x)$$

(2.11)

where $\epsilon$ is a step size, commonly referred to as learning rate, that scales the gradient update. If the learning rate is too small, the optimisation procedure might take a very long time to converge. On the other hand, if the learning rate is too large, the size of the increment to $x$ might overshoot the minimum of $f(x)$ and the optimisation might not converge. The effect of the learning rate is illustrated in Figure 2.8.

Machine learning models are typically optimised by finding the parameters $\theta$ that minimise a loss function $L$ over all the training samples, as shown in Equation 2.4. The gradient of the loss can
be most accurately estimated by computing the average gradient over all the training samples:

$$g(\theta) = \frac{1}{n} \sum_{i} \nabla_{\theta} L(\hat{y}_i, y_i; \theta)$$ (2.12)

In practice, the training sets used in machine learning can be very large, so it is common to estimate the gradient using a batch of $m \ll n$ samples. Since computing the gradient over $m$ samples is computationally cheaper than over $n$ samples, gradient descent can perform more frequent updates and hence converge faster. Note that if the batch size is too small, the gradient might be estimated poorly and the optimisation might take longer to converge. This version of gradient descent is known as stochastic gradient descent (SGD) [37]. The basic version of SGD is shown in Algorithm 1.

**Algorithm 1** Stochastic gradient descent.

Require: Learning rate $\epsilon$

Require: Initial parameters $\theta$

while not converged do

Sample a batch of $m$ samples from the training set $\{(x_1, y_1), \ldots, (x_m, y_m)\}$.

Estimate gradient $g(\theta) \approx \frac{1}{m} \sum_{i} \nabla_{\theta} L(\hat{y}_i, y_i; \theta)$.

Update parameters $\theta \leftarrow \theta - \epsilon g(\theta)$

end while

Most SGD implementations modify Algorithm 1 by decreasing the learning rate as the training progresses so that smaller steps are taken near the minimum of the loss function. Many variations of the update rule of the basic SGD algorithm exist. For example, the momentum update [38] can speed up the optimisation procedure and help it escape from shallow local minima by updating in the direction of an exponentially decaying average of past gradients. Other methods such as AdaGrad [39] and Adam [40] are able to automatically adapt the learning rate for each parameter $\theta_i$ separately.

### 2.2.4 Hyperparameters

Most machine learning algorithms are controlled by a set of parameters that are not learnt by the model itself, e.g. the learning rate. These parameters are commonly referred to as hyperparameters.

The usual way to select hyperparameters is to try different values and select the ones that provide the best results when the model is evaluated on a disjoint subset of the training set called the validation set. The final performance of the model is evaluated on a test set that should not be used to select the model’s parameters or hyperparameters. Therefore, the test set also needs to be disjoint from the training and validation sets.
2.2.5 Model Capacity

An important hyperparameter is the capacity of a model. The representational capacity of a model refers to the model’s ability to fit complex functions. For example, the linear classifier presented in Section 2.2.1 has low capacity as it can only represent first-order polynomials, as shown in Equation 2.5. The capacity of that model can be increased by allowing the linear classifier to learn higher degree polynomials of the form \( b + \sum_i^k w_i^T x_i \), where \( k \) varies the capacity of the model. Models with low capacity can only learn simple functions and might result in the model performing poorly on the training data. This is known as underfitting. Models with high capacity can learn overly complicated functions that perform very well on the training data but poorly on the test data. This is known as overfitting. Figure 2.9 shows the effect of changing the representational capacity of a simple linear regression model. Notice how in the underfitting case the model is not able to fit the training data, whereas in the overfitting case the model fits the noise in the training data rather than the true data distribution.

Instead of controlling the capacity of a model by restricting the type of functions that the model can learn, a technique known as regularisation can be used to give the model a preference for some functions over others. For example, the \( L_2 \) regularisation [41] method adds a term to the loss function that controls the capacity of the model by giving a preference for learning small weights. Functions with small weights are smoother (i.e. they have less ups and downs) and therefore are...
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less prone to overfitting.

2.2.6 Machine Learning for Computer Vision

As explained in Section 2.1, feature engineering is an important step in most computer vision applications due to the high-dimensionality of images and videos. Even advanced machine learning algorithms such as support vector machines (SVM) [42] perform better when they are fed with low-dimensional features instead of raw pixel values.

For example, an image classification problem might be solved by densely extracting a large number of features from an image (e.g. LBP descriptors), performing dimensionality reduction (e.g. using PCA) and feeding the resulting lower-dimensional feature vector into a classifier (e.g. SVM). Even though such pipelines work well in many applications, their performance is often limited by the choice of features. Deep learning, discussed in the next section, eliminates the need to hand-engineer features, which are typically suboptimal, by automatically learning the optimal features for the task at hand.

2.3 Deep Learning

The term deep learning is commonly used to refer to deep artificial neural networks. An artificial neural network is a type of machine learning algorithm composed of interconnected nodes, called artificial neurons, arranged in layers. Simply put, each layer takes the outputs of the preceding layer as its inputs, applies a number of non-linear transformations to them, and sends its outputs to the next layer. The term deep is used when many layers are stacked together. The main motivation for using deep neural networks instead of other machine learning algorithms is that they are able to learn powerful features from raw data thanks to their hierarchical architecture and non-linear behaviour. This section provides a short summary of the main deep learning techniques used in this thesis. For a complete and up-to-date view of deep learning see [43].

2.3.1 Feedforward Neural Networks

The most basic type of neural network architecture is the feedforward neural network, also called multilayer perceptron (MLP) [35]. In this network, the information only flows forward, i.e. there are no feedback connections which connect the outputs of previous time steps back into the network. The most basic component of an MLP is the fully-connected layer. In this type of layer, each neuron is connected to all of the layer’s inputs. An example of a feedforward neural network with a fully-connected layer is shown in Figure 2.10. Each arrow in the figure represents a connection between the output of a neuron \( x_i \) and an input of a neuron \( h_j \), and the strength of the connection
Figure 2.10: Fully-connected layer with two neurons connected to three inputs.

is represented with a weight \( w_{ij} \). The outputs \( h_1 \) and \( h_2 \) are calculated as follows:

\[
\begin{align*}
  h_1 &= g(w_{11}x_1 + w_{21}x_2 + w_{31}x_3) \\
  h_2 &= g(w_{12}x_1 + w_{21}x_2 + w_{31}x_3)
\end{align*}
\]

(2.13) \hspace{1cm} (2.14)

where \( g \) is a non-linear activation function such as the sigmoid function (Equation 2.6) or the rectified linear unit (ReLU) \( g(x) = \max(0, x) \) [44]. In practice, it is common to add a bias term \( b \) to each non-linear transformation. More generally, a fully-connected layer with \( n \) inputs and \( m \) outputs can be written in its vectorised form as:

\[
  h = g(W^T x + b)
\]

(2.15)

where the matrix of weights \( W \in \mathbb{R}^{n \times m} \) and the vector of biases \( b \in \mathbb{R}^m \) are the parameters of the layer. Note that a feedforward neural network with a single fully-connected layer is equivalent to a linear binary classifier if there is a single output and the activation function is a sigmoid function (Equation 2.5), or to a multiclass linear classifier if there are multiple outputs and the activation function is a softmax function (Equation 2.8).

The non-linear transformation described in Equation 2.15 can be chained to form feedforward neural networks with an arbitrary number of fully-connected layers. For example, the output of a feedforward neural network with three fully-connected layers is calculated as follows:

\[
\begin{align*}
  h_1 &= g(W_1^T x + b_1) \\
  h_2 &= g(W_2^T h_1 + b_2) \\
  \hat{y} &= g(W_3^T h_2 + b_3)
\end{align*}
\]

(2.16) \hspace{1cm} (2.17) \hspace{1cm} (2.18)
where $W_1$, $W_2$, $W_3$ and $b_1$, $b_2$, $b_3$ are the weights and biases of the three layers respectively, $x$ is the input of the network, $\hat{y}$ is the output of the network, and $h_1$ and $h_2$ are the outputs of the intermediate layers, also called hidden layers. Note that if a linear function is used as the activation function $g$, the entire neural network behaves like a linear model. By stacking layers with non-linear activation functions, neural networks are able to learn complex non-linear functions of their inputs commonly referred to as features (as they replace the traditional hand-engineered features used in other machine learning algorithms). Concretely, each layer in the network builds up on the features learnt by the preceding layer to learn features of increasing complexity. For example, in the case of images, the first layers might compute low-level features such as image gradients, whereas the last layers might compute high-level features such as the presence of particular objects in the image.

2.3.2 Convolutional Neural Networks

A convolutional neural network (CNN) [45, 46] is a type of feedforward neural network specifically designed to process data that can be spatially arranged such as images and videos. CNNs are mainly composed of convolutional layers. These layers differ from fully-connected layers in terms of how the neurons are connected to their inputs. In a fully-connected layer, each neuron is connected to all of the inputs, as shown above in Figure 2.10. In contrast, in a convolutional layer, each neuron is connected to a small region of neighbouring inputs called a receptive field. This type of connectivity pattern is known as local connectivity or sparse connectivity. The neurons in a convolutional layer work as filters that are convolved over the input image to produce feature maps. This transformation is analogous to the spatial convolution operation introduced in Section 2.1 but typically operates over three dimensions: width, height and depth. A feature map $H$ is calculated by computing the dot product between the weights in a filter and the corresponding elements in an input volume, plus a bias term. Thus, at each location $i, j, k$ in an input volume $X$, the output of a convolutional layer is computed as follows:

$$H_{i,j,k} = \sum_{l,m,n} g(X_{i+l,j+m,k+n} W_{l,m,n} + b)$$  \hspace{1cm} (2.19)

where $W$ is a filter, $b$ is a bias term and $g$ is an activation function. From this definition, it is easy to see that convolutional layers extract the same features from all the regions in an image, since the same filter $W$ is used across all spatial locations $i, j, k$. This property is useful in many computer vision tasks. For example in object recognition, where the goal is to recognise an object that can appear anywhere in the image.

Since each filter computes one kind of feature, convolutional layers typically use many different filters in parallel to extract many kinds of features. Figure 2.11 shows how a $64 \times 64 \times 3$ input volume convolved with 6 filters with a receptive field of $9 \times 9$ pixels produces a $56 \times 56 \times 6$ output volume, i.e. 6 feature maps. Note that the width and height of the output volume can be preserved by zero-padding the input volume so that the filter can be applied at the borders.
The number of parameters in a convolutional layer is drastically reduced compared to a fully-connected layer since the weights of a convolutional layer are shared across all spatial locations in the input (i.e. the same filter is slid over all spatial locations in the input). In a convolutional layer, the number of weights depends on the number of filters and the dimensions of their receptive fields rather than on the number of outputs. For example, to extract 50 different features from a 100 $\times$ 100 $\times$ 3 resolution image using a fully-connected layer, 150,000 weights are needed ($50 \times 100 \times 100 \times 3$). On the other hand, to extract 50 different layer features from a 100 $\times$ 100 $\times$ 3 resolution image using a convolutional layer containing filters with a receptive field of 3 $\times$ 3 pixels, only 1,350 weights are needed ($50 \times 3 \times 3 \times 3$). Note that the features extracted using a fully-connected layer are global (i.e. all the inputs are used in the computation), as opposed to the local features extracted using a convolutional layer. This means that extra layers are needed in a CNN to combine local features into global features. However, due to the reduced number of parameters, CNNs can stack many more layers (and therefore extract higher-level features) than fully-connected layers without risking overfitting.

Another important component of convolutional neural networks is subsampling [46]. The idea is to reduce the size of the feature maps as more layers are stacked. In this way, the number of parameters and the computational complexity of the model are reduced, and the final representation learnt by the model becomes more compact. The subsampling operation can be implemented with pooling layers or with strided convolutions. Pooling layers are layers without parameters that simply calculate the average or the maximum value over small input regions. A strided convolution performs the same operation as a normal convolutional layer but skips some spatial locations. For example, a convolutional layer with a stride of 2 would skip half of the spatial locations and therefore produce a feature map with half the dimensions of the input.

It is also common to add fully-connected layers as the top layers of a convolutional neural network.
Table 2.1: Specification of a simple CNN architecture. The input size of the network is a $32 \times 32 \times 3$ image and the output is a 10-dimensional vector. The number of filters in each convolutional layer is indicated implicitly as the output shape depth. Note that the activation function between layers has been omitted for brevity.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Filter size</th>
<th>Stride</th>
<th>Zero-padding</th>
<th>Output shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolutional</td>
<td>5 \times 5</td>
<td>1</td>
<td>Yes</td>
<td>32 \times 32</td>
</tr>
<tr>
<td>Convolutional</td>
<td>3 \times 3</td>
<td>1</td>
<td>No</td>
<td>30 \times 30</td>
</tr>
<tr>
<td>Max pooling</td>
<td>2 \times 2</td>
<td>2</td>
<td>No</td>
<td>15 \times 15</td>
</tr>
<tr>
<td>Convolutional</td>
<td>3 \times 3</td>
<td>1</td>
<td>Yes</td>
<td>15 \times 15</td>
</tr>
<tr>
<td>Convolutional</td>
<td>3 \times 3</td>
<td>1</td>
<td>No</td>
<td>13 \times 13</td>
</tr>
<tr>
<td>Max pooling</td>
<td>2 \times 2</td>
<td>2</td>
<td>No</td>
<td>6 \times 6</td>
</tr>
<tr>
<td>Fully-connected</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>512</td>
</tr>
<tr>
<td>Fully-connected</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10</td>
</tr>
</tbody>
</table>

to combine the outputs of all the feature maps and produce the final prediction output of the network. An example specification of a full CNN architecture is shown in Table 2.1.

### 2.3.3 Deep Generative Models

Generative models can learn an estimate $p$ of the data generating distribution $p_{\text{data}}$ in an unsupervised fashion. Some models are able to learn $p$ explicitly and others can only learn to sample from $p$. There are three type of deep generative models that have recently gained popularity: autoregressive models [47], variational autoencoders [48] and generative adversarial networks [49].

Autoregressive models [47] learn the probability distribution $p$ explicitly by decomposing the probability of an input sample $x$ as a product of conditional probabilities using the chain rule:

$$p(x) = \prod_i p(x_i | x_1, ..., x_{i-1})$$  \hspace{1cm} (2.20)

In a deep autoregressive model, the conditional probability of each element $p(x_i | x_1, ..., x_{i-1})$ is computed by a deep neural network. The main disadvantage of this approach is that during inference the samples are generated sequentially, as each element $x_i$ depends on the previously computed elements $x_1, ..., x_{i-1}$. This sequential generation becomes very slow when a deep neural network is used to generate samples with a significant number of elements such as images [50] or sound waves [51].

Variational autoencoders [48] learn an approximation of the distribution $p$ by maximising a lower bound $L(x) \leq \log p(x)$. In practice, this is done by maximising the probability of reconstructing the input samples using an encoder-decoder neural network and minimising the difference between the distribution learnt by the encoder and a simple prior distribution (e.g. a Gaussian distribution). Variational autoencoders are faster than autoregressive models as they can generate samples in a
single step. However, the samples generated by variational autoencoders tend to be blurry due to the mean squared error typically used in the reconstruction term.

Generative adversarial networks (GANs) [49] learn to generate samples without explicitly learning $p$. A vanilla GAN consists of a generator network $G$ and a discriminator network $D$. The generator network $G$ learns to map samples $z$ from a simple probability distribution $p_z$ to samples $G(z)$ that look as if they were drawn from the data generating distribution $p_{data}$. The discriminator network $D$ is a binary classifier that outputs a scalar $D(x)$ representing the probability that a sample $x$ is real rather than generated (i.e. the probability that $x$ was sampled from $p_{data}$ rather than generated by $G$). The term adversarial refers to the fact that the discriminator is trained to maximise the probability of assigning the correct label while the generator is trained to minimise the probability that the discriminator classifies generated samples correctly. Figure 2.12 shows the architecture of a vanilla GAN. The GAN training objective can be expressed as follows:

$$\min_G \max_D \mathbb{E}_{x \sim p_{data}} \left[ \log D(x) \right] + \mathbb{E}_{z \sim p_z} \left[ \log(1 - D(G(z))) \right]$$ (2.21)

GANs are trained by optimising $G$ and $D$ alternatively. Since the two networks have opposing optimisation objectives, the training converges when an equilibrium is reached. GANs can generate samples in a single step and, in general, produce better looking samples than variational autoencoders. The main drawback of GANs is that their objective function is difficult to optimise in practice. Although, some alternatives such as the Wasserstein GAN [52] seem to alleviate this issue.

## 2.4 Conclusions

This chapter has given an overview of the most important techniques used to develop computer vision applications: feature engineering, machine learning and deep learning. The combination of hand-engineered features and traditional machine learning methods has been very successful for many years. However, in the last few years, deep learning techniques have quickly become the preferred approach for tackling complex computer vision tasks.

The background provided in this chapter will be useful to better understand the contributions
made in this thesis. In particular, feature engineering and traditional machine learning techniques are used in Chapter 4; convolutional networks are used in Chapter 5; and deep generative models are used in Chapter 6.
Chapter 3

Face Recognition

Starting in the seventies, face recognition has become one of the most researched topics in computer vision and biometrics. With the availability of large databases of face images and the appropriate computational resources, current algorithms based on deep neural networks are able to recognise faces in-the-wild with near human-level accuracy. One of the reasons why face recognition has attracted so much interest over the years is the wide range of commercial and law enforcement applications. Some of these include access control, surveillance, criminal identification, advertising and identity authentication. Another reason is the possibility of deploying face recognition systems without any user interaction. Other biometric modalities such as fingerprint or iris recognition are considered more robust than face recognition but are less appealing as they require the users to cooperate with the system.

This chapter starts with an overview of face recognition, its different modes of operation, and the most popular metrics used for evaluating them. After that, an extensive literature review of the subject is provided. The content of this chapter has been adapted for an academic review article1.

3.1 Overview

Face recognition refers to the capability of computers to correctly verify or identify face images. From a practical point of view, verification and identification are considered the two main face recognition modes of operation. Face verification refers to one-to-one matching and involves confirming the claimed identity of a subject2. Face identification refers to one-to-many matching and involves finding the identity of a subject in a database of enrolled subjects. Face identification systems can be further divided into closed-set and open-set. In closed-set identification systems, it is assumed

---

2 The term subject here refers to a face image of a particular subject.
that all the queried subjects are already enrolled in the system, whereas in open-set identification systems any subject can be queried.

3.1.1 Building Blocks

In practice, face verification and face identification systems are usually composed of the same building blocks. These are shown in Figure 3.1 and summarised below:

1. **Face detection.** A face detector finds the position of the faces in an image and (if any) returns the coordinates of a bounding box for each one of them. This is illustrated in Figure 3.2a.

2. **Face alignment.** The goal of face alignment is to scale and crop face images in the same way using a set of reference points located at fixed locations in the image. This process typically requires finding a set of facial landmarks using a landmark detector and, in the case of a simple 2D alignment, finding the best affine transformation that fits the reference points. Figures 3.2b and 3.2c show two face images aligned using the same set of reference points. More complex 3D alignment algorithms (e.g. [53]) can also achieve face frontalisation, i.e. changing the pose of a face to frontal.

3. **Face representation.** At the face representation stage, the pixel values of a face image are transformed into a compact and discriminative feature vector, also known as a template. Ideally, all the faces of a same subject should map to similar feature vectors. Face representation is arguably the most important component of a face recognition system and the main subject of study in this thesis (it is also the focus of the literature review in Section 3.2).

4. **Face matching.** In the face matching building block, two templates are compared to produce a similarity score that indicates the likelihood that they belong to the same subject.

Note that the generic workflow depicted in Figure 3.1 can include extra building blocks for additional functionality. For example, some face recognition systems might use multiple images of a same subject to create a template. Similarly, face verification systems might apply a threshold to the similarity score to provide a definitive *match / not match* decision. Furthermore, face identification systems typically need an extra building block to perform face matching between a query subject and all the subjects enrolled in the system. On the other hand, some face recognition systems
might not have all the building blocks shown in Figure 3.1. For example, face identification can be implemented by a classifier, wherein the output of the classifier is the identity of the queried subject (open-set systems can use an extra unknown class for non-enrolled subjects). However, this approach is less flexible since the classifier needs to be retrained every time a new subject is enrolled in the system and the model size tends to grow in proportion to the number of enrolled subjects (which can be prohibitively large in real-world deployments).

### 3.1.2 Evaluation Metrics

In a verification system, the comparison of two templates belonging to the same subject is known as a positive comparison and the comparison of two templates belonging to different subjects is known as a negative comparison. Thus, four outcomes are possible when two templates are compared and a threshold is applied to the resulting similarity score [54]:

- **True positive** if the result of a positive comparison is a similarity score above the threshold.
- **False negative** if the result of a positive comparison is a similarity score below the threshold.
- **True negative** if the result of a negative comparison is a similarity score below the threshold.
- **False positive** if the result of a negative comparison is a similarity score above the threshold.

See Figure 3.3 for a visual representation of how the threshold determines the number of occurrences of each outcome. Given these four possible outcomes, the performance of a face verification algorithm can be fully characterised using the true positive rate, also known as the true acceptance rate (TAR), and the false positive rate, also known as the false acceptance rate (FAR):

\[
\text{TAR} = \frac{TP}{P} = \frac{TP}{TP + FN} \tag{3.1}
\]
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Figure 3.3: Distribution of similarity scores and a threshold of 0.5 in a verification system. Each possible outcome is indicated with a different combination of colour and pattern.

\[
FAR = \frac{FP}{N} = \frac{FP}{TN + FP} \quad (3.2)
\]

where \( P \) is the number of attempted positive comparisons, \( N \) is the number of attempted negative comparisons, and \( TP, FN, TN \) and \( FP \) are the number of true positives, false negatives, true negatives and false positives respectively. Alternatively, the same information can be provided using the complementary false negative rate, also known as the false rejection rate (FRR), and the true negative rate, also known as the true rejection rate (TRR):

\[
FRR = 1 - \frac{TP}{P} = \frac{FN}{TP + FN} \quad (3.3)
\]

\[
TRR = 1 - \frac{FP}{N} = \frac{TN}{TN + FP} \quad (3.4)
\]

Since the TAR and FAR (and FRR and TRR) are relative to the threshold used to make the match / not match decision, it is common to plot them for a range of possible thresholds. The resulting plot is known as a receiver operating characteristic (ROC) curve [54]. Each point in a ROC curve is an operating point associated with a different TAR, FAR and threshold. An example ROC curve is shown in Figure 3.4. Note that the verification performance of an algorithm gets better as the curve approaches the upper left corner (i.e. high TAR at low FAR for any given threshold). Also note that the diagonal dashed line in Figure 3.4 represents random verification performance wherein the number of false positives is equal to the number of false negatives for any given threshold. The ROC curve can be summarised by reporting the TAR at a number of fixed FAR values. Sometimes, it is more convenient to report the performance with a single number. In those cases, the rate at which the FRR is equal to the FAR is commonly used. This is known as the equal error rate (EER).

The output of an identification system is often a sorted list containing the most similar identities to the identity of a queried subject. A rank-\( k \) is given when the queried subject is ranked at position \( k \).
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by the system. The most common metric used to evaluate identification systems is the identification rate at rank-$k$, which indicates the probability that a subject is ranked amongst the first $k$ positions. For example, a 90% identification rate at rank-10 means that there is a 90% probability that a queried subject will be ranked amongst the first 10 positions by the identification system.

A plot of the identification rate at different ranks, known as cumulative match characteristic (CMC) curve [55], is typically used to report the performance of closed-set identification systems. In open-set identification systems, a threshold is used when comparing a query subject against all the enrolled subjects to make sure that the identity exists in the database. For this reason, open-set identification systems can be seen as a hybrid between verification and closed-set identification systems. Their performance can be reported with ROC curves at different ranks or with CMC curves at different operating points. An example of closed-set and open-set CMC curves is shown in Figure 3.5.

3.2 Literature Review

Early research on face recognition focused on methods that used image processing techniques to match simple features describing the geometry of the faces. Even though these methods only worked under very constrained settings, they showed that it is possible to use computers to automatically
recognise faces. After that, statistical subspaces methods such as principal component analysis (PCA) and linear discriminant analysis (LDA) gained popularity. These methods are referred to as *holistic* since they use the entire face region as an input. At the same time, progress in other computer vision domains led to the development of local feature extractors that are able to describe the texture of an image at different locations. *Feature-based* approaches to face recognition consist of matching these local features across face images. Holistic and feature-based methods were further developed and combined into *hybrid* methods. Face recognition systems based on hybrid methods remained the state-of-the-art until recently, when deep learning emerged as the leading approach to most computer vision applications, including face recognition. The rest of this section provides a summary of some of the most representative research works on each of the aforementioned types of methods.

### 3.2.1 Geometry-based Methods

Kelly’s [1] and Kanade’s [2] PhD theses in the early seventies are considered the first research works on automatic face recognition. They proposed the use of specialised edge and contour detectors to find the location of a set of facial landmarks and to measure relative positions and distances between
them. The accuracy of these early systems was demonstrated on very small databases of faces (a
data base of 10 subjects was used in [1] and a database of 20 subjects was used in [2]). In [56], a
geometry-based method similar to [2] was compared with a method that represents face images as
gradient images. The authors showed that comparing gradient images provided better recognition
accuracy than comparing geometry-based features. However, the geometry-based method was faster
and needed less memory. The feasibility of using facial landmarks and their geometry for face
recognition was thoroughly studied in [57]. Specifically, they proposed a method based on measuring
the Procrustes distance [58] between two sets of facial landmarks and a method based on measuring
ratios of distances between facial landmarks. The authors argued that even though other methods
that extract more information from the face (e.g. holistic methods) could achieve greater recognition
accuracy, the proposed geometry-based methods were faster and could be used in combination with
other methods to develop hybrid methods. Geometry-based methods have proven more effective in
3D face recognition thanks to the depth information encoded in 3D landmarks [59, 60].

Geometry-based methods were crucial during the early days of face recognition research. They
can be used as a fast alternative to (or in combination with) the more advanced methods described
in the rest of this review.

### 3.2.2 Holistic Methods

Holistic methods represent faces using the entire face region. Many of these methods work by
projecting face images onto a low-dimensional space that discards superfluous details and variations
not needed for the recognition task. One of the most popular approaches in this category is based
on PCA, discussed in Section 2.2.2. The idea, first proposed in [61, 62], is to apply PCA to a
set of training face images in order to find the eigenvectors that account for the most variance in
the data distribution. In this context, the eigenvectors are typically called *eigenfaces* due to their
resemblance to real faces, as shown in Figure 3.6. New faces can be projected onto the subspace
spanned by the eigenfaces to obtain the weights of the linear combination of eigenfaces needed to
reconstruct them. This idea was used in [63] to identify faces by comparing the weights of new faces
to the weights of faces in a gallery set. A probabilistic version of this approach based on a Bayesian
analysis of image differences was proposed in [64]. In this method, two sets of eigenfaces were used to
model intra-personal and inter-personal variations separately. Many other variations of the original
eigenfaces method have been proposed. For example, a nonlinear extension of PCA based on kernel
methods, namely kernel PCA [65], was proposed in [66]; independent component analysis (ICA) [67],
a generalisation of PCA that can capture high-order dependencies between pixels, was proposed in
[68]; and a two-dimensional PCA based on 2D image matrices instead of 1D vectors was proposed in [69].

One issue with PCA-based approaches is that the projection maximises the variance across all
the images in the training set. This implies that the top eigenvectors might have a negative impact
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Figure 3.6: Top 5 eigenfaces computed using the ORL database of faces [70] sorted from most variance (left) to least variance (right).

on the recognition accuracy since they might correspond to intra-personal variations that are not relevant for the recognition task (e.g. illumination, pose or expression). Holistic methods based on linear discriminant analysis (LDA), also called Fisher discriminant analysis, [71] have been proposed to solve this issue [72, 73, 74, 75]. The main idea behind LDA is to use the class labels to find a projection matrix $W$ that maximises the variance between classes while minimising the variance within classes:

$$W^* = \arg \max_W \frac{|W^T S_b W|}{|W^T S_w W|}$$

(3.5)

where $S_w$ and $S_b$ are the between-class and within-class scatter matrices defined as follows:

$$S_w = \sum_k \sum_{x_j \in C_k} (x_j - \mu_k)(x_j - \mu_k)^T$$

(3.6)

$$S_b = \sum_k (\mu - \mu_k)(\mu - \mu_k)^T$$

(3.7)

where $x_j$ represents a data sample, $\mu_k$ is the mean of class $C_k$, $\mu$ is the overall mean and $K$ is the number of classes in the dataset. The solution to Equation 3.5 can be found by computing the eigenvectors of the separation matrix $S = S_w^{-1}S_b$. Similar to PCA, LDA can be used for dimensionality reduction by selecting a subset of eigenvectors corresponding to the largest eigenvalues. Even though LDA is considered a more suitable technique for face recognition than PCA, pure LDA-based methods are prone to overfitting when the within-class scatter matrix $S_w$ is not correctly estimated [74, 75]. This happens when the input data is high-dimensional and not many samples per class are available during training. In the extreme case, $S_w$ becomes singular and $W$ cannot be computed [72]. For this reason, it is common to reduce the dimensionality of the data with PCA before applying LDA [72, 74, 75]. LDA has also been extended to the nonlinear case using kernels [76, 77] and to probabilistic LDA [78].

Support vector machines (SVMs) have also been used as holistic methods for face recognition. In [79], the task was formulated as a two-class problem by training an SVM with image differences. More specifically, the two classes are the within-class difference set, which contains all the differences between images of the same class, and the between-class difference set, which contains all the
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differences between images of distinct classes (this formulation is similar to the probabilistic PCA proposed in [64]). In addition, [79] modified the traditional SVM formulation by adding a parameter to control the operating point of the system. In [80], a separate SVM was trained for each class. The authors experimented with SVMs trained with PCA projections and with LDA projections. It was found that this SVM approach only gives better performance compared with simple Euclidean distance when trained with PCA projections, since LDA already encodes the discriminant information needed to recognise faces.

An approach related to PCA and LDA is the locality preserving projections (LPP) method proposed in [81]. While PCA and LDA preserve the global structure of the image space (maximising variance and discriminant information respectively), LPP aims to preserve the local structure of the image space. This means that the projection learnt by LPP maps images with similar local information to neighbouring points in the LPP subspace. For example, two images of the same person with open and closed mouth would be mapped to similar points using LPP, but not necessarily with PCA or LDA. This approach was shown to be superior than PCA and LDA on multiple datasets. Further improvements were achieved in [82] by making the LPP basis vectors orthogonal.

Another popular family of holistic methods is based on sparse representation of faces. The idea, first proposed in [83] as sparse representation-based classification (SRC), is to represent faces using a linear combination of training images:

$$y = Ax_0$$

(3.8)

where $y$ is a test image, $A$ is a matrix containing all the training images and $x_0$ is a vector of sparse coefficients. By enforcing sparsity in the representation, most of the nonzero coefficients belong to training images from the correct class. At test time, the coefficients belonging to each class are used to reconstruct the image, and the class that achieves the lowest reconstruction error is considered the correct one. The robustness of this approach to image corruptions like noise or occlusions can be increased by adding a term of sparse error coefficients $e_0$ to the linear combination:

$$y = Ax_0 + e_0$$

(3.9)

where the nonzero entries of $e_0$ correspond to corrupted pixels. Many variations of this approach have been proposed for increased robustness and reduced computational complexity. For example, the discriminative K-SVD algorithm was proposed in [84] to select a more compact and discriminative set of training images to reconstruct the images; in [85], SRC was extended by using a Markov random field to model the prior assumption about the spatial continuity of the occluded regions; and in [86], it was proposed to weight each pixel in the image independently to achieve better reconstructed images.

More recently, inspired by probabilistic PCA [64], the joint Bayesian method [87] has been proposed. In this method, instead of using image differences as in [64], a face image is represented
as the sum of two independent Gaussian variables representing intra-personal and inter-personal variations. Using this method, an accuracy of 92.4% was achieved on the challenging Labeled Faces in the Wild (LFW) dataset [88]. This is the highest accuracy reported by a holistic method on this dataset.

Holistic methods have been of paramount importance to the development of real-world face recognition systems, as evidenced by the large number of approaches proposed in the literature. In the next subsection, a popular family of methods that evolved as an alternative to holistic methods, namely feature-based methods, is discussed.

### 3.2.3 Feature-based Methods

Feature-based methods refer to methods that leverage local features extracted at different locations in a face image. Unlike geometry-based methods, feature-based methods focus on extracting discriminative features rather than computing their geometry\(^3\). Feature-based methods tend to be more robust than holistic methods when dealing with faces presenting local variations (e.g. facial expression or illumination). For example, consider two face images of the same subject in which the only difference between them is that the person's eyes are closed in one of them. In a feature-based method, only the coefficients of the feature vectors that correspond to features extracted around the eyes will differ between the two images. On the other hand, in a holistic method, all the coefficients of the feature vectors might differ. Moreover, many of the descriptors used in feature-based methods are designed to be invariant to different variations (e.g. scaling, rotation or translation).

One of the first feature-based methods was the modular eigenfaces method proposed in [89], an extension of the original eigenfaces technique. In this method, PCA was independently applied to different local regions in the face image to produce sets of eigenfeatures. Although [89] showed that both eigenfeatures and eigenfaces can achieve the same accuracy, the eigenfeatures approach provided better accuracy when only a few eigenvectors were used.

A feature-based method that uses binary edge features was proposed in [90]. Their main contribution was to improve the Hausdorff distance that was used in [91] to compare binary images. The Hausdorff distance measures proximity between two set of points by looking at the greatest distance from a point in one set to the closest point in the other set. In the modified Hausdorff distance proposed in [90], each point in one set has to be near some point in the other set. It was argued that this property makes the method more robust to small, non-rigid local distortions. A variation of this method proposed line edge maps (LEMs) for face representation [92]. LEMs provide a compact face representation since edges are encoded as line segments, i.e. only the coordinates of the end points are used. A line segment Hausdorff distance was also proposed in this work to match LEMs. The proposed distance is discouraged to match lines with different orientations, is robust to line

\(^3\)Technically, geometry-based methods can be seen as a special case of feature-based methods, since many feature-based methods also leverage the geometry of the extracted features.
displacements, and incorporates a measure of the difference between the number of lines found in two LEMs.

A very popular feature-based method was the elastic bunch graph matching (EBGM) method [93], an extension of the dynamic link architecture proposed in [94]. In this method, a face is represented using a graph of nodes. The nodes contain Gabor wavelet coefficients [95] extracted around a set of predefined facial landmarks. During training, a face bunch graph (FBG) model is created by stacking the manually located nodes of each training image. When a test face image is presented, a new graph is created and fitted to the facial landmarks by searching for the most similar nodes in the FBG model. Two images can be compared by measuring the similarity between their graph nodes. A version of this method that uses histograms of oriented gradients (HOG) [96, 97] instead of Gabor wavelet features was proposed in [98]. This method outperforms the original EBGM method thanks to the increased robustness of HOG descriptors to changes in illumination, rotation and small displacements.

With the development of local feature descriptors in other computer vision applications [99], the popularity of feature-based methods for face recognition increased. In [26], histograms of LBP descriptors were extracted from local regions independently, as shown in Figure 3.7, and concatenated to form a global feature vector. Additionally, they measured the similarity between two feature vectors \( \mathbf{a} \) and \( \mathbf{b} \) using a weighted Chi-square distance:

\[
\chi^2(\mathbf{a}, \mathbf{b}) = \sum_i w_i (a_i - b_i)^2 / (a_i + b_i) 
\]

where \( w_i \) is a weight that controls the contribution of the \( i \)-th coefficient of the feature vectors.

As shown in [100], many variations of this method have been proposed to improve face recognition accuracy and to tackle other related tasks such as face detection, facial expression analysis and demographic classification. For example, LBP descriptors extracted from Gabor feature maps, known as LGBP descriptors, were proposed in [101, 102]; a rotation invariant LBP descriptor that applies Fourier transform to LBP histograms was proposed in [103]; and a variation of LBP called local derivative pattern (LDP) was proposed in [104] to extract high-order local information by encoding directional pattern features.

SIFT descriptors [29] have also been extensively used for face recognition. Three different methodologies for matching SIFT descriptors across face images were proposed in [105]: (i) computing the distances between all pairs of SIFT descriptors and using the minimum distance as a similarity score; (ii) similar to (i) but SIFT descriptors around the eyes and the mouth are compared independently, and the average of the two minimum distances is used as a similarity score; and (iii) computing SIFT descriptors over a regular grid and using the average distance between the corresponding pairs of descriptors as a similarity score. The best recognition accuracy was obtained using the third method. A related method [106] proposed the use of SURF features [30] instead of
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Figure 3.7: (a) Face image divided into 4 × 4 local regions. (b) Histograms of LBP descriptors computed from each local region.

SIFT. In this work, the authors observed that dense feature extraction over a regular grid provides the best results. In [107], two variations of SIFT were proposed, namely, the volume-SIFT which removes unreliable keypoints based on their scale, and the partial-descriptor-SIFT which finds keypoints at large scales and near face boundaries. Compared to the original SIFT, both approaches were shown to improve face recognition accuracy.

Some feature-based methods have focused on learning local features from training samples. For example, in [108], unsupervised learning techniques (K-means [109], PCA tree [110] and random-projection tree [110]) were used to encode local microstructures of faces into a set of discrete codes. The discrete codes were then grouped into histograms at different facial regions. The final local descriptors were computed by applying PCA to each histogram. A learning-based descriptor with similarities to LBP was proposed in [111]. Specifically, this descriptor consists of a differential pattern generated by subtracting the centre pixel of a local 3 × 3 region to its neighbouring pixels and a training of a Gaussian mixture model to compute high-order statistics of the differential pattern. Another LBP-like descriptor that has a learning stage was proposed in [112]. In this work, LDA was used to (i) learn a filter that when applied to an image enhances the discriminative ability of the differential patterns, and (ii) learn a set of weights that are assigned to the neighbouring pixels within each local region to reflect their contribution to the differential pattern.

Feature-based methods have been shown to provide more robustness to different types of variations than holistic methods. However, some of the advantages of holistic methods are lost (e.g. discarding non-discriminant information and more compact representations). Hybrid methods that combine both of these approaches are discussed next.
3.2.4 Hybrid Methods

Hybrid methods combine techniques from holistic and feature-based methods. Before deep learning became widespread, most state-of-the-art face recognition systems were based on hybrid methods. Some hybrid methods simply combine two different techniques without any interaction between them. For example, in the modular eigenfaces work [89] covered earlier, the authors experimented with a combined representation using both eigenfaces and eigenfeatures and achieved better accuracy than using either of these two methods alone. However, the most popular hybrid approach is to extract local features (e.g. LBP, SIFT) and project them onto a lower-dimensional and discriminative subspace (e.g. using PCA or LDA) as shown in Figure 3.8.

Several hybrid methods that use Gabor wavelet features combined with different subspaces methods have been proposed [113, 114, 115]. In these methods, Gabor kernels of different orientations and scales are convolved with an image and their outputs are concatenated into a feature vector. The feature vector is then downsampled to reduce its dimensionality. In [113], the feature vector was further processed using the enhanced linear discriminant model proposed in [116]. PCA followed by ICA were applied to the downsampled feature vector in [114], and the probabilistic reasoning model from [116] was used to classify whether two images belong to the same subject. In [115], kernel PCA with polynomial kernels was applied to the feature vector to encode high-order statistics. All these hybrid methods were shown to provide better accuracy than using Gabor wavelet features alone.

LBP descriptors have been a key component in many hybrid methods. In [117], an image was divided into non-overlapping regions and LBP descriptors were extracted at multiple resolutions. The LBP coefficients at each region were concatenated into regional feature vectors and projected onto PCA+LDA subspaces. This approach was extended to colour images in [118]. Laplacian PCA, an extension of PCA, was shown to outperform standard PCA and kernel PCA when applied to LBP descriptors in [119]. Two novel patch versions of LBP, namely three-patch LBP (TPLBP) and four-patch LBP (FPLBP), were combined with LDA and SVMs in [120]. The proposed TPLBP and FPLBP descriptors can boost face recognition accuracy by encoding similarities between neighbouring patches of pixels. More recently, [121] proposed a high-dimensional face representation by densely extracting multi-scale LBP (MLBP) descriptors around facial landmarks. The high-dimensional feature vector (100K-dim) was reduced to 400 dimensions by PCA and a final discriminative feature vector was learnt using joint Bayesian. In their experiments, [121] showed that extracting high-dimensional features can increase face recognition accuracy by 6-7% when going from 1K to 100K dimensions. The main drawback of this approach is the high computational costs needed to perform a dimensionality reduction of such magnitude. For this reason, they proposed to approximate the PCA and joint Bayesian transformations with a sparse linear projection matrix \( B \) by solving the following optimisation problem:

\[
\min_B \| Y - B^T X \|_2^2 + \lambda \| B \|_1
\]  

(3.11)
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Figure 3.8: Typical hybrid face representation.

where the first term is a reconstruction error between the matrix $X$ of high-dimensional feature vectors and the matrix $Y$ of projected low-dimensional feature vectors; the second term enforces sparsity in the projection matrix $B$; and $\lambda$ balances the contribution of each term. Another recent method proposed a multi-task learning approach based on a discriminative Gaussian process latent variable model, named *GaussianFace* [122]. This method extended the Gaussian process approach proposed in [123] and incorporated a computationally more efficient version of kernel LDA to learn a face representation from LBP descriptors that can exploit data from multiple source domains. Using this method, an accuracy of 98.52% was achieved on the LFW dataset. This is competitive with the accuracy achieved by many deep learning methods.

Some hybrid methods have proposed to use a combination of different local features. For example, Gabor wavelet and LBP features were used in [124]. The authors argued that these two types of features capture complementary information. While LBP descriptors capture small appearance details, Gabor wavelet features encode facial shape over a broader range of scales. PCA was applied independently to the feature vectors containing the Gabor wavelet coefficients and the LBP coefficients to reduce their dimensionality. The final face representation was obtained by concatenating the two PCA-transformed feature vectors and applying a subspace method similar to kernel LDA, namely *kernel discriminative common vector* [125]. Another method that uses Gabor wavelet and LBP features was proposed in [126]. In this method, faces were represented by applying PCA+LDA to regions containing histograms of LGBP descriptors [102]. A multi-feature system was proposed in [8] to tackle face recognition under difficult illumination conditions. Three contributions were made in this work: (i) a preprocessing pipeline that reduces the effect of illumination variation; (ii) an extension of LBP, called *local ternary patterns* (LTP), which is more discriminant and less sensitive to noise in uniform regions; and (iii) an architecture that combines sets of Gabor wavelet and LBP/LTP features followed by kernel LDA, score normalisation and score fusion. A related method [127] proposed a novel descriptor robust to blur that extends *local phase quantization* (LPQ) descriptors [128] to multiple scales (MLPQ). In addition, a kernel fusion technique was used to combine MLPQ descriptors with MLBP descriptors in the kernel LDA framework. In [5], an age invariant face recognition system was proposed based on dense extraction of SIFT and multi-scale LBP descriptors combined with a novel multi-feature discriminant analysis (MFDA). The MFDA technique uses random subspace sampling [129] to construct multiple lower-dimensional feature subspaces, and
bagging [130] to select subsets of training samples for LDA that contain inter-class pairs near the classification boundary to increase the discriminative ability of the representation.

To conclude this subsection, other types of hybrids methods that do not follow the pipeline described in Figure 3.8 are reviewed. In [131], low-level local features (image intensities in RGB and HSV colour spaces, edge magnitudes, and gradient directions) were used to compute high-level visual features by training attribute and simile binary SVM classifiers. The attribute classifiers detect describable attributes of faces such as gender, race and age. On the other hand, the simile classifiers detect non-describable attributes by measuring the similarity of different parts of a face to a limited set of reference subjects. To compare two images, the outputs of all the attribute and simile classifiers for both images are fed to an SVM classifier. A method similar to the simile classifiers from [131] was proposed in [132]. The main differences are that [132] used a large number of simple one-vs-one classifiers instead of the more complex one-vs-all classifiers used in [131], and that SIFT descriptors were used as the low-level features. Two metric learning approaches for face identification were proposed in [133]. The first one, called logistic discriminant metric learning (LDML) is based on the idea that the distance between positive pairs (belonging to the same subject) should be smaller than the distance between negative pairs (belonging to different subjects). The second one, called marginalised kNN (MkNN), uses a k-nearest neighbour classifier to find how many positive neighbour pairs can be formed from the neighbours of the two compared vectors. Both methods were trained on pairs of vectors of SIFT descriptors computed at fixed points on the face (corners of the mouth, eyes and nose).

Hybrid methods offer the best of holistic and feature-based methods. Their main limitation is the choice of good features that can fully extract the information needed to recognise a face. Some approaches have tried to overcome this issue by combining different types of features whereas others have introduced a learning stage to improve the discriminative ability of the features. Deep learning methods, discussed next, take these ideas further by training end-to-end systems that can learn a large number of features that are optimal for the recognition task.

3.2.5 Deep Learning Methods

Convolutional neural networks (CNNs) are the most common type of deep learning method for face recognition. The main advantage of deep learning methods is that they can be trained with large amounts of data to learn a face representation that is robust to the variations present in the training data. In this way, instead of designing specialised features that are robust to different types of intra-class variations (e.g. illumination, pose, facial expression, age, etc.), CNNs can learn them from training data. The main drawback of deep learning methods is that they need to be trained with very large datasets that contain enough variations to generalise to unseen samples. Fortunately, several large-scale face datasets containing in-the-wild face images have recently been released into the public domain [9, 10, 11, 12, 13, 14, 15] to train CNN models. Apart from learning
discriminative features, neural networks can reduce dimensionality and be trained as classifiers or using metric learning approaches. CNNs are considered end-to-end trainable systems that do not need to be combined with any other specific methods.

CNN models for face recognition can be trained using different approaches. One of them consists of treating the problem as a classification one, wherein each subject in the training set corresponds to a class. After training, the model can be used to recognise subjects that are not present in the training set by discarding the classification layer and using the features of the previous layer as the face representation [134]. In the deep learning literature, these features are commonly referred to as bottleneck features. Following this first training stage, the model can be further trained using other techniques to optimise the bottleneck features for the target application (e.g. using joint Bayesian [9] or fine-tuning the CNN model with a different loss function [10]). Another common approach to learning face representation is to directly learn bottleneck features by optimising a distance metric between pairs of faces [135, 136] or triplets of faces [137].

The idea of using neural networks for face recognition is not new. An early method based on a probabilistic decision-based neural network (PBDNN) [138] was proposed in 1997 for face detection, eye localisation and face recognition. The face recognition PDBNN was divided into one fully-connected subnet per training subject to reduce the number of hidden units and avoid overfitting. Two PBDNNs were trained using intensity and edge features respectively and their outputs were combined to give a final classification decision. Another early method [139] proposed to use a combination of a self-organising map (SOM) and a convolutional neural network. A self-organising map [140] is a type of neural network trained in an unsupervised way that projects the input data onto a lower-dimensional space that preserves the topological properties of the input space (i.e. inputs that are nearby in the original space are also nearby in the output space). Note that none of these two early methods were trained end-to-end (edge features were used in [138] and a SOM in [139]), and that the proposed neural network architectures were shallow. An end-to-end face recognition CNN was proposed in [135]. This method used a siamese architecture trained with a contrastive loss function [141]. The contrastive loss implements a metric learning procedure that aims to minimise the distance between pairs of feature vectors corresponding to the same subject while maximising the distance between pairs of feature vectors corresponding to different subjects. The CNN architecture used in this method was also shallow and was trained with small datasets.

None of the methods mentioned above achieved groundbreaking results, mainly due to the low capacity of the networks used and the relatively small datasets available for training at the time. It was not until these models were scaled up and trained with large amounts of data [142] that the first deep learning methods for face recognition [134, 9] became the state-of-the-art. In particular, Facebook’s DeepFace [134], one of the first CNN-based approaches for face recognition that used a high capacity model, achieved an accuracy of 97.35% on the LFW benchmark, reducing the error
of the previous state-of-the-art by 27%. The authors trained a CNN with softmax loss\textsuperscript{4} using a dataset containing 4.4 million faces from 4,030 subjects. Two novel contributions were made in this work: (i) an effective facial alignment system based on explicit 3D modelling of faces, and (ii) a CNN architecture containing locally connected layers [143, 144] that (unlike regular convolutional layers) can learn different features from each region in an image. Concurrently, the DeepID system [9] achieved similar results by training 60 different CNNs on patches comprising ten regions, three scales and RGB or grey channels. During testing, 160 bottleneck features were extracted from each patch and its horizontally flipped counterpart to form a 19,200-dimensional feature vector (160 × 2 × 60). Similar to [134], the proposed CNN architecture also used locally connected layers. The verification result was obtained by training a joint Bayesian classifier [87] on the 19,200-dimensional feature vectors extracted by the CNNs. The system was trained on a dataset containing 202,599 face images of 10,177 celebrities [9].

There are three main factors that affect the accuracy of CNN-based methods for face recognition: training data, CNN architecture, and loss function. As in most deep learning applications, large training sets are needed to prevent overfitting. In general, CNNs trained for classification become more accurate as the number of samples per class increases. This is because the CNN model is able to learn more robust features when exposed to more intra-class variations. However, face recognition models need to extract features that generalise to subjects not present in the training set. Hence, the datasets used for face recognition need to also contain a large number of subjects so that the model is exposed to more inter-class variations. The effect that the number of subjects in a dataset has in face recognition accuracy was studied in [145]. In this work, a large dataset was first sorted by the number of images per subject in decreasing order. Then, a CNN was trained with different subsets of training data by gradually increasing the number of subjects. The best accuracy was obtained when the first 10,000 subjects with the most images were used for training. Adding more subjects decreased the accuracy since very few images were available for each extra subject. Another study [146] investigated whether wider datasets are better than deeper datasets

\textsuperscript{4}Here, softmax loss refers to the combination of the softmax activation function and the cross-entropy loss used to train classifiers.
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or vice versa (a dataset is considered wider than another if it contains more subjects; similarly, a dataset is considered deeper than another if it contains more images per subject). From this study, it was concluded that given the same number of images, wider datasets provide better accuracy. The authors argued that this is due to the fact that wider datasets contain more inter-class variations and, therefore, generalise better to unseen subjects. Table 3.1 shows some of the most common public datasets used to train CNNs for face recognition.

CNN architectures for face recognition have been inspired by those achieving state-of-the-art accuracy on the ImageNet Large Scale Visual Recognition Challenge (ILSVRC). For example, a version of the VGG network [147] with 16 layers was used in [11], and a similar but smaller network was used in [10]. In [137], two different types of CNN architectures were explored: VGG style networks [147] and GoogleNet style networks [148]. Even though both types of networks achieved comparable accuracy, the GoogleNet style networks had 20 times fewer parameters. More recently, residual networks (ResNets) [149] have become the preferred choice for many object recognition tasks, including face recognition [150, 151, 152, 153, 154, 155, 156]. The main novelty of ResNets is the introduction of a building block that uses a shortcut connection to learn a residual mapping, as shown in Figure 3.9. The use of shortcut connections allows the training of much deeper architectures as they facilitate the flow of information across layers. A thorough study of different CNN architectures was carried out in [156]. The best trade-off between accuracy, speed and model size was obtained with a 100-layer ResNet with a residual block similar to the one proposed in [157].

The choice of loss function for training CNN-based methods has been the most recent active area of research in face recognition. Even though CNNs trained with softmax loss have been very successful [134, 9, 10, 158], it has been argued that the use of this loss function does not generalise well to subjects not present in the training set. This is because the softmax loss is encouraged to learn features that increase inter-class differences (to be able to separate the classes in the training set) but does not necessarily reduce intra-class variations. Several methods have been proposed to mitigate this issue. A simple approach is to optimise the bottleneck features using a discriminative subspace method such as joint Bayesian [87], as done in [9, 159, 160, 161, 10, 162]. Another approach is to use metric learning. For example, a pairwise contrastive loss was used as the only supervisory signal in [135, 136] and combined with a classification loss in [159, 160, 161]. One of the most popular metric learning approaches for face recognition is the triplet loss function [163], first used in [137] for the face recognition task. The aim of the triplet loss is to separate the distance between positive pairs from the distance between negative pairs by a margin. More formally, for each triplet \(i\) the following condition needs to be satisfied [137]:

\[
\|f(x_a) - f(x_p)\|_2^2 + \alpha < \|f(x_a) - f(x_n)\|_2^2
\]

(3.12)

where \(x_a\) is an anchor image, \(x_p\) is an image of the same subject, \(x_n\) is an image of a different subject, \(f\) is a mapping learnt by a model and \(\alpha\) is a margin that is enforced between positive and negative
Figure 3.9: Original residual block proposed in [149]. $W_1$ and $W_2$ represent the weights of two convolutional layers respectively and ReLU is a rectifier linear unit activation function.

In practice, CNNs trained with triplet loss converge slower than with softmax loss due to the large number of triplets (or pairs in the case of contrastive loss) needed to cover the entire training set. Although this problem can be alleviated by selecting hard triplets (i.e. triplets that violate the margin condition) during training [137], it is common to train with softmax loss in a first training stage and then fine-tune bottleneck features with triplet loss in a second training stage [11, 164, 165]. Some variations of the triplet loss have been proposed. For example, in [164], the dot product was used as a similarity measure instead of the Euclidean distance, and a probabilistic triplet loss was proposed in [165]. An alternative loss function used to learn discriminative features is the centre loss proposed in [166]. The goal of the centre loss is to minimise the distances between bottleneck features and their corresponding class centres. By jointly training with softmax and centre loss, it was shown that the features learnt by a CNN could effectively increase inter-personal variations (softmax loss) and reduce intra-personal variations (centre loss). The centre loss has the advantage of being more efficient and easier to implement than the contrastive and triplet losses since it does not require forming pairs or triplets during training. Another related metric learning method is the range loss proposed in [167] for improving training with unbalanced datasets. The range loss has two components. The intra-class component of the loss minimises the $k$-largest distances between samples of the same class, and the inter-class component of the loss maximises the distance between the closest two class centres in each training batch. By using these extreme cases, the range loss
uses the same information from each class, regardless of how many samples per class are available. Similar to the centre loss, the range loss needs to be combined with softmax loss to avoid the loss being degraded to zeros [166].

One of the difficulties that arise when combining different loss functions is finding the correct balance between each term. Recently, several approaches have proposed to modify the softmax loss so that it can learn discriminative features with no need to combine it with other losses. One approach that has been shown to increase the discriminative ability of the bottleneck features is feature normalisation [150, 153]. For example, [150] proposed to normalise the features to have unit $L_2$-norm and [153] proposed to normalise the features to have zero mean and unit variance. A very successful development has been the introduction of a margin in the decision boundary between each class in the softmax loss [168]. For simplicity, consider binary classification with softmax loss. In this case, the decision boundary between each class (if the biases are zero) is given by:

$$\|x\| (\|W_1\| \cos \theta_1 - \|W_2\| \cos \theta_2) = 0 \quad (3.13)$$

where $x$ is a feature vector, $W_1$ and $W_2$ are the weights corresponding to each class and $\theta_1$ and $\theta_2$ are the angles between $x$ and $W_1$ and $W_2$ respectively. By introducing a multiplicative margin $m$ in Equation 3.13, the two decision boundaries become more stringent:

$$\|x\| (\|W_1\| \cos m\theta_1 - \|W_2\| \cos \theta_2) = 0 \text{ for class 1} \quad (3.14)$$

$$\|x\| (\|W_1\| \cos \theta_1 - \|W_2\| \cos m\theta_2) = 0 \text{ for class 2} \quad (3.15)$$

As shown in Figure 3.10, the margin can effectively increase the separation between classes and their
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Table 3.2: Decision boundaries for different variations of the softmax loss with margin. Note that the decision boundaries are for class 1 in a binary classification case.

<table>
<thead>
<tr>
<th>Loss function</th>
<th>Decision boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Softmax with multiplicative angular margin [151]</td>
<td>$</td>
</tr>
<tr>
<td>Softmax with additive cosine margin [154, 155]</td>
<td>$s(\cos \theta_1 - m - \cos \theta_2) = 0$</td>
</tr>
<tr>
<td>Softmax with additive angular margin [156]</td>
<td>$s(\cos(\theta_1 + m) - \cos \theta_2) = 0$</td>
</tr>
</tbody>
</table>

intra-class compactness. Several alternative approaches have been proposed depending on how the margin is incorporated into the loss [151, 154, 155, 156]. For example, in [151] the weight vectors were normalised to have unit norm so that the decision boundary only depends on the angles $\theta_1$ and $\theta_2$. In [154, 155], an additive cosine margin was proposed. Compared to the multiplicative margin [168, 151], the additive margin is easier to implement and optimise. In this work, apart from normalising the weight vectors, the feature vectors were also normalised and scaled as done in [150].

An alternative additive margin was proposed in [156] which keeps the advantages of [154, 155] but has a better geometric interpretation since the margin is added to the angle and not to the cosine. Table 3.2 summarises the decision boundaries for the different variations of the softmax loss with margin. These approaches are the current state-of-the-art in face recognition.

Face recognition systems based on CNNs have become the standard due to the significant accuracy improvement achieved over other types of methods. Moreover, it is straightforward to scale-up these systems to achieve even higher accuracy by increasing the size of the training sets and/or the capacity of the networks. However, collecting large amounts of labelled face images is expensive, and very deep CNN architectures are slow to train and deploy. Generative adversarial networks (GANs), discussed in Section 2.3.3, are a promising solution to the first issue. Recent works on GANs with face images include facial attributes manipulation [169, 170, 171, 172, 173, 174, 175, 176, 177, 178], facial expression editing [179, 180, 174], generation of novel identities [181], face frontalisation [182, 183] and face ageing [184, 185]. It is expected that these advancements will be used to generate additional training images without requiring millions of face images to be labelled. To address the second issue, more efficient architectures such as MobileNets [186, 187] are being developed and used for real-time face recognition on devices with limited computational resources [188].

3.3 Conclusions

This chapter has provided an extensive literature review of face recognition methods divided into five main groups: geometry-based, holistic, feature-based, hybrid and deep learning methods. Although deep learning methods are the current state-of-the-art for face recognition in-the-wild, hybrid methods that combine techniques from geometry-based, holistic and feature-based methods can be useful when the face recognition task is more constrained and the computational resources are limited.
Some of the methods presented in this chapter have been used to develop the ideas in Chapters 4 to 6. More specifically, Chapter 4 proposes a novel hybrid method that makes use of SIFT descriptors, distances between facial landmarks, PCA and LDA. Chapter 5 proposes improvements to CNN-based face recognition methods. In particular, the CNN architecture proposed in [10] was used for all the experiments in Chapter 5. Finally, the state-of-the-art CNN architecture from [150, 153, 152] was used to train the discriminative models for the experiments with augmented datasets in Chapter 6.
Chapter 4

Shape and Texture Combined Face Recognition for Detection of Forged ID Documents

This chapter presents a novel hybrid face recognition method that combines texture and shape features together with subspace representation techniques. The proposed method can be used to match a face image scanned from an identity (ID) document against a face image stored in the biometric chip of such a document. The purpose of this specific face recognition task is to aid the automatic detection of forged ID documents wherein the photographic face image printed on the ID document’s surface has been altered or replaced. In addition, the robustness of the proposed method when dealing with more general face recognition tasks has been proven with the Good, the Bad & the Ugly (GBU) dataset, a challenging dataset containing frontal faces. The proposed algorithm has been complemented with a novel method that adopts two operating points to enhance the reliability of the algorithm’s final verification decision.

At the time this work was done, deep learning methods for face recognition were starting to gain popularity because of their increased accuracy compared to most hybrid methods. However, the focus of this work was to develop a lightweight algorithm that could be trained quickly and without a very large amount of data.

The work presented in this chapter was done during the first year of this PhD project (2015) and published in a conference proceedings in 2016 [16]. The text has been adapted from [16] with some minor modifications to better fit the style, terminology and content of this thesis. The proposed algorithm was integrated into a commercial document verification solution, both in desktop (Windows and Linux) and mobile (Android and iOS) platforms.
4.1 Introduction

This work investigates the applicability of face recognition to the authentication of biometric ID documents, i.e., the process of analysing an ID document in order to prove its legitimacy. ID documents are specifically designed with security features (watermarks, holograms, special materials, etc.) to avoid counterfeiting and forgery. A counterfeit document is a complete reproduction of a document to resemble an officially issued document, whereas a forged document is a genuine document that has been altered in some way for deceiving purposes.

Some organisations have studied how to detect fraudulent identity documents by examining their security features [189, 190]. This can be done manually by human operators, or automatically by processing the document electronically. In practice, the most effective method is a combination of both: documents are electronically validated and referred to a human operator when the automatic validation fails for any reason. Nowadays, millions of ID documents are manually examined by human operators every day in different businesses and organisations. Thus, this work is motivated by the growing need for automatic methods for authenticating ID documents. This work introduces an additional automatic validation check to detect forged documents by using face recognition for the comparison of the face image printed on the ID document to the face image stored in the ID document’s biometric chip. This validation check aims to reduce a common method of forgery, namely photography substitution [189, 190].

The problem presented here is a specific face recognition case since it consists of deciding whether two images are originated from the same camera shot. Hence, the main difficulties arise from the presence of watermarks, holograms, reflections and other imperfections present on the scanned image, as shown in Figure 4.1. Other studies [191, 192] have investigated the problem of matching degraded face images scanned from passports to high-resolution digital face images. In these studies, different preprocessing methods have been proposed to improve the quality of the scanned face images for their later use in a face recognition system. While these preprocessing techniques are likely to improve the overall recognition accuracy when dealing with scanned face images, they are intrinsically domain specific. By not applying any domain specific preprocessing, the proposed method is more generalised and can be used to compare any two face images. In order to test its accuracy for both the specific task considered here as well as more general face recognition tasks, the proposed method has been evaluated on two different datasets, namely (i) a proprietary dataset (hereinafter referred to as the BiometricID dataset) containing face images scanned from ID documents and digital images from the biometric chip of those documents; and (ii) the Good, the Bad & the Ugly (GBU) dataset, which contains pairs of frontal face images with three levels of difficulty [193].

The proposed face recognition method is based on the fusion of texture features and shape features. In particular, SIFT descriptors are used as texture features, and a set of coefficients that represent relative distances between pairs of facial landmarks is used to describe the shape of the face. These two different types of features are further processed using PCA and LDA to project
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Figure 4.1: (a) Image printed on an ID document. (b) Image stored in the biometric chip of the same ID document.

the features onto a lower dimensional and more discriminative space. Furthermore, the use of two operating points is proposed to provide a greater degree of control over the verification decision.

The remainder of this chapter is structured as follows. Section 4.2 provides a subject review with a focus on the approaches adopted in this work. Section 4.3 describes the proposed method in detail and Section 4.4 presents and analyses the experimental results. Finally, conclusions are drawn in Section 4.5.

4.2 Subject Review

4.2.1 Face Alignment with Constrained Local Neural Field

As explained in Section 3.1.1, the term face alignment is typically used in the literature to refer to the automatic detection of facial landmarks in order to normalise a face image to a canonical view using 2D or 3D transformations. In this work, the landmarks are also used to compute shape features. In particular, the proposed algorithm uses the constrained local neural field (CLNF) [194] method for landmark detection, an extension of the constrained local model (CLM) proposed in [195]. Both CLM and CLNF are based on the popular active appearance model (AAM) proposed in [196]. An AAM is a statistical model that combines a shape model and a texture model created from a training set of images with manually annotated landmarks. After training, an AAM can be fitted to new unseen images. The fitting process starts by placing landmark points on an image using the mean location of each landmark in the training set. Then, the texture residual between the intensity of the pixel values in the image and the intensity of the pixel values obtained with the current model parameters is computed, and the model parameters are updated in order to minimise that residual. In both CLM and AAM methods, the shape of an image is modelled using a set of rigid and non-rigid shape parameters $p = [s, R, t, q]$ that models the positions of a predefined set of
landmarks:

\[ x = sR(\bar{x} + \Phi q) + t \]  

(4.1)

where \( x \) are the locations of a set of landmarks, \( \bar{x} \) is the mean of the shapes in a training set, \( \Phi \) is a matrix of principal components describing the non-rigid modes of variation within the shapes in a training set, and \( q \) is a vector of weights that control the non-rigid shape. The rigid shape transformations are controlled by a scaling term \( s \), a translation term \( t \), and a rotation matrix \( R \).

CLM-based methods offer better performance than AAM by using local descriptors to represent the texture surrounding each landmark location instead of using a global texture model of the whole face. Specifically, the CLNF method uses a local descriptor based on a neural network with one hidden layer, and similarity and sparsity spatial constraints in the output to enhance the landmark location accuracy [194].

### 4.2.2 Scale-Invariant Feature Transform

SIFT descriptors have been extensively used in face recognition, as discussed in Section 3.2.3. The original SIFT algorithm [29] finds keypoints in an image and computes a descriptor for each one of those keypoints. This section summarises how to compute the descriptor. The process of finding the keypoints is not discussed here since the method proposed in Section 4.3 computes descriptors at fixed locations within an image.

The first step to compute a SIFT descriptor is to compute gradients in a local region of 16 × 16 pixels around the centre of a keypoint. Then, the magnitude of each gradient is weighted using a Gaussian weighting function to avoid abrupt changes in the descriptor and to give less emphasis
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to gradients located far from the centre. Orientation histograms of 8 bins are then created using gradients within $4 \times 4$ pixel subregions. In an orientation histogram the bins can be represented by vectors pointing in different directions, where the length of each vector is the magnitude of the corresponding bin, as illustrated in Figure 4.2. The final descriptor is formed by concatenating the magnitudes of the bins of all the orientation histograms in the $16 \times 16$ pixel region. Since there are $4 \times 4$ histograms, each containing 8 bins, the dimensionality of the descriptor is 128 [29].

4.2.3 PCA and LDA for Face Recognition

The PCA-based eigenfaces method, covered in Section 3.2.2, was one of the first successful face recognition techniques [63]. Although its performance has since been surpassed by more advanced approaches, PCA is still a relevant technique used in many modern face recognition systems. One of the limitations of PCA is that it does not use class labels, meaning that faces from the same identity and faces from different identities are treated in the same way. Hence, the transformation learnt by PCA is not necessarily discriminative for the task of recognising faces.

As discussed in Section 3.2.2, LDA is a similar approach to PCA but uses the class (identity) labels to find a projection that minimises the variation within classes while maximising the variation between classes, i.e., the identity labels are used to reduce intra-personal variations while increasing inter-personal variations. In this work, PCA+LDA transformations are used to avoid cases in which the within-class scatter matrix is not well estimated [72, 74, 75].

4.3 Proposed Method

4.3.1 Face Normalisation

The Viola-Jones object detector [197] is applied to detect the position of the face(s) in a given image. In order to perform face alignment, the CLNF landmark detector is used to locate a set of 68 landmarks in each face [194]. Once the landmarks have been located, the positions of the pupils (which are found at the intersecting point defined by the landmarks surrounding the eye sockets) are used to normalise the face images to a common scale ($128 \times 128$ pixels) and crop area, with the eyes located at fixed locations. Lastly, the image is converted to greyscale.

4.3.2 Face Representation

In the proposed method, face images are represented in two steps: firstly, a number of features are computed to extract relevant information that is more informative than the raw pixel values; secondly, the extracted features are transformed using subspace representation methods to create feature vectors that are more discriminative and, ideally, unique to each person.
Feature Extraction

Two different types of features are extracted from the face images in the proposed method: texture features and shape features.

Texture features are the most popular kind of features for face recognition. They can represent more information than shape features as they are directly computed from raw pixel values. Shape features are usually computed from landmark locations within a face image, which means that their reliability depends heavily on the accuracy of the landmark localisation algorithm. On the other hand, shape features can improve robustness in situations when the appearance of a face changes but not its geometry. For example, when comparing face images of the same person with and without facial hair, makeup, or glasses. In this work, shape features are fused with texture features for increased recognition accuracy.

Inspired by [198, 5], the texture features used in the proposed method consist of SIFT descriptors densely extracted from local patches in a face image. In particular, 64 SIFT descriptors are extracted from an 8 × 8 grid of fixed keypoints with a radius of 6 pixels, as shown in the top half of Figure 4.3.

The shape features used in the proposed method are Euclidean distances between pairs of landmarks. The distances are computed after normalising the face image so that the effect of scaling is removed. The total number of possible distances is given by \( \binom{n}{2} = \frac{n(n-1)}{2} \), where \( n \) is the total number of landmarks. As shown in the bottom half of Figure 4.3, 68 landmarks are used resulting in a total of 2,278 landmark distances.

Figure 4.3: Diagram illustrating the proposed face representation method. The numbers below each block indicate the number of dimensions after each processing step.
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Figure 4.4: Difference between features based on distances between pairs of landmarks and features based on landmark locations. The Euclidean distance between the highlighted landmarks is 100.60 and 101.41 in (a) and (b) respectively, i.e. the relative distance between the landmarks remains almost the same in both face images. On the other hand, the misalignment of the landmark in the right corner of the mouth between (a) and (b) is 20.52. This indicates that using distances between landmarks provides extra robustness to facial expressions compared to using landmark locations. (a) Neutral facial expression. (b) Smiling facial expression.

Other studies have considered the use of landmarks for face representation. For example, the use of landmark coordinates and distances between pairs of landmarks has been studied in [57]. Their ratio-based model is very similar to the approach adopted in this work. However, they made use of fewer landmark points and removed half of the distances due to the similarity between both sides of the face. In contrast, the approach adopted in this work uses all the possible landmark points to represent as much shape information as possible. On the other hand, their model based on landmark locations is less robust to facial expressions than a distance-based model, as illustrated in Figure 4.4.

Subspace Representation

As suggested in Section 4.2.3, the proposed method uses a common technique in face recognition wherein LDA is applied to the subspace obtained by first applying PCA to the input data. In this work, PCA+LDA projections are used to independently transform the space spanned by each SIFT descriptor and the space spanned by the shape features. Other studies [5, 199, 200] have used a random sampling technique [201] to reduce the dimensionality of very high-dimensional feature spaces (e.g. the space that would result from concatenating all the shape and texture features). However, independently applying PCA+LDA to lower dimensional spaces as proposed here has the advantage of eliminating the need of such random sampling techniques, which might otherwise accidentally remove highly discriminative features.

Using a PCA that retains 98% of the original variance, the 128-dimensional SIFT descriptors become (on average) 73-dimensional when the FRGC dataset is used for training (see Section 4.4.2), and the 2,278-dimensional vector representing the landmark distances becomes 40-dimensional. The
observed significant reduction in dimensionality of the shape features, notwithstanding the retention of 98% of the variance in the data, substantiates the notion that many distances between pairs of landmarks must be highly correlated as they are computed from landmarks being located close to each other.

The next step is to combine the shape and texture features. First, all the PCA+LDA projected texture features are concatenated resulting in a 4,670-dimensional vector \((64 \times 73)\) and normalised to unit \(L_2\)-norm. The PCA+LDA projected shape features are normalised in the same way prior to being concatenated with the texture features. The feature vector resulting from concatenating the shape and texture features is 4,710-dimensional (4,670 texture features and 40 shape features) and might contain redundant information. For this reason, another PCA+LDA transformation is performed to project the information contained in the concatenated texture and shape features onto a more discriminative feature space with even lower dimensionality. In this case a PCA retaining 90% of the variance is performed to reduce the dimensionality to 265 before applying LDA. A diagram describing the entire face representation step is depicted in Figure 4.3.

Another way of fusing multiple features such as texture and shape is to use score-level fusion, i.e. each feature is used in a separate algorithm and their scores are combined at the end of the process. However, feature-level fusion has the advantage of eliminating the need to optimise the fusion weighting. Liu and Wechsler [202] used a feature-level fusion method similar to the one proposed here. However, the input features in [202] are the raw image pixels and the landmark coordinates instead of the more informative features considered here.

**Face Matching**

In this work, the matching score between two feature vectors \(a\) and \(b\) is computed using the cosine similarity:

\[
\cos(a, b) = \frac{a \cdot b}{\|a\|\|b\|}
\]  

(4.2)

Typically, the operating point of a face recognition system is determined by a threshold \(t\) used to decide whether two face images match. This threshold defines the true acceptance rate and the false acceptance rate (TAR and FAR), and the true rejection rate and the false rejection rate (TRR and FRR). When analysing a conventional biometric system that operates with one threshold only, the verification accuracy is completely specified by the pair of error rates FAR and FRR, since \(TAR = 1 - FRR\) and \(TRR = 1 - FAR\). As shown in Figure 4.5a, with one threshold (i.e. one operating point), the FRR can be reduced arbitrarily at the expense of increasing the FAR and vice versa.

In order to alleviate the conflict between the FRR and the FAR, an approach that uses two thresholds (i.e. two operating points) is adopted here. In this approach, the higher threshold \(t_h\) controls the positive rates (TAR and FAR), whereas the lower threshold \(t_l\) controls the negative
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Figure 4.5: ROC curves showing the effect that modifying the threshold(s) has on the recognition rates. (a) One threshold. (b) Two thresholds. Observe how the introduction of a lower threshold $t_l$ allows to reduce the FRR at the expense of reducing the TRR and having comparisons in which the result is undetermined. In real applications this is often desirable, as the number of negative comparisons is usually much lower than the number of positive comparisons.

rates (TRR and FRR). A matching score in between the two thresholds would yield an undetermined result. As shown in Figure 4.5b, this approach allows both the FRR and the FAR to be reduced at the same time, as they are determined separately by two different thresholds. In real applications, it is often desirable to achieve very low error rates while it is acceptable to have a certain number of undetermined cases, which might be handled further in a specific way (e.g. by manual inspection). Therefore, the introduction of a second threshold represents a significant improvement in terms of the applicability of face verification in real scenarios.

4.4 Experiments

This section presents details about the protocol and the datasets adopted for the evaluation of the proposed method (Section 4.4.1), the subsets used for training (Section 4.4.2), and the evaluation results (Section 4.4.3).

4.4.1 Evaluation Protocols and Datasets

The proposed method has been evaluated following the protocol defined by NIST for its face recognition challenges [203]. In this protocol, all the images in a target set are compared to all the images
Two different datasets have been used for the evaluation. The BiometricID dataset is a proprietary dataset that contains face images scanned from ID documents (i.e. scanned images presenting artefacts such as watermarks, holograms, etc.) and the original digital face images obtained from the biometric chip of those ID documents (i.e. RFID images). For some subjects there are more than one scanned images (as the artefacts can vary from one scan to the next), and some others do not have any scanned or RFID image. In such cases, all the images are used to form additional positive or negative pairs. For example, if a subject only has one scanned image and no RFID image, the scanned image is compared against all the RFID images in the evaluation set to produce extra negative pairs. In total, the target set contains 4,802 RFID images and the query set 8,801 scanned images forming 6,029 positive pairs and 42,256,373 negative pairs.

The second dataset is the Good, the Bad and the Ugly public dataset [193], a challenging dataset used to evaluate the performance of face recognition methods on frontal images. The GBU dataset is divided into three partitions. The Good partition consists of face pairs easy to match, the Bad partition consists of face pairs with an average matching difficulty and the Ugly partition consists of face pairs difficult to match. The query and target sets of each partition contain 1,085 images from 437 subjects. The number of images per subject in each query and target set is the same in the three partitions. In total, there are 3,297 positive pairs and 1,179,928 negative pairs in each partition.

### 4.4.2 Training

Two different sets of images have been used to train the proposed method, one for each dataset evaluated in this work. One is a random subset of the BiometricID dataset for evaluation on the BiometricID dataset, and the other is a random subset of the FRGC dataset [204] for evaluation on the GBU dataset. Since the GBU dataset does not provide training images, the FRGC dataset is used for training, as both of them contain images that were collected by the University of Notre Dame under similar conditions.

The BiometricID training set contains 1,000 images from 500 subjects, with 2 images per subject, one RFID image and one scanned image. It is enough to use 2 images per subject since any additional sample available for a subject is simply a different scan of the face image printed on the ID document. The FGRC training set contains 5,320 images from 266 subjects, with 20 images per subject. Recognition of face images on the BiometricID dataset is considerably easier than recognition on the GBU dataset in the sense that the algorithm requires less training data to perform well on the BiometricID dataset. This is because for the face images in the BiometricID dataset, the PCA+LDA transformations only need to learn feature vectors to match two different versions of the same face image (RFID and scanned) and differentiate them from feature vectors extracted from face images of other subjects. On the other hand, the more general scenario presented by the
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Figure 4.6: ROC curves on the BiometricID dataset using the 4SF algorithm and the proposed algorithm.

Figure 4.7: ROC curves on the Good, Bad and Ugly partition of GBU dataset using the 4SF algorithm and the proposed algorithm.

GBU dataset requires similar feature vectors extracted from various, and sometimes dramatically different, face images of each subject in the dataset.

4.4.3 Results

The open source implementation of the 4SF algorithm described in [198] has been chosen as the baseline method for the performance evaluation in this work. The 4SF algorithm is a good example of a face recognition method that makes use of local texture descriptors and subspace representation. To focus the comparison on face recognition accuracy rather than on face detection accuracy, the same face alignment technique has been adopted in the two compared methods. For this reason, the 4SF algorithm was modified to use the CLNF landmark detector to locate the position of the eye pupils. Moreover, the 4SF algorithm was trained and evaluated using exactly the same images as
the proposed method.

As seen in the ROC curves obtained with the BiometricID dataset (Figure 4.6) and the GBU dataset (Figure 4.7), the proposed method outperforms the baseline in all cases. This implies that (i) the proposed combination of texture and shape features encodes more discriminative information than the texture features alone (at least when evaluating datasets that contain mainly frontal images), and (ii) the proposed PCA+LDA applied to multiple low dimensional spaces is a more effective dimensionality reduction strategy than the random sampling technique used in 4SF.

The results obtained on the GBU dataset provide a good example in which the use of two thresholds might be beneficial. For example, if only one threshold at FAR = 10^{-3} was used for the Proposed Good system in Figure 4.7, the FRR would be approximately 0.17. Instead, if a second threshold at FAR = 10^{-1} was added, the FRR would be reduced to below 0.1. The downside of adding a second threshold is having comparisons with an undetermined outcome whenever a similarity score falls between the two thresholds. However, in some applications this might be acceptable. For example, instead of replacing human decision-making entirely, this method could be used to let a face recognition algorithm handle the straightforward decisions while allowing humans to focus on the more ambiguous cases. In this way, the human workload can be reduced and the error rates can be kept relatively low.

4.5 Conclusions

This chapter presents a novel face recognition method tailored for a specific application scenario of face recognition that involves face images with added security features such as watermarks and holograms for the detection of forged ID documents.

Considering the similar face geometry across faces of the same subject, the proposed method fuses shape features with the commonly used texture features. The high dimensionality produced by the large number of shape and texture features has been reduced by using multiple PCA+LDA transformations. The proposed method has achieved high accuracy for the specific application scenario considered here. In addition, the robustness of the proposed method for more generic face recognition tasks has been confirmed by its performance on the GBU dataset. Furthermore, the proposed method offers a good balance between training and accuracy in the sense that there is no need to train using many thousands of images as is the case with the latest face recognition methods based on deep learning [134].

Finally, it has been shown how the applicability of any face recognition method in real scenarios can be benefited by the use of two thresholds to attain better control of face recognition rates at the expense of having comparisons in which the result is undetermined.

The major shortcoming of the face representation method presented in this chapter is its inability to perform well when dealing with non-frontal faces. This is because the texture and shape features
used in the proposed method are only reliable when the two face images being compared are perfectly aligned (the SIFT features must be computed at the same locations and the distances between landmarks must remain constant in both face images). Moreover, the chosen feature representation is not robust to other factors that are commonly seen in faces in-the-wild such as occlusions or strong changes in facial expression and lighting. The next chapter focuses on convolutional neural networks, which are more suitable for the recognition of these types of face images.
Chapter 5

Enhancing Convolutional Neural Networks for Face Recognition with Occlusion Maps and Batch Triplet Loss

As mentioned in Chapter 3, convolutional neural networks are the state-of-the-art technique for face recognition since they can learn highly robust features from large datasets of faces. This chapter presents two novel contributions to the task of unconstrained face recognition using convolutional neural networks. Firstly, the problem of face recognition with partial occlusions is considered and it is shown how current approaches might suffer significant performance degradation when dealing with this kind of face images. A simple method is proposed to find out which parts of the human face are more important to achieve a high recognition rate. That information is then used during training to force a convolutional neural network to learn discriminative features from all the face regions more equally, including those to which typical approaches tend to pay less attention. The accuracy of the proposed method when dealing with real-world occlusions is evaluated using the AR face database. Secondly, a novel loss function called batch triplet loss that improves the performance of the triplet loss is proposed. This is done by adding an extra term to the loss function to minimise the standard deviation of both positive and negative scores. Consistent improvement in the Labeled Faces in the Wild (LFW) benchmark is shown by applying both proposed adjustments to the convolutional neural network training.

This work was done between the second and the third year of this PhD project (2016 - 2017) and published as a journal article in 2018 [17]. Sections 5.1 and 5.2 of this chapter have been adapted
5.1 Introduction

Most of the recent research in the face recognition field has focused on unconstrained face recognition. As discussed in Section 3.2.5, CNN models have shown excellent performance on this task, as they are able to extract features that are robust to variations present in the training data (if enough samples containing these variations are provided). Nonetheless, this work shows how partial facial occlusions remain a problem for unconstrained face recognition. This is because most databases used for training do not present enough occluded faces for a CNN to learn how to deal with them. Common sources of occlusion include sunglasses, hats, scarves, hair, facial hair, or any object between the face and the camera. This is of particular relevance to applications where the subjects are not expected to be co-operative (e.g. security applications). One way of overcoming this problem is to train CNN models with datasets that contain more occluded faces. However, this task can be challenging because the main source of face images is usually the web, where labelled faces with occlusions are less abundant.

Bearing this in mind, this chapter proposes a novel data augmentation approach for generating occluded face images in a strategic manner. A technique similar to the occlusion sensitivity experiment proposed in [205] is used to identify the face regions from which a CNN extracts the most discriminative features. In the proposed method, the identified face regions are covered during training to force a CNN to extract discriminative features from the non-occluded face regions with the goal of reducing the model’s reliance on the identified face regions. The CNN models trained using this approach have demonstrated noticeable performance improvement on face images presenting real-world facial occlusions in the AR face database [206].

The combination of softmax loss and a metric learning loss (e.g. contrastive loss or triplet loss) has provided positive results when training CNN-based face recognition models, either by (i) jointly training with softmax loss and a metric learning loss [159]; or (ii) by first training with softmax loss and then fine-tuning the CNN model with a metric learning loss [11, 164, 165]. In this work, the latter approach is adopted and the triplet loss is used to optimise bottleneck features. The goal of the triplet loss, briefly covered in Section 3.2.5, is to separate positive scores (obtained when comparing pairs of faces belonging to the same subject) from negative scores (obtained when comparing pairs of faces belonging to different subjects) by a minimum margin. In this work, it is argued that training with this loss function can lead to undesired results. Thus, a novel formulation of the triplet loss function is proposed to alleviate this issue by also minimising the standard deviation of both positive and negative scores. Using the Labeled Faces in the Wild (LFW) benchmark, it is shown that the CNN models trained with the proposed loss function consistently outperform those trained with the
standard triplet loss function.

The remainder of this chapter is organised as follows. Section 5.2 provides a review of the related work, with a focus on face recognition with occlusion and triplet loss. Section 5.3 explains the method of improving recognition of partially occluded faces and the novel loss function. The experimental results are described in Section 5.4, and the conclusions are presented in Section 5.5.

5.2 Related Work

Recognition of faces with occlusions has been typically handled using two different types of methods, namely, (i) methods that extract local features from the non-occluded regions and (ii) methods that attempt to reconstruct the occluded regions.

In the first type of method, occluded regions are detected first and discarded from the set of local regions used to represent a face. For example, Gabor wavelet features, PCA and SVM were used in [207] to detect occluded regions and LBP descriptors were used to match non-occluded regions. In [208], eigen decomposition was used to generate a reformed image which was subtracted from the original occluded image to locate the occluded regions. Gabor wavelet features and PCA were used to extract features from the non-occluded regions. The method in [209] proposed the extraction of histograms of Gabor-LBP features from the entire image followed by SIFT keypoint matching to select which subregions should be taken into consideration.

Among the methods that attempt to reconstruct occluded regions, the sparse representation-based classification (SRC) proposed in [83] has received a lot of attention. This method attempts to represent an occluded test image by a linear combination of training images and an error term that accounts for the occluded region. More details about SRC and other methods derived from it are given in Section 3.2.2. The drawback of SRC-based methods is that the reconstruction can only be achieved for images of classes that appear in the training set.

Another method that has gained popularity in image reconstruction tasks such as image denoising and image inpainting is the denoising autoencoder [210, 211]. The idea is to train a model to learn a mapping between corrupted and clean images. Several approaches have used this idea to reconstruct occluded face images. For example, a stacked sparse denoising autoencoder [211] with two channels was proposed in [212] to discard noise activations in the encoder network and achieve better image reconstructions. Another related method was proposed in [213]. They used a novel mapping-autoencoder for occlusion detection and an iterative stacked denoising autoencoder for image reconstruction. More recently, [214] proposed to use LSTM autoencoders with two channels to reconstruct faces in the wild. In this method, one autoencoder channel reconstructs the image and the other detects an occlusion mask that is used to replace the occluded region in the original image with the reconstructed pixels. The quality of the final output was further enhanced by introducing an adversarial discriminator.
As discussed in Section 3.2.5, the triplet loss has become one of the most popular training objectives for face verification [137, 11, 215, 164, 165]. Google’s FaceNet [137] was the first CNN-based method to use a triplet loss for face recognition. The authors of [137] proposed a novel online triplet sampling strategy that achieves faster convergence by selecting triplets of increasing difficulty during training. The triplet loss has been subsequently used to fine-tune CNNs pre-trained with softmax loss with good results [11, 215, 164, 165]. The triplet loss has also been used in other image similarity tasks such as ranking images [216, 217, 218] and learning local image descriptors [219, 220].

5.3 Proposed Methods

The CNN architecture used in this work is the same as the one proposed in [10], which has demonstrated the ability to achieve high accuracy on the LFW benchmark while maintaining low computational complexity. This CNN architecture is similar to that used in [147] but comprises only ten convolutional layers and one fully-connected layer. The input to this CNN is a greyscale $100 \times 100$ image aligned using a simple 2D affine transformation. More details about this CNN architecture can be found in [10].

As a first training stage, the proposed method adopts the approach of training a classifier wherein the CNN produces a vector of scores $s$ for each class $j$, which is passed to a softmax function to calculate the probability $p$ of the correct class $y$:

$$p = \frac{e^{s_y}}{\sum_j e^{s_j}} \tag{5.1}$$

The total loss of the CNN is defined as the average cross-entropy loss for each training sample $i$:

$$L = -\sum_i^n \log p_i \tag{5.2}$$

where $n$ is the number of samples in a batch of training samples.

In order to use the trained CNN classification model to compare face images that are not present in the training set, the classification layer (i.e. the layer producing the scores $s$) is discarded and the features from the previous layer are used as bottleneck features. These bottleneck features can directly be used as the feature vector representing a face or can be further optimised as described in Section 5.3.2. In this work, the cosine similarity is adopted to compare pairs of feature vectors to get a similarity score that indicates the likelihood of two face images belonging to the same identity.

Such a CNN classification model is trained using the CASIA-WebFace database [10]. This database contains 494,414 face images of 10,575 different celebrities gathered from the Internet. 10% of the images are randomly selected to be used as validation images and the rest are used as training images. This CNN model is considered as the baseline for performance comparison in this
work and referred to it henceforth as model A.

5.3.1 Occlusions Maps

As shown in [205], it is possible to use visualisation techniques to gain insight into the behaviour of CNN models after they have been trained. To solve the facial occlusion challenge, the face regions a CNN model relies on the most are first identified, as the goal is to avoid this reliance. Using a classification model, one way of visualising these regions is by observing how a correct class score fluctuates when different face regions are occluded. A similar type of occlusion sensitivity experiment has been conducted in [205] in the context of object recognition. In this work, by occluding a face image for which a CNN model predicts the correct class, a binary occlusion map $O_I$ is generated to indicate whether placing an occluder at a particular spatial location in the image $I$ would cause the model to predict an incorrect class. More formally, a binary occlusion map $O_I$ is defined as follows:

$$
O_{i,j}^I = \begin{cases} 
0, & \text{if } \hat{y}_{i,j} = y \\
1, & \text{otherwise}
\end{cases}
$$

(5.3)

where $\hat{y}_{i,j}$ is the predicted class when the centre of an occluder is placed at the location $(i, j)$ of the image $I$, and $y$ is the correct class for the image $I$.

By using aligned face images, a generic occlusion map $O$ can be constructed by simply averaging the binary occlusion maps of a set of face images. Each value of an occlusion map $O_{i,j}$ corresponds to the classification error incurred by a model when an occluder is placed at the location $(i, j)$ in all the images used to generate $O$. For convenience, face regions that present high classification error are referred to henceforth as high effect regions (as these are the regions in which the model relies on the most). By contrast, face regions that present low classification error are referred to henceforth as low effect regions. These high and low effect regions correspond to the bright and dark areas in the occlusion maps shown in Figure 5.1 respectively.

Considering the 100 × 100 face images used as input to the proposed model, experiments with occluders of three different sizes are performed. In particular, the following occluders are used: (i) a square occluder of 20 × 20 pixels that can cover small regions such as one eye, the nose or the mouth as shown in Figure 5.1a; (ii) a rectangular occluder of 20 × 40 pixels that can cover wider regions such as both eyes simultaneously as shown in Figure 5.1d; and (iii) a larger square occluder of 40 × 40 pixels that can cover several face regions simultaneously as shown in Figure 5.1g. The occlusion maps generated with the 20 × 20, 20 × 40 and 40 × 40 occluders are denoted by $O_{20\times20}$, $O_{20\times40}$ and $O_{40\times40}$ respectively. Figures 5.1b, 5.1e and 5.1h show an example of these occlusion maps generated with model A using 1,000 images from the validation set.

According to Figures 5.1c, 5.1f and 5.1i, the central part of the face is one of the highest effect regions. This might be due to the presence of non-frontal face images in the training set. Since the
central part of the face is typically visible in both frontal and non-frontal face images, the model learns more discriminative features from this area compared to the outer parts of the face, which might not be visible in non-frontal face images. Simply put, the model is trained with fewer face images in which the outer parts of the face are visible, therefore, it relies more heavily on the central part of the face. This behaviour can be reversed by training with more face images that present occlusions located in high effect regions (central part of the face), as this will force the model to learn more discriminative features from low effect regions (outer parts of the face).

One way of achieving this is by augmenting the training set with face images that present occlusions located at random locations. To do this, occluded training images can be generated during training by overlaying the original training images with a randomly located occluder. However, to favour occlusions in high effect regions, the training set is augmented with face images that present occlusions located in high effect regions more frequently than in low effect regions. For this reason,
the location of the occluder is sampled from a probability distribution $P$ generated by applying the softmax function with the temperature parameter $t$ to an occlusion map $O$:

$$P_{i,j} = \frac{e^{O_{i,j}}}{\sum_{n,m} e^{O_{n,m}}}$$

(5.4)

With high temperatures, all locations have the same probability. With low temperatures, locations in high effect regions are assigned a higher probability.

As shown in Figure 5.2, occluders of random intensities (or random colours if the model input were colour images) that present different types of random noise (salt-and-pepper, speckle and Gaussian noise) are used. This is important because if the face is always covered by the same type of occluder, the CNN would only learn features that are robust against that particular type of occlusion. For example, if a black patch is always used to occlude faces during training, the CNN model would perform well when the face is occluded by a black patch, but not when it is occluded by a patch of a different intensity.

This training procedure produces two desired outcomes, namely, (i) the training set is augmented with variations not present in the original data, and (ii) the occluder has a regulariser effect, helping the CNN to learn features from all face regions equally. Both of these increase the generalisation capability of the model and prevent overfitting. Section 5.4 provides experimental results, with both occluded and non-occluded face images, to validate these claims.

### 5.3.2 Batch Triplet Loss

In order to make the bottleneck features generalise better to classes not present in the training set, model A is fine-tuned using a triplet loss function. This training objective is also used in other similar works [11, 215, 164, 165]. However, in this work, the bottleneck features are fine-tuned directly instead of learning a linear projection from them. It could be argued that the CNN model could be trained from scratch using a triplet loss function, as proposed in [137]. But, according to
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Figure 5.3: Example triplet from the CASIA-WebFace dataset. (a) Before triplet training. (b) After triplet training.

the experiments performed in this work, training with softmax loss offers faster convergence than training with a triplet loss when a reasonable number of samples per class are available and the number of classes is not very large.

To form a triplet, an anchor image, a positive image and a negative image are needed. The anchor and the positive images belong to the same class and the negative image belongs to a different class. Denoting the output vector of the CNN model as \( z \) (these are the bottleneck features in the proposed model), the output features for a particular triplet \( i \) can be represented as \((z^a_i, z^p_i, z^n_i)\), denoting the output features for the anchor, positive and negative images respectively. The goal of a triplet loss function is to make the distance between \( z^a_i \) and \( z^n_i \) (i.e. images from different classes) larger than the distance between \( z^a_i \) and \( z^p_i \) (i.e. images from the same class) by at least a minimum margin \( \alpha \). Figure 5.3 shows a visual representation of a triplet before and after training. In this work, the following is considered as the standard triplet loss function:

\[
L = \sum_i N \max(0, \|z^a_i - z^p_i\|^2 - \|z^a_i - z^n_i\|^2 + \alpha) \tag{5.5}
\]

Alternative versions of the standard triplet loss can be defined with distance metrics other than the squared Euclidean distance. For example, the dot product is used as the similarity measure in [164]. A more general form can be written as:

\[
L = \sum_i N \max(0, d(z^a_i, z^p_i) - d(z^a_i, z^n_i) + \alpha) \tag{5.6}
\]

where \( d(a, b) \) is any function that gives a score indicating distance between two feature vectors. As seen in Equation 5.6, only triplets that violate the margin condition \( d(z^a_i, z^p_i) + \alpha > d(z^a_i, z^n_i) \)
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Figure 5.4: (a) Distribution of positive and negative scores after training a CNN classification model. (b) Distribution of positive and negative scores after fine-tuning the same CNN model with the standard triplet loss. Observe how even though the triplet training has been able to further separate the mean values of the two distributions, there is more overlapping between them, causing more false positives and/or false negatives produce a loss greater than zero and therefore contribute to the model’s convergence. To increase the training efficiency, the online triplet sampling strategy proposed in [137] is adopted to select such triplets and only use them during training. Taking this into consideration, Equation 5.6 can be rewritten as:

\[ L = \mu_{ap} - \mu_{an} + \alpha \]  

(5.7)

where \( \mu_{ap} \) and \( \mu_{an} \) are the mean values of the distribution of positive and negative scores respectively.

From Equation 5.7 it can be seen that the loss becomes zero whenever \( \mu_{an} \) is equal to \( \mu_{ap} \) plus the margin \( \alpha \). In other words, the triplet loss tries to separate the mean values of the distribution of positive scores \( \mu_{ap} \) from the mean value of the distribution of negative scores \( \mu_{an} \) by a minimum margin \( \alpha \).

A problem with the standard triplet loss is that, in general, separating the mean values of the two score distributions does not ensure that the model performs well in a verification task. Figure 5.4 shows how a CNN model that has been fine-tuned with the standard triplet loss is able to further separate the mean values of the two score distributions but does not produce a better accuracy. This is because there might be more overlapping between the two distributions, causing more false positives and/or false negatives. A solution to this problem is to also minimise the standard deviation of each score distribution. The proposed loss function is inspired by the concept of decidability, proposed in [221] as a way of measuring the achievable accuracy of a verification system regardless of the selected threshold or operating point. A possible measure of decidability is defined as follows [221]:
where $\sigma^2_{ap}$ and $\sigma^2_{an}$ are the variances of the distributions of positive and negative scores respectively.

Equation 5.8 implies that a higher decidability $d$ is achieved by increasing the difference between the mean values of the two score distributions while decreasing both of their variances. Although it would be possible to use the inverse of Equation 5.8 as the training objective, in practice, using the margin parameter $\alpha$ leads to a better separation between the two score score distributions. For this reason, the proposed loss function is constructed by adding a new term to Equation 5.7 that accounts for the variance in the two score distributions:

\[
L = (1 - \beta) (\mu_{ap} - \mu_{an} + \alpha) + \beta (\sigma^2_{ap} + \sigma^2_{an})
\]  

(5.9)

where $\beta$ is a parameter that balances the contribution of the two terms. In particular, at $\beta = 1$, the term that accounts for the difference between the mean values of each score distribution vanishes and only the term that accounts for the variances of the score distributions has an effect. The opposite happens when $\beta = 0$.

An advantage of adding this new term to the triplet loss function is that even if a triplet does not violate the margin condition, the loss will usually be greater than zero since the term that accounts for the variances of the score distributions is non-zero. Even though this means that adopting an online triplet sampling strategy is not strictly needed, a faster convergence was observed in the experiments when using it. Concurrent to this work, a similar loss function has been proposed in [220] to learn local image descriptors. However, [220] does not make use of online triplet sampling.

Note that the loss function in Equation 5.9 cannot be expressed as the average loss for each training image since the variances need to be computed with more than one sample. Ideally, large enough batches of images need to be used during training so that the variance estimation is more accurate. For this reason, this work refers to this form of triplet loss as batch triplet loss. Section 5.4.2, shows the improved accuracy when using the proposed batch triplet loss function compared to the standard triplet loss function.

5.4 Experiments

This section provides experimental results for the two contributions presented in this work. In Section 5.4.1, different CNN models trained with occluded training images as described in Section 5.3.1 are evaluated. The CASIA-WebFace database [10] is used to evaluate the performance on face images that present artificial occlusions and the AR face database [206] is used to evaluate the performance on face images that present real-world occlusions. Section 5.4.2 shows the experimental results on the LFW [88] benchmark using the CNN models evaluated in Section 5.4.1 and their fine-tuned
### 5.4.1 Performance on Occluded Faces

Section 5.3.1 described a training procedure for increasing the CNN model classification accuracy on occluded faces by using a probability distribution \( P \) to augment the training set with occluded training images. This section will start by comparing the performance of two different training schemes. The first training scheme comprises fine-tuning the baseline model A, described in Section 5.3, with occluded training images generated by sampling the occluder locations from a probability distribution \( P \). The probability distribution \( P \) is obtained by applying Equation 5.4 to an occlusion map \( O \) of a particular size. Each occlusion map \( O \) was generated with model A using a subset of 1,000 images from the CASIA-WebFace validation set, as described in Section 5.3.1. By contrast, the second training scheme comprises fine-tuning model A with occluded training images generated by sampling the occluder locations from a standard normal distribution. The goal of training with these two training schemes is to assess the benefits of training CNN models with images overlaid by strategically located occluders as opposed to randomly located occluders.

Several CNN models are trained in this manner, one for each of the occluder sizes shown in Figure 5.1. The temperature value \( t \) in Equation 5.4 was empirically set to 0.25, 0.4 and 0.6 with \( O_{20\times20} \), \( O_{20\times40} \) and \( O_{40\times40} \) respectively. The size of the occluder used to generate the occluded training images is added to the name of each fine-tuned model. Additionally, if the model was trained following the second training scheme, an R is added to the model name. For example, model A fine-tuned with occluded training images overlaid by an occluder of 20 × 20 pixels becomes \( A_{20\times20} \) if the locations of the occluder are sampled from \( P \) (first training scheme) and \( A_{20\times20R} \) if the locations of the occluder are sampled from a standard normal distribution (second training scheme).

The accuracy of these fine-tuned CNN models is evaluated by generating occlusion maps \( O \) with them (one for each of the occluder sizes). Since an occlusion map indicates the classification error incurred by a model at each spatial location, the mean classification accuracy can be easily

<table>
<thead>
<tr>
<th>Model</th>
<th>( O_{20\times20} )</th>
<th>( O_{20\times40} )</th>
<th>( O_{40\times40} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>92.9% ± 10.99</td>
<td>86.18% ± 18.51</td>
<td>76.19% ± 27.89</td>
</tr>
<tr>
<td>( A_{20\times20} )</td>
<td>97.69% ± 2.62</td>
<td>95.1% ± 5.64</td>
<td>88.9% ± 14.13</td>
</tr>
<tr>
<td>( A_{20\times20R} )</td>
<td>97.12% ± 3.55</td>
<td>93.98% ± 7.39</td>
<td>86.93% ± 16.98</td>
</tr>
<tr>
<td>( A_{20\times40} )</td>
<td>97.75% ± 2.42</td>
<td>95.85% ± 4.03</td>
<td>90.64% ± 10.88</td>
</tr>
<tr>
<td>( A_{20\times40R} )</td>
<td>98.62% ± 2.9</td>
<td>95.45% ± 5.12</td>
<td>89.54% ± 13.29</td>
</tr>
<tr>
<td>( A_{40\times40} )</td>
<td>98.37% ± 1.7</td>
<td>96.8% ± 3.16</td>
<td>93.47% ± 6.94</td>
</tr>
<tr>
<td>( A_{40\times40R} )</td>
<td>98.31% ± 2.29</td>
<td>96.52% ± 4.14</td>
<td>92.61% ± 9.13</td>
</tr>
</tbody>
</table>

Table 5.1: Mean classification accuracy and standard deviation of each occlusion map \( O \) generated by different CNN models.
CHAPTER 5. ENHANCING CONVOLUTIONAL NEURAL NETWORKS FOR FACE RECOGNITION WITH OCCLUSION MAPS AND BATCH TRIPLET LOSS

Figure 5.5: Example images from the AR database. In each subfigure, the highlighted image on the top left is the reference image (target image) used to compare against the other three images (query images). (a) Non-occluded. (b) Wearing sunglasses. (c) Wearing scarf.

calculated as $1 - \sum_{i,j} O_{i,j}$. Table 5.1 shows the mean classification accuracy and standard deviation for each occlusion map generated with each fine-tuned model. For each model in Table 5.1, the three occlusion maps $O_{20\times20}$, $O_{20\times40}$ and $O_{40\times40}$ are generated using a subset of 1,000 images from the CASIA-WebFace validation set in such a way that all the selected images can be correctly classified by the model if no occluder is used. For example, to generate $O_{20\times20}$, $O_{20\times40}$ and $O_{40\times40}$ with model $A_{20\times20}$, a subset of 1,000 images that were classified correctly by model $A_{20\times20}$ was used. To avoid any bias in the results, a different subset of 1,000 images was selected to generate the occlusion maps used to compute the results shown in Table 5.1 and to generate the probability distribution $P$ used when training each model. In other words, it was avoided testing the models using the same images that were (indirectly) incorporated in the training stage by the use of $P$. Observe that not only all the models fine-tuned with occluded training images achieve a higher classification accuracy than model A but their standard deviations are considerably smaller. This indicates that the performance of the fine-tuned models is much less affected by the location of the occluder, i.e. the models are able to extract discriminant features from all the face regions more equally, regardless of the location of the occluder. Moreover, the results in Table 5.1 show the better performance of the models trained with occluded training images overlaid by strategically located occluders compared to those trained with occluded training images overlaid by randomly located occluders.

Since the goal is to improve the accuracy when dealing with real-world occlusions, the performance of the CNN models has been further evaluated on the AR face database [206]. The AR face database contains 4,000 face images of 126 different subjects with different facial expressions, illumination conditions and occlusions. Out of these, only faces with different illumination conditions and occlusions are used. The different illumination conditions correspond to face images with a light on the left side, right side or both. The occluded face images consist of people wearing either sunglasses or a scarf. Three different evaluations are carried out. In each evaluation, non-occluded
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Figure 5.6: AR database ROC curves (a) Non-occluded. (b) Wearing sunglasses. (c) Wearing scarf.

faces are compared against (i) other non-occluded faces, (ii) faces occluded by a pair of sunglasses, and (iii) faces occluded by a scarf. Figure 5.5 shows examples of each type of image used in the three evaluations.

As shown by the resulting ROC curves in Figures 5.6a to 5.6c, the performance of the models trained with occluded training images consistently outperform the baseline model A, particularly at low FAR. Note that the performance does not seem to be greatly affected by the occluder size. The ROC curve for the evaluation of non-occluded faces (Figure 5.6a) shows that model $A_{40 \times 40}$ performs slightly worse than models $A_{20 \times 20}$ and $A_{20 \times 40}$, perhaps because the large occluder used during training makes the model rely on fewer features. As a consequence, the model performs worse when presented with non-occluded faces in which all the face regions are visible and contain useful features. In contrast, model $A_{20 \times 20}$ performs worse than the other two when presented with faces occluded by a pair of sunglasses (Figure 5.6b) or a scarf (Figure 5.6c). This might be because the occluder used during training is too small to simulate these types of occlusions.

Observe that, even though model $A_{40 \times 40}$ achieved the best classification accuracy when evaluated on face images that present artificial occlusions (Table 5.1), the results on the AR face database differ because the evaluation involves comparing pairs of occluded and non-occluded face images instead of only classifying occluded face images. For this reason, the models need to perform well not only when presented with occluded face images but also with non-occluded face images. It seems that using a medium-sized occluder like the one used to train model $A_{20 \times 40}$ offers the best performance when taking into account the three different evaluations, as it avoids the problems encountered with small occluders (not being able to simulate large occlusions like sunglasses and scarves) and large occluders (worse performance when presented with non-occluded faces). Note that these experiments were not repeated with the models trained using the second training scheme described earlier, as their performance was already shown to be inferior.
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Figure 5.7: Example pairs from the LFW benchmark. (a) Positive pairs. (b) Negative pairs.

5.4.2 Performance on the LFW benchmark

In this subsection, another approach to training is adopted by fine-tuning model A using the standard triplet loss and the batch triplet loss described in Section 5.3.2. This is done by discarding the classification layer, normalising the features of the previous layer (bottleneck features) using the $L_2$-norm and fine-tuning all the CNN layers with one of the two loss functions. The CNN model fine-tuned with the standard triplet loss function is referred to henceforth as model B, and the CNN model fine-tuned with the batch triplet loss function is referred to henceforth as model C. The parameter $\alpha$ is set to 0.5 when using any of these training objectives and the parameter $\beta$ is set to 0.7 when training with the batch triplet loss function. The values for both $\alpha$ and $\beta$ were obtained empirically.

Additionally, these CNN models were also trained with occluded training images. Similar to the notation followed in Section 5.4.1, the size of the occluder used during training is appended to the model name. In this case, these models were trained by fine-tuning a model that had already been trained with occluded training images instead of fine-tuning model A. The locations of the occluders were sampled from the same probability distributions $P$ that were used in Section 5.4.1. For example, to train model $B_{20\times40}$, model $A_{20\times40}$ (and not model A) was fine-tuned with occluded training images overlaid by an occluder of $20 \times 40$ placed at locations sampled from the same probability distribution $P$ that was used to train $A_{20\times40}$.

The models are evaluated on the LFW dataset following the unrestricted, labeled outside data protocol [222] (i.e. the protocol that allows training with data that is not part of the LFW dataset).
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<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>97.33% ± 0.71</td>
</tr>
<tr>
<td>B</td>
<td>97.73% ± 0.76</td>
</tr>
<tr>
<td>C</td>
<td>98.12% ± 0.65</td>
</tr>
<tr>
<td>A_{20\times20}</td>
<td>97.4% ± 0.71</td>
</tr>
<tr>
<td>B_{20\times20}</td>
<td>97.85% ± 0.69</td>
</tr>
<tr>
<td>C_{20\times20}</td>
<td>98.35% ± 0.73</td>
</tr>
<tr>
<td>A_{20\times40}</td>
<td>97.68% ± 0.83</td>
</tr>
<tr>
<td>B_{20\times40}</td>
<td>97.79% ± 0.82</td>
</tr>
<tr>
<td>C_{20\times40}</td>
<td>98.42% ± 0.68</td>
</tr>
<tr>
<td>A_{40\times40}</td>
<td>97.18% ± 0.63</td>
</tr>
<tr>
<td>B_{40\times40}</td>
<td>97.5% ± 0.57</td>
</tr>
<tr>
<td>C_{40\times40}</td>
<td>98.16% ± 0.64</td>
</tr>
</tbody>
</table>

Table 5.2: Mean classification accuracy and standard deviation of different CNN models evaluated following the LFW unrestricted, labeled outside data protocol.

The LFW protocol divides the test set in ten splits. The classification accuracy on each test split is calculated by counting the number of correct positive and negative pairs given a certain threshold. For each test split, the threshold that gives the highest amount of correct classifications in the other nine splits was selected. The final reported value is the mean classification accuracy and the standard deviation calculated from the ten test splits. Note that most of the face images in the LFW dataset are not occluded. Therefore, a performance improvement as large as that seen in the experiments with occluded faces in Section 5.4.1 is not expected. Figure 5.7 shows examples of positive and negative pairs of face images from the LFW benchmark.

The evaluation presented here does not compare against other similar works since the results obtained when evaluating CNN-based methods is highly dependent on training data and CNN architecture, which are not the focus of this work. Instead, the results in Table 5.2 show the improvements made by the contributions presented in this chapter with respect to the baseline model A. As shown in Table 5.2, all the CNN models fine-tuned with the batch triplet loss outperform the CNN models trained with the standard triplet loss, validating the usefulness of the proposed approach. Moreover, consistent with the results shown in Figure 5.6, the CNN models trained with the $20 \times 40$ occluder are the best performers.

5.5 Conclusions

This work has investigated which parts of the human face have the highest impact on face recognition accuracy. The proposed occlusion maps are a good way of visualising these regions and, at the same time, provide useful information about a classification model’s performance on faces that present
artificial occlusions. According to the experimental results, even a state-of-the-art CNN-based face recognition model fails to maintain its high performance when these face regions are occluded (e.g. by a pair of sunglasses or a scarf). It has been demonstrated how these occlusion maps can be used during the training procedure to augment the training set with face images that present artificial occlusions. These artificial occlusions are strategically positioned in locations where the performance of a CNN model trained in a conventional way is most sensitive. By training with these augmented training sets, CNN models that are more robust to face occlusions are obtained. As shown in the experimental results, the proposed method has shown consistent performance improvement on face images that present artificial or real-world occlusions and on face images that do not present any occlusions.

Additionally, the problem of learning features for a verification task using metric learning has been revisited. The widely used triplet loss has been extended by adding a new term that minimises the standard deviation of the distributions of positive and negative scores. In the experiments on the LFW benchmark, the proposed batch triplet loss has consistently achieved better results than the standard triplet loss. Finally, the experimental results have confirmed that the best CNN models result from a combination of the two proposed approaches, regardless of whether the face images are occluded or not.

Since the development of the methods proposed in this chapter, several models based on generative adversarial networks have been proposed for facial attribute editing [170, 172, 173, 175, 174]. These methods could be used to generate photo-realistic occlusions instead of the simple artificial occluders used in this work. Regarding the second contribution, even though the recently proposed methods based on softmax loss with margin [151, 154, 155, 156] have emerged as the leading approach for training CNN-based face recognition models, it has been shown that their performance can still benefit from metric learning methods such as the triplet loss [156].

The next chapter follows-up on the idea of data augmentation for face recognition. However, instead of generating simple modifications of existing face images as proposed here, a generative model is used to generate photo-realistic face images of both existing subjects in a dataset and new subjects.
Chapter 6

Generating Photo-Realistic Training Data to Improve Face Recognition Accuracy

This chapter investigates the feasibility of using synthetic data to augment face datasets. In particular, a novel generative adversarial network (GAN) that can disentangle identity-related attributes from non-identity-related attributes is proposed. This is done by training an embedding network that maps discrete identity labels to an identity latent space that follows a simple prior distribution, and training a GAN conditioned on samples from that distribution. The proposed GAN can be used to augment face datasets by generating both synthetic images of subjects in the training set and synthetic images of new subjects not in the training set. By using recent advances in GAN training, it is shown that the synthetic images generated by the proposed model are photo-realistic, and that training with augmented datasets can indeed increase the accuracy of face recognition models as compared to models trained with real images alone.

This work was done during the last year of this PhD project (2018) and will serve as the basis for another academic publication.

6.1 Introduction

Image synthesis is a widely studied topic in computer vision. In particular, face image synthesis has gained a lot of attention because of its diverse practical applications. These include facial image editing [169, 223, 170, 171, 185, 184, 174, 176, 177], face de-identification [224, 225, 226, 227],

\footnote{An online preprint is available as *Generating Photo-Realistic Training Data to Improve Face Recognition Accuracy*, arXiv preprint arXiv:1811.00112, 2018.}
face recognition (e.g. data augmentation [228, 229, 230, 231, 232, 233, 234] and face frontalisation [235, 236, 53, 237, 238, 183, 182]) and artistic applications (e.g. video games and advertisements).

This work focuses on the applicability of face image synthesis for data augmentation. It is widely known that training data is one of the most important factors that affect the accuracy of deep learning models. The datasets used for training need to be large and contain sufficient variation to allow the resulting models to learn features that generalise well to unseen samples. In the case of face recognition, the datasets must contain many different subjects, as well as many different images per subject. The first requirement enables a model to learn inter-class discriminative features that can generalise to subjects not in the training set. The second requirement enables a model to learn features that are robust to intra-class variations. Even though there are several public large-scale datasets [9, 10, 11, 12, 13, 14, 15] that can be used to train CNN-based face recognition models, these datasets are nowhere near the size or quality of commercial datasets. For example, the largest publicly available dataset contains about 10M images of 100K different subjects [12], whereas Google’s FaceNet [137] was trained with a private dataset containing between 100M and 200M face images of about 8M different subjects. Another issue is the presence of long-tail distributions in some publicly available datasets, i.e. datasets in which there are many subjects with very few images. Such unbalanced datasets can make the training process difficult and result in models that achieve lower accuracy than those trained with smaller but balanced datasets [232, 145].

In addition, some publicly available datasets (e.g. [12]) contain many mislabelled samples that can decrease face recognition accuracy if not discarded from the training set. Since collecting large-scale, good quality face datasets is a very expensive and labour-intensive task, this work proposes a method for generating photo-realistic face images that can be used to effectively increase the depth (number of images per subject) and width (number of subjects) of existing face datasets.

An approach that has recently gained popularity for augmenting face datasets is the use of 3D morphable models [239]. In this approach, new faces of existing subjects can be synthesized by fitting a 3D morphable model to existing images and modifying a variety of parameters to generate new poses and expressions [228, 231, 232, 234]. It is also possible to generate images with other variations using this approach. For example, [234] incorporated a reflectance model to generate images under different lighting conditions; and [233] randomly sampled 3D face shapes and colours to generate faces of new subjects. The main drawback of methods based on 3D morphable models is that the generated images often look unnatural and lack the level of detail found in real images. Another recent approach based on blending small triangular regions from different training images was proposed in [229]. Although this method seemed to produce photo-realistic faces, the authors limited their work to frontal face images. In contrast, the proposed approach makes use of generative adversarial networks (GANs) [49], which have recently been shown to produce photo-realistic in-the-wild images often indistinguishable from real images [240]. Another advantage of using GANs is that they are end-to-end trainable models that do not require any domain-specific processing, as
opposed to methods based on 3D modelling or face triangulation.

Many methods based on GANs have been proposed for manipulating attributes of existing face images, including age [223, 185, 184], facial expressions [223, 174, 179, 180], and other attributes such as hairstyle, glasses, makeup, facial hair, skin colour or gender [169, 170, 171, 174, 176, 177, 172, 173, 178]. While these methods can be used to increase the depth of a dataset, it remains unclear how to increase the width of a dataset, i.e. how to generate faces of new subjects. The proposed GAN is able to generate faces from a latent representation \( z \) that has two gaussian distributed components \( z_{id} \) and \( z_{nid} \) encoding identity-related attributes and non-identity-related attributes respectively. In this way, face images of new subjects can be generated by fixing the identity component \( z_{id} \) and varying the non-identity component \( z_{nid} \). The method most closely related to this work is the *semantically decomposed GAN* (SD-GAN) proposed in [181]. However, in contrast with SD-GAN, the proposed method also supports the generation of face images of subjects that exist in the training set. In other words, the proposed method can increase both the width and the depth of a given face dataset. Furthermore, the proposed GAN is arguably simpler to implement than SD-GAN and easier to incorporate into other GAN architectures.

To demonstrate the efficacy of the proposed method, several CNN-based face recognition models were trained with different combinations of real and synthetic data. In most cases, the models trained with a combination of real and synthetic data outperformed the models trained with real data alone.

The rest of this chapter is organised as follows. Section 6.2 provides a review of related GAN methods. Section 6.3 explains each part of the proposed GAN and the loss functions used for training. Section 6.4 discusses the experimental results, both in terms of the quality of the synthetic images generated by the proposed GAN and the accuracy achieved by datasets augmented with the synthetic images. Finally, the conclusions are presented in Section 6.5.

### 6.2 Related Work

The literature on face image synthesis is very extensive. This section focuses on GAN methods related to the method proposed in this work. For a recent survey on different face image synthesis methods (including GANs) see [241].

As explained in Section 2.3.3, GANs generate data by sampling from a probability distribution \( p_{model} \) that is trained to match a true data generating distribution \( p_{data} \). This is done by mapping a vector of random latent variables \( z \sim p_z \) to a sample \( G(z) \) through a generator network \( G \), where \( p_z \) is a prior distribution that can be easily sampled (e.g. Gaussian or uniform). The generator is trained to fool a discriminator network \( D \) that tries to determine whether a sample is real or generated (i.e. synthetic). Thus, the generator and discriminator are trained with opposing optimisation objectives. While the discriminator is trained to maximise the probability of correctly classifying both real and
generated samples, the generator is trained to minimise the probability that the generated samples are classified as such. Formally, the standard GAN optimisation objective can be expressed as follows

\[ \min_G \max_D \mathbb{E}_{x \sim p_{\text{data}}} [\log D(x)] + \mathbb{E}_{z \sim p_z} [\log(1 - D(G(z)))] \] (6.1)

As training progresses, the discriminator gets better at distinguishing real from generated samples and the generator gets better at producing realistic samples that can fool the discriminator. The training is considered completed when the generator and the discriminator reach an equilibrium, i.e. when the generator and the discriminator stop improving. In practice, since GANs rarely reach an equilibrium, it is common to simply stop the training process whenever there is no noticeable improvement in the visual quality of the generated samples.

The training of GANs is often unstable and can lead to the mode collapse problem (this happens when the generator maps different values of \( z \) to the same output sample [242]). Although some works have proposed heuristics that reduce this effect [243, 244], a full understanding of the training dynamics of GANs remains an open research question. Based on the idea that optimising the training objective in Equation 6.1 can be interpreted as minimising the Jensen-Shannon divergence between the true data generating distribution \( p_{\text{data}} \) and the model distribution \( p_{\text{model}} \) [49], the authors of [52] proposed a novel training objective for GANs that minimises the Wasserstein distance instead of the Jensen-Shannon divergence. This GAN variation, which was named the Wasserstein GAN (WGAN), was shown to be more stable and to reduce the mode collapse problem [52]. An improved formulation of this approach [245] is considered one of the current state-of-the-art techniques for training GANs.

Many works on GANs have adopted a family of architectures known as deep convolutional GANs (DCGANs) [243]. DCGANs follow a set of guidelines that were proposed for stable training and good image quality. More recently, [240] proposed a new methodology for training GANs that consist of progressively growing both the spatial resolution of real and generated images and the number of layers of the discriminator and generator networks (PGGAN). In this manner, the training is very stable at the start since low-resolution images are easier to generate than high-resolution images due to their lower dimensionality and hence diversity. As training progresses, and the resolution of the images is increased, the generator gradually learns to generate images with finer detail. In contrast, standard GANs that are tasked with learning high-resolution images from the outset are typically more unstable. Using the PGGAN approach together with several proposed heuristics, the authors of [240] were able to generate impressive photo-realistic 1024 \times 1024 images with a 5.4 \times speedup factor with respect to the standard GAN training approach. The proposed GAN uses this approach since it was the state-of-the-art for face image generation at the time this work was done.

Conditional versions of GANs allow the generation of samples with specific attributes. The first conditional GAN was introduced in [246] and consisted of feeding a label \( y \) encoding some attribute(s) of the data to both the generator and the discriminator. Using this approach, the input
to the generator can be constructed by concatenating the vector of latent variables $z$ with the label $y$. Likewise, the input to the discriminator can be constructed by combining the input image $x$ and the label $y$ (for example, by upscaling $y$ and appending it as an additional channel to $x$). Several applications based on this idea have been proposed, such as facial attribute editing [170, 173], facial expression manipulation [180] and face ageing [185, 184]. An alternative type of conditional GAN called auxiliary classifier GAN (AC-GAN) was proposed in [247]. Instead of feeding the label $y$ to the discriminator, AC-GANs use an auxiliary classifier in the discriminator that is tasked with predicting the label $y$ that has been fed to the generator. AC-GANs have also been successfully used for various applications, including facial attribute editing [178], face frontalisation [183] and multi-domain image-to-image translation [174]. Moreover, the use of an auxiliary classifier to predict $y$ was shown in [248, 244] to improve image quality even when $y$ was not fed to the generator.

In the case of face image synthesis, conditional GANs can generate images of subjects existing in the training set by considering the identity of a subject as an attribute $y$. However, this approach does not allow generation of samples of new subjects. The SD-GAN method proposed in [181] is the only work that has attempted to solve this task. SD-GANs split the vector of latent variables $z$ into two components $z_I$ and $z_O$ encoding identity-related attributes and non-identity-related attributes respectively. SD-GANs are trained with pairs of real images from the same subject and pairs of images generated with the same identity-related attributes $z_I$ but different non-identity-related attributes $z_O$. The discriminator learns to reject pairs of images when either they do not look photo-realistic or when they do not appear to belong to the same subject. Once the training is completed, since the latent variables $z_I$ are forced to encode identity-related attributes, images of new subjects can be generated by feeding the generator with random $z_I$ samples. Although SD-GANs have a similar goal to the proposed GAN, they cannot generate images of subjects in the training set. The proposed GAN can generate images of subjects in the training set and uses a simpler architecture that does not need to be trained with pairs of images.

An approach related to conditional GANs is the InfoGAN model proposed in [249]. The goal of an InfoGAN is to disentangle data attributes in an unsupervised way. This is done by maximising the mutual information [250] between a subset $c$ of the latent variables $z$ and the generated image $G(z)$. InfoGANs can be implemented with an auxiliary network in the discriminator that is trained to predict $c$. As shown in [249], this method ensures that the latent variables $c$ encode meaningful data attributes that are not lost during the generation process. The proposed GAN incorporates elements of both conditional GANs and InfoGANs to disentangle identity-related attributes from non-identity-related attributes.
6.3 Proposed Method

In this section, the choice of GAN architecture and type of conditional GAN is first explained, and then the proposed modifications to disentangle identity-related attributes from non-identity-related attributes.

6.3.1 Conditional PGGAN

In this work, the same architecture and training method proposed in the PGGAN work [240] were used and modified as needed (the open-source code released by the authors was used and the default training settings were kept unless otherwise stated). The training starts by generating $4 \times 4$ images. The number of layers in the generator and discriminator is then gradually increased from 1 to 11 (each time the resolution is doubled, two convolutional layers are added) until $128 \times 128$ images are generated. Higher resolution images are not generated because the network that is used for face recognition in the experiments takes $100 \times 100$ images as input. Following [240], instead of using the standard GAN objective shown in Equation 6.1, the WGAN training objective [245] is used:

$$\min_G \max_{D \in \mathcal{D}} \mathbb{E}_{x \sim p_{data}} [D(x)] - \mathbb{E}_{z \sim p_z} [D(G(z))]$$  \hspace{1cm} (6.2)$$

where $\mathcal{D}$ is the set of 1-Lipschitz functions (for a full derivation of Equation 6.2 see [52]). When posed as a minimisation problem and adding a gradient penalty that enforces the Lipschitz constraint (the gradient of 1-Lipschitz functions are bounded to 1), the WGAN loss [245] becomes:

$$L_{img} = \mathbb{E}_{z \sim p_z} [D(G(z))] - \mathbb{E}_{x \sim p_{data}} [D(x)] + \lambda \mathbb{E}_{\tilde{x} \sim p_{\tilde{x}}} [||\nabla_{\tilde{x}} D(\tilde{x})||_2 - 1]^2]$$  \hspace{1cm} (6.3)$$

where $p_{\tilde{x}}$ is a distribution of samples interpolated from generated samples $G(z)$ and real samples $x$, and $\lambda$ is a weight controlling the contribution of the gradient penalty to the loss. Following [245], the value of $\lambda$ is set to 10.

To make this model conditional, the AC-GAN method is used, i.e. the generator is conditioned on identity labels $y$ and an auxiliary network $D_c$ in the discriminator $D$ is trained to predict $y$. Since the identity labels $y$ are categorical, $D_c$ is trained as a classifier with cross-entropy loss:

$$L_c = -\mathbb{E}_{z \sim p_z, y \sim p_y} [\log D_c(G(z \mid y))] - \mathbb{E}_{x \sim p_{data}} [\log D_c(x)]$$  \hspace{1cm} (6.4)$$

Note that the generator is also trained to minimise this loss function so that the identity labels $y$ are not ignored during the generation process.
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6.3.2 Identity Latent Space

The model described in Section 6.3.1 can generate images of subjects with identities $y$ existing in the training set. However, it is not possible to generate images of subjects with new identities. For this reason, the use of an embedding network $E$ is proposed to map the discrete identity labels $y$ to a vector of latent variables $E(y)$. Since the goal is to learn a continuous latent space of identities that can be sampled from, $E(y)$ is trained to follow a simple prior distribution $p_{z_{id}}$ such as the Gaussian distribution used in this work. This can be done by using another discriminator $D_{z_{id}}$ that is trained to match the posterior distribution defined by $E(y)$ to the Gaussian prior distribution $p_{z_{id}}$ using adversarial training, as proposed in [251]. To incorporate the identity latent space into the conditional PGGAN model from Section 6.3.1, the generator network $G$ is conditioned on the latent representation of the labels, i.e. $G(z \mid E(y))$. A diagram of the proposed GAN is shown in Figure 6.1. The aforementioned modifications to the standard AC-GAN architecture are shown on the left side of Figure 6.1.

The embedding network $E$ is trained to learn a stochastic mapping with Gaussian noise rather than a deterministic mapping. This is because in the deterministic case, $E$ can only use the stochasticity of the identity labels in the training set (which is fixed and typically very limited) to map the posterior distribution defined by $E(y)$ to the Gaussian prior distribution $p_{z_{id}}$. Therefore, a deterministic mapping might not yield a smooth posterior distribution. In contrast, the additional randomness introduced by Gaussian noise in the stochastic mapping can alleviate this issue. With a stochastic mapping, the output of the embedding network $E$ is a vector of means and variances that is used to produce samples that must be indistinguishable from samples from the Gaussian prior distribution $p_{z_{id}}$. In order to allow backpropagation through the sampling operation, the reparametrization trick proposed in [48] is used.

To train the embedding network $E$ and the discriminator network $D_{z_{id}}$, the WGAN loss is used:

$$L_c = E_{y \sim p_y}[D_{z_{id}}(E(y))] - E_{z_{id} \sim p_{z_{id}}}[D_{z_{id}}(z_{id})] + \lambda_c E_{\tilde{y} \sim p_{\tilde{y}}}[\|\nabla_{\tilde{y}}D_{z_{id}}(\tilde{y})\|_2^2 - 1]^2$$ (6.5)

where, in this case, $p_{\tilde{y}}$ is a distribution of samples interpolated from the latent representation of the labels $E(y)$ and Gaussian samples $z_{id}$. In a similar manner to Equation 6.3, $\lambda_c$ is set to 10.

6.3.3 Mutual Information Loss

In the experiments, it was observed that the increased dimensionality of $z_{id}$ with respect to the discrete labels $y$ might cause some or all of the non-identity-related attributes to be encoded by $z_{id}$ instead of $z_{nid}$. For this reason, $z_{nid}$ was forced to encode meaningful non-identity-related attributes by using a mutual information loss, as proposed in [249]. As mentioned in Section 6.2, this can be achieved through an auxiliary network $D_{mi}$ in the discriminator $D$ that is trained to predict $c \subset z_{nid}$. Since there is no prior knowledge about the latent variables $c$, they are treated as
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Figure 6.1: Proposed GAN model.

continuous variables and $D_{mi}$ is trained as a regressor using minimum squared error (MSE):

$$L_{mi} = \mathbb{E}_{z_{nid} \sim p_{z_{nid}}, y \sim p_y} [\|c - D_{mi}(G(z_{nid} | E(y)))\|_2^2]$$

(6.6)

Balancing the mutual information loss from Equation 6.6 and the cross-entropy loss from Equation 6.4 is key to disentangling identity-related attributes from non-identity-related attributes.

6.3.4 Proposed GAN

Referring to Figure 6.1, it should be noted that, in practice, the auxiliary networks $D_c$ and $D_{mi}$ share all layers with the discriminator $D$. Hence, the last layer of $D$ is split into three components that are trained with different loss functions (adversarial loss $L_{img}$ for the real/generated classifier, cross-entropy loss $L_c$ for the identity classifier and MSE loss $L_{mi}$ for the non-identity-related attributes regressor). The architectures of the generator $G$ and the discriminator $D$ are the same as those in PGGAN [240]. The embedding network $E$ contains an embedding layer that maps the discrete identity labels $y$ to real-valued vectors, followed by two fully-connected layers. The discriminator network $D_{z_{id}}$ contains three fully-connected layers. Both the dimensionality of the latent variables $z_{id}$ encoding the identity-related attributes and the dimensionality of the latent variables $z_{nid}$ encoding the non-identity-related attributes are fixed to 64. In the experiments, no major difference was observed when making $c$ a subset of $z_{nid}$ or simply making $c$ equal to $z_{nid}$. For simplicity, the latter option was adopted.

The proposed GAN is trained with the following overall loss:

$$L = L_{img} + \alpha L_c + \beta L_e + \gamma L_{mi}$$

(6.7)

where $\alpha$, $\beta$ and $\gamma$ are weights controlling the contributions of $L_c$, $L_e$ and $L_{mi}$ to the loss relative to the contribution of $L_{img}$. Note that Equation 6.7 is the loss used when training the discriminators $D$ and $D_{z_{id}}$. The generator $G$ and the embedding network $E$ are trained with the same loss as Equation 6.7 except that the adversarial losses $L_{img}$ and $L_e$ have a negative sign. After extensive experimentation,
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Figure 6.2: Generation of images of subjects $y$ in the training set with identity-related attributes $E(y)$ and random non-identity-related attributes $z_{nid}$.

Figure 6.3: Generation of images of new subjects with random identity-related-attributes $z_{id}$ and random non-identity-related attributes $z_{nid}$.

the values $\alpha = 1$, $\beta = 1$ and $\gamma = 50$ were set. These weights are highly dependent on the specific architecture used in this work and should be tuned as necessary for different architectures.

Once the model is trained, multiple images of the same subject can be generated by feeding the generator with a fixed vector of identity-related attributes and different vectors of non-identity-related attributes. The model allows generation of images of subjects in the training set by feeding the generator with the latent representation of their labels $E(y)$ obtained by mapping $y$ through $E$, as shown in Figure 6.2. Since $E(y)$ is trained to follow a Gaussian distribution $p_{z_{id}}$, the generator can also be fed with a random sample $z_{id}$ to generate images of new subjects, as shown in Figure 6.3.

6.4 Experiments

In this section, a qualitative analysis of the synthetic images generated by the proposed GAN is first provided. Next, the feasibility of augmenting face datasets with synthetic images, both in terms of width and depth, is explored. The augmented datasets are used to train CNN-based face recognition models (henceforth referred to as discriminative models) to determine whether they achieve a higher accuracy than models trained with real images alone.

The discriminative models used in this work consist of a popular CNN architecture based on residual blocks that has been used in other face recognition works [150, 153, 152]. The network is trained with softmax loss and optimised using stochastic gradient descent with momentum. The initial learning rate is set to 0.01 and decreased during training whenever the accuracy on the validation set stops improving. The input to the network are $100 \times 100$ RGB images. When training with datasets augmented with synthetic images it was ensured that on each training batch the number of real and synthetic images is roughly the same.
Three different subsets of the curated version of the VGGFace dataset [11] are used to train the discriminative models. The number of subjects and images of each subset is specified in Table 6.1. This dataset was selected because it contains a good number of images per subject, which helps the training of the proposed GAN. Moreover, the curated version does not contain mislabelled samples that might decrease the performance of the model.

6.4.1 Qualitative Analysis of Generated Images

The proposed GAN is first trained using the VGGFace\textsuperscript{large} dataset. Figure 6.4 shows synthetic images of subjects in the training set generated by the trained model using the method shown in Figure 6.2. The identity-related attributes $E(y)$ have been fixed for each row and the non-identity-related attributes $z_{nid}$ have been fixed for each column. The highlighted images in the first column are real images from the training set. Note how many of the synthetic images are as photo-realistic as the real images shown in the first column of Figure 6.4. Figure 6.5 shows synthetic images of new subjects generated by the trained model using the method shown in Figure 6.3. As in Figure 6.4, the identity-related attributes $z_{id}$ have been fixed for each row and the non-identity-related attributes $z_{nid}$ have been fixed for each column. Note how in both Figures 6.4 and 6.5, the images in each row appear to belong to the same subject since the identity-related attributes have been fixed. In contrast, the images in each column display common attributes that do not affect the identity of the subjects (e.g. head pose, facial expression and background) since the non-identity-related attributes have been fixed. From this it can be concluded that the proposed GAN is able to effectively disentangle identity-related attributes from non-identity-related attributes.

To test whether the proposed method can generate images of subjects not present in the training set, it was ensured that the synthetic images of new subjects indeed display identities that do not exist in the training set. Figures 6.6a to 6.6c show a comparison between synthetic images of three new subjects (shown in the top row of each of Figures 6.6a to 6.6c) and synthetic images of their most similar subject in the training set (shown in the bottom row of each of Figures 6.6a to 6.6c). These figures were created by measuring the average image difference between synthetic images of each new subject in Figures 6.6a to 6.6c and synthetic images of their most similar subject in the training set (shown in the bottom row of each of Figures 6.6a to 6.6c). These figures were created by measuring the average image difference between synthetic images of each new subject in Figures 6.6a to 6.6c and synthetic images of each subject in the training set. Since only the identity of the subjects needed to be compared, an average over image differences between synthetic images generated with the same non-identity-related attributes $z_{nid}$ was done, as observed

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of subjects</th>
<th>Number of images</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGFace\textsuperscript{large}</td>
<td>2558</td>
<td>734,665</td>
</tr>
<tr>
<td>VGGFace\textsuperscript{medium}</td>
<td>800</td>
<td>227,466</td>
</tr>
<tr>
<td>VGGFace\textsuperscript{small}</td>
<td>200</td>
<td>58,952</td>
</tr>
</tbody>
</table>
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Figure 6.4: Synthetic images of subjects in the training set generated by the proposed GAN using the method shown in Figure 6.2. The identity related attributes have been fixed for each row and the non-identity related attributes have been fixed for each column. Note that the highlighted images in the first column are real images from the training set.

in the columns of each pair of rows in Figures 6.6a to 6.6c. It can be seen how even though the synthetic images of new subjects look similar to the synthetic images of their most similar subject in the training set, it is possible to visually differentiate them as two different identities. Hence, it can be concluded that the proposed GAN is able to successfully generate images of subjects not present in the training set.

It can also be shown how the model has not overfit the training images by applying linear interpolation between two random vectors of identity-related attributes $z_{id}$ and two random vectors of non-identity-related attributes $z_{nid}$. Figure 6.7 shows how the transition between synthetic images generated from interpolated vectors is smooth and visually consistent with what would be expected from mixing attributes of two face images. This suggests that the model is able to generate images with enough diversity and it is not just learning to replicate the training images.

6.4.2 Augmenting Datasets with Synthetic Images

In order to evaluate the quality of datasets augmented with synthetic images, several discriminative models were trained with different combinations of real and synthetic images and evaluated against models trained with real images alone. Each augmented dataset is created by adding synthetic images to one of the VGGFace subsets shown in Table 6.1. The synthetic images are generated
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Figure 6.5: Synthetic images of new subjects generated by the proposed GAN using the method shown in Figure 6.3. The identity related attributes have been fixed for each row and the non-identity related attributes have been fixed for each column.

using the proposed GAN trained with the same dataset that was going to be augmented. For example, to augment VGGFace\textsuperscript{small}, synthetic images generated by the proposed GAN trained with VGGFace\textsuperscript{small} are added to it. In this way, it can realistically be assessed whether the performance of a discriminative model can be improved by augmenting its training set using the proposed method. All the discriminative models are evaluated using the IJB-A dataset [252]. In particular, the verification protocol described in [252] is used and the true acceptance rate when the false acceptance rate is fixed to 0.01 is reported. The IJB-A dataset was chosen for evaluation because it contains challenging images that do not overlap with any of the subjects in the VGGFace dataset.

Table 6.2 shows the accuracy of models trained with depth-augmented datasets, i.e. datasets augmented by increasing the number of images per subject with synthetic images. For each subject

Table 6.2: Accuracy of discriminative models trained with depth-augmented datasets. The reported accuracy corresponds to the TAR@FAR=0.01 obtained when evaluating the models on the IJB-A dataset.

<table>
<thead>
<tr>
<th>Training set</th>
<th>Number of synthetic images per subject</th>
<th>0</th>
<th>250</th>
<th>500</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGFace\textsuperscript{large}</td>
<td>67.58%</td>
<td>66.65%</td>
<td>69.02%</td>
<td>67.74%</td>
<td></td>
</tr>
<tr>
<td>VGGFace\textsuperscript{medium}</td>
<td>50.32%</td>
<td>52.25%</td>
<td>52.54%</td>
<td>51.97%</td>
<td></td>
</tr>
<tr>
<td>VGGFace\textsuperscript{small}</td>
<td>30.64%</td>
<td>33.30%</td>
<td>35.15%</td>
<td>32.95%</td>
<td></td>
</tr>
</tbody>
</table>
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Figure 6.6: Comparison between synthetic images of new subjects and synthetic images of their most similar subject in the training set. The top row of each of (a), (b), (c) contains synthetic images of a new subject and the bottom row of each of (a), (b), (c) contains synthetic images of their most similar subject in the training set. Note that the non-identity-related attributes only vary across the rows of (a), (b), (c) to restrict the comparison to the identity of the subjects.

in the training set multiple synthetic images were generated by fixing the vector of identity-related attributes $E(y)$ and randomly sampling different vectors of non-identity-related attributes $z_{nid}$. It can be seen how, in general, the accuracy of the models trained with depth-augmented datasets increases with respect to the models trained without synthetic images. In particular, maximum accuracy improvements of $+1.44\%$, $+2.22\%$ and $+4.51\%$ were obtained when adding 500 synthetic images per subject to the VGGFace$^{\text{large}}$, VGGFace$^{\text{medium}}$ and VGGFace$^{\text{small}}$ datasets respectively. These results are consistent with the intuition that adding synthetic images to smaller datasets should result in greater improvement than adding them to larger datasets which contain more real images. The results shown in Table 6.2 also suggest that there is an optimal balance between the number of real and synthetic images per subject in a given dataset. Indeed, adding 1,000 synthetic images per subject to the VGGFace$^{\text{large}}$, VGGFace$^{\text{medium}}$ and VGGFace$^{\text{small}}$ datasets resulted in
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Figure 6.7: Synthetic images generated by interpolating between two random vectors of identity related attributes $z_{id}^a$, $z_{id}^b$ and two random vectors of non-identity related attributes $z_{nid}^a$, $z_{nid}^b$.

lower accuracy than adding 500 synthetic images per subject since the proportion of real images per subject becomes smaller. Table 6.3 shows the accuracy of models trained with width-augmented datasets, i.e. datasets augmented by increasing the number of subjects with synthetic images of new subjects. For each new subject, 500 synthetic images are generated (since this was the best number of synthetic images per subject obtained in Table 6.2) by fixing a randomly sampled vector of identity-related attributes $z_{id}$ and randomly sampling different vectors of non-identity-related attributes $z_{nid}$. Again, improvement is observed in most cases. In particular, a maximum accuracy improvement of +1.19% was obtained when adding 1,500 synthetic subjects to the VGGFace$^{\text{large}}$ dataset; and +4.23% and +8.42% when adding 1,000 synthetic subjects to the VGGFace$^{\text{medium}}$

Table 6.3: Accuracy of discriminative models trained with width-augmented datasets. The reported accuracy corresponds to the TAR@FAR=0.01 obtained when evaluating the models on the IJB-A dataset.

<table>
<thead>
<tr>
<th>Training set</th>
<th>Number of synthetic subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>VGGFace$^{\text{large}}$</td>
<td>67.58%</td>
</tr>
<tr>
<td>VGGFace$^{\text{medium}}$</td>
<td>50.32%</td>
</tr>
<tr>
<td>VGGFace$^{\text{small}}$</td>
<td>30.64%</td>
</tr>
</tbody>
</table>
and VGGFace\textsubscript{small} datasets respectively. In this case, it can also be observed that adding synthetic images to the VGGFace\textsubscript{large} dataset does not significantly change the recognition accuracy. This can be explained by the fact that this dataset already contains a large number of real subjects. In contrast, a large improvement is observed when increasing the number of synthetic subjects in the VGGFace\textsubscript{medium} and VGGFace\textsubscript{small} datasets, as the number of real subjects in neither of these datasets is very large. It can also be observed that there seems to be an optimal balance between the number of real and synthetic subjects in a given dataset. Indeed, as shown in Table 6.3, adding 1,500 synthetic subjects to the VGGFace\textsubscript{medium} and VGGFace\textsubscript{small} does not result in higher accuracy than adding 1,000 synthetic subjects since the proportion of real subjects becomes smaller. Note that in the case of the VGGFace\textsubscript{large} dataset, more synthetic subjects can be added since there is still a good balance between real and synthetic subjects. However, as mentioned earlier, this dataset already contains a large number of real subjects. Hence, it is expected that no significant improvement in recognition accuracy will be obtained by adding more synthetic subjects.

Looking at the results shown in Tables 6.2 and 6.3, it can be concluded that augmenting datasets with synthetic images is mainly beneficial for small and medium datasets. Moreover, the accuracy improvement obtained when training with width-augmented and depth-augmented datasets is relative to the number of subjects and number of images per subject of each augmented dataset. For example, the VGGFace\textsubscript{small} dataset contains 200 subjects and an average of 295 images per subject. Thus, it is reasonable that the accuracy is improved by a larger margin when adding synthetic images of new subjects (+8.42\%) than when adding synthetic images of existing subjects (+4.51\%).

6.5 Conclusions

This chapter has studied the feasibility of augmenting face datasets with photo-realistic synthetic images. In particular, a new type of conditional GAN that can generate photo-realistic face images from two latent vectors encoding identity-related attributes and non-identity-related attributes respectively has been presented. By fixing the latent vector of identity-related attributes and varying the latent vector of non-identity-related attributes, the proposed GAN can generate images of subjects with fixed identities but different attributes, such as facial expression and head pose. The introduction of an embedding network to map discrete identity labels to a continuous latent space of identities enables the generation of both images of subjects in the training set and images of new subjects not in the training set. The experiments have shown the effectiveness of the disentangled representation and the high visual quality of the generated images. To demonstrate the benefit of augmenting datasets with the proposed method, several CNN-based face recognition models with different combinations of real and synthetic images were trained. In most cases, the discriminative models trained with a combination of real and synthetic images have outperformed the discriminative models trained with real images alone. According to the experimental results, the proposed
method is particularly effective when augmenting datasets with a moderate number of subjects and/or images per subject.

Compared to other face image synthesis methods explicitly designed to generate face images, the proposed method is more generic and can be used to generate any kind of images. Moreover, by only adding a few simple modifications to the standard AC-GAN architecture, the proposed method can be easily extended. For example, the proposed GAN could be extended to control the non-identity-related attributes explicitly by conditioning the GAN on specific attributes. This would allow face datasets to be augmented in a tailored manner, e.g. by adding synthetic images of subjects with sunglasses, facial hair, different ages, etc. Hopefully, this and other ideas derived from this work will contribute to the development of new data augmentation techniques.
Chapter 7

Conclusions

This thesis has presented several methods to improve the accuracy of face recognition algorithms in real-world applications.

First, Chapter 4 introduced a novel traditional face recognition method based on a combination of hand-engineered features and subspace representation techniques. This method was applied to the task of comparing face images printed on ID documents to face images stored in the biometric chip of such documents. By training with a very small dataset with only 1,000 images of 500 subjects, the proposed method achieved very high accuracy on this task. A second evaluation performed on a more generic face dataset confirmed the efficacy of the proposed method when dealing with frontal face images. This work showed that traditional face recognition methods can still be relevant in situations in which training data and/or computational resources are limited. In Chapter 4, it was also shown the benefits of using two operating points instead of one when providing the algorithm’s final verification decision. This simple modification can be incorporated into any face verification system to better control the error rates at the expense of having cases in which the result is undetermined (which can be handled by human operators, for example).

Next, the recognition of faces in-the-wild using convolutional neural networks was considered. In particular, Chapter 5 proposed a method to improve the performance of CNN-based face recognition methods when dealing with facial occlusions. The proposed approach consisted of artificially occluding the face regions that are most sensitive to occlusions during training. This method was shown to not only improve the performance when dealing with faces with occlusions but also with faces without occlusions. Chapter 5 also proposed a new metric learning loss function that improves the performance of the commonly used triplet loss function. Fine-tuning models with this loss function was shown to further improve face recognition accuracy. This work showed that the performance of CNN-based face recognition models can be improved without collecting more training data.

Finally, Chapter 6 investigated the feasibility of using synthetic data to improve the performance of CNN-based face recognition models. More specifically, a generative model that allows the
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generation of both face images of existing subjects in a training set and face images of new sub-
jects was proposed. By using the latest techniques in generative adversarial networks, the proposed
method was able to generate photo-realistic images often indistinguishable from real images. It was
demonstrated how the accuracy of CNN-based face recognition models can be improved by training
with datasets augmented with synthetic face images generated by the proposed method. This work
showed that the generation of synthetic training data is a promising alternative to the expensive
and laborious task of collecting real training data.

Face recognition has followed the same transition as many other computer vision applications.
Traditional methods based on hand-engineered features that provided state-of-the-art accuracy only
a few years ago have been replaced by methods based on deep learning, provided that enough
training data and computational resources are available. This has raised the issue of collecting good
quality, large-scale datasets, which in many cases is a very challenging task. It is clear then that new
 techniques must be developed to reduce the need for such datasets. Achieving this will require the
development of new neural networks architectures, loss functions and data augmentation techniques.
It is worth noting that these trends are not unique to face recognition. In particular, the search for
better neural network architectures has given rise to a family of methods known as AutoML\textsuperscript{1} that use
machine learning techniques to find more efficient neural network architectures; and unsupervised
and semi-supervised learning methods are a very active area of research that aim to provide an
alternative to the expensive supervised learning paradigm that currently dominates the real-world
applicability of deep learning. Both of these will directly contribute to the development of face
recognition models that require less data and computational resources to be trained and deployed.

Looking back at the work presented in this thesis, some future work can be proposed. The
generative model proposed in Chapter 6 could be extended to generate face images with controllable
attributes such as age, occlusion, head pose, illumination, etc. This could be achieved by conditioning
the generative model with extra labels representing the presence of each of those attributes. Having
such a generative model would allow the extension of the idea presented in Chapter 5. In particular,
an analysis similar to the occlusion sensitivity experiment done in Chapter 5 could be done for each
of the face attributes separately, and the generative model could then be used to generate photo-
realistic face images with those attributes as required. For example, a sensitivity analysis for age
variation could be done by simply testing the model with face images of subjects of different ages.
Then, during training, the generative model could be used to generate face images of subjects of the
most sensitive ages more frequently than the least sensitive ages. This idea could be further extended
to work dynamically so that a sensitivity analysis for each attribute is periodically performed during
training using the partially trained model. In this way, face images with the most sensitive attributes
could be generated and added to the training set until the next time the sensitivity analysis for each
attribute is performed. This kind of smart data augmentation scheme would allow training face

\textsuperscript{1}A list of papers related to AutoML approaches can be found online at \url{https://www.automl.org/automl/literature-on-neural-architecture-search/}
recognition models with datasets that dynamically become more balanced and diverse when needed. Another possible improvement related to this thesis would be to combine the batch triplet loss presented in Chapter 5 with one of the softmax losses with margin discussed at the end of Chapter 3. This could be achieved by either training with both losses (at the same time or alternating them during training) or by first training using softmax loss with margin and then fine-tuning with batch triplet loss, similar to the approach followed in Chapter 5.

Overall, the progress made in face recognition research in the last few years has been unprecedented, as evidenced by the widely adoption of face recognition technology by many business and organisations. State-of-the-art algorithms are now used in many real-world applications and are no longer seen as purely academic achievements. As shown in this thesis, many challenges arise when dealing with the in-the-wild face images that are typically found in real-world applications. It is expected that tackling these challenges will allow face recognition algorithms to surpass human-level accuracy in the near future. Hopefully, the methods developed in this thesis will contribute towards that goal.
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