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Abstract—One novel design considering two practical application constraints based on the interleaved subarray architecture is proposed to achieve multi-beam multiplexing for arbitrary directions to serve corresponding users. One is an equal magnitude constraint imposed on the analogue coefficients so that beamforming can be achieved by pure phase shifters after the normalisation of magnitudes; the other one is a robust constraint against steering vector errors. Designed examples are provided to verify the effectiveness of the proposed method.
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I. INTRODUCTION

The hybrid beamforming structure has been a widely recognised solution for the implementation of massive MIMO and mmWave communications in 5G [1]–[11], where the analogue beamforming technique [12] and the digital beamforming technique are combined together.

One representative hybrid beamforming structure is the sub-aperture based hybrid beamformer [3], [5], [13]–[15], and there are mainly two types of them: the localised subarray architecture and the interleaved subarray architecture [16]–[20]. Recently, a hybrid beamforming method which involves multiplexing multiple user beams was proposed [21]–[23]. One particular feature of the method is that, the number of analogue coefficients is the same as the number of antennas, independent of the number of beams generated, while the number of subarrays is the same as the number of beams.

In this work, we extend the work in [23] by considering two practical constraints. One is that the analogue coefficient of each antenna may only change its phase after the normalisation of magnitudes so that a uniform fixed-magnitude coefficient is applied to each of the received analogue signals. This will reduce the implementation complexity of the analogue beamformer significantly [24]–[30], because only phase shifts are needed to steer the multiple beams to different directions. The second constraint is related to the robustness of the system against different perturbations, such as antenna location and response errors and the mutual coupling effect [31]–[34]. To improve the robustness of the designed beamformer, a norm-bounded error is introduced to the steering vector of the array and a corresponding constraint is placed on the overall design process. With the constraint, the difference between the desired and real beam responses generated by this robust beamformer can be controlled below an acceptable level.

Different from the traditional design for a single beam pattern with multiple main beam directions, the real challenge here is to design a common set of analogue coefficients generating independent multiple beams with each beam used by one user only, while simultaneously meeting the two required constraints. Again unlike the traditional case, which is often convex, the new problem is non-convex and a novel solution has been proposed to solve it effectively following an iterative optimisation approach.

For the remaining part, a review of the interleaved subarray architecture is presented in Sec. II. The proposed design is given in Sec. III. Design examples are provided in Sec. IV and conclusions are drawn in Sec. V.

II. THE INTERLEAVED SUBARRAY ARCHITECTURE

The considered interleaved subarray structure based on an N-element uniform linear array (ULA) is shown in Fig. 1, where the adjacent antenna spacing is d. Suppose the N elements of the ULA are split into M interleaved subarrays. Then, each subarray consists of $N_a = N/M$ antennas with an adjacent antenna spacing $d_m = Md$. The phase shift between adjacent subarrays is $e^{j2\pi\frac{m}{M}d\sin\theta}$, where the direction of angle $\theta$ is measured from the broadside of the array.

The steering vector of the m-th subarray in the interleaved subarray architecture is given by

$$s_m(\theta) = [e^{j2\pi\frac{1}{2}\sin\theta}, e^{j2\pi\frac{1}{2}M(N_a-1)}\sin\theta, \ldots, e^{j2\pi(m+M(N_a-1))\frac{1}{2}\sin\theta}]^T,$$

where $[\cdot]^T$ is the transpose operation with $m \in \{0, 1, \cdots, M-1\}$. The beam response generated by the m-th subarray is

$$P_m(\theta) = w_m^H s_m(\theta),$$

where $[\cdot]^H$ is the Hermitian transpose and $w_m$ denotes the analogue coefficients for the m-th subarray, given by

$$w_m = [w_{m,0}, w_{m,1}, \cdots, w_{m,N_a-1}]^T.$$
Similar to the work in [23], a general digital coding technique to design X beams is adopted, whose coefficients for the x-th designed beam \( x \in \{0,1, \cdots, X-1\} \) are given by
\[
w_{D,x} = [a_{x,0}, a_{x,1}, \cdots, a_{x,M-1}],
\] (4)
where \( a_{x,m} (m \in \{0,1,\cdots,M-1\}) \) are MX digital coefficients to be determined later. So the designed beam pattern for the x-th beam in a vector form is
\[
P_{\varphi_x}(\theta) = \sum_{m=0}^{M-1} a_{x,m}^* p_m(\theta) = \sum_{m=0}^{M-1} a_{x,m}^* w_{H}^{M} s_{m}(\theta),
\] (5)
where * denotes the conjugate operation and the sum of the sidelobe responses for the X beams is given by
\[
E_s = \sum_{x=0}^{X-1} \sum_{\theta \in \Theta_s} |P_{\varphi_x}(\theta)|^2 = \sum_{x=0}^{X-1} \sum_{\theta \in \Theta_s} \left| \sum_{m=0}^{M-1} a_{x,m}^* w_{H}^{M} s_{m}(\theta) \right|^2,
\] (6)
where \( \Theta_s \) is the sidelobe region for the x-th beam.

Although the proposed method can be applied to arbitrary number of user beams, it is difficult to have a single general formulation to cover all the cases. Without loss of generality, we use \( X = M = 3 \) as a representative example. The sum of sidelobe responses in (6) with \( X = 3 \) can be expanded as
\[
E_s = \sum_{x=0}^{2} \left( a_{x,0}^* w_{Q}^{H} Q_{S0} w_{0} a_{x,0} + a_{x,1}^* w_{1} Q_{S1} w_{1} a_{x,1}
\right.
\]
\[
+ a_{x,0}^* w_{2} Q_{S2} w_{2} a_{x,2} + a_{x,1}^* w_{1} Q_{S1} w_{0} a_{x,0}
\left.
+ a_{x,0}^* w_{2} Q_{S2} w_{2} a_{x,2} + a_{x,2}^* w_{2} Q_{S2} w_{2} a_{x,2} + a_{x,1}^* w_{1} Q_{S1} w_{0} a_{x,0}
\right.
\]
\[
+ a_{x,2}^* w_{2} Q_{S2} w_{2} a_{x,2} + a_{x,1}^* w_{1} Q_{S1} w_{1} a_{x,1} + a_{x,2}^* w_{2} Q_{S2} w_{2} a_{x,2} + a_{x,1}^* w_{1} Q_{S1} w_{1} a_{x,1}
\),
\] (7)
with
\[
Q_{Sx} = \sum_{\theta \in \Theta_s} s_m(\theta) s_m(\theta)^H, P_{Sik} = \sum_{\theta \in \Theta_s} s_i(\theta) s_k(\theta)^H,
\] (8)
where \( \{x,m,i,k\} \in \{0,1,2\} \) but \( i \neq k \).

### III. THE PROPOSED DESIGN

A. Optimisation for analogue coefficients

With \( w_A = \begin{bmatrix} w_{0}^T & w_{1}^T & w_{2}^T \end{bmatrix}^T \), (7) can be rewritten as
\[
E_s = w_{A}^H \left( Q_S + P_{S} \tilde{I}_0 + R_S \tilde{I}_1 \right) w_A,
\] (9)
with
\[
Q_S = \text{diag}(G_{S0}, G_{S1}, G_{S2}), P_S = \text{diag}(H_{S0}, H_{S1}, H_{S2}),
\]
\[
R_S = \text{diag}(Y_{S0}, Y_{S1}, Y_{S2}),
\] (10)
\[
G_{S0} = A_{0,m}^H Q S_{m0} A_{0,m} + A_{1,m}^H Q S_{m1} A_{1,m} + A_{2,m}^H Q S_{m2} A_{2,m},
\]
\[
H_{S0} = A_{0,0}^H P_{S10} A_{0,0} + A_{1,0}^H P_{S11} A_{1,0} + A_{2,0}^H P_{S12} A_{2,0},
\]
\[
H_{S1} = A_{0,1}^H P_{S20} A_{0,1} + A_{1,1}^H P_{S21} A_{1,1} + A_{2,1}^H P_{S22} A_{2,1},
\]
\[
H_{S2} = A_{0,2}^H P_{S00} A_{0,2} + A_{1,2}^H P_{S01} A_{1,2} + A_{2,2}^H P_{S02} A_{2,2},
\]
\[
Y_{S0} = A_{0,0}^H P_{S00} A_{0,0} + A_{1,0}^H P_{S01} A_{1,0} + A_{2,0}^H P_{S02} A_{2,0},
\]
\[
Y_{S1} = A_{0,1}^H P_{S10} A_{0,1} + A_{1,1}^H P_{S11} A_{1,1} + A_{2,1}^H P_{S12} A_{2,1},
\]
\[
Y_{S2} = A_{0,2}^H P_{S20} A_{0,1} + A_{1,2}^H P_{S21} A_{1,1} + A_{2,2}^H P_{S22} A_{2,2},
\] (11)
\[
A_{x,m} = a_{x,m} I_3,
\] (12)
where \( \text{diag} \) denotes the diagonalisation operation, \( I_3 \) is a \( N_x \times N_x \) identity matrix, \( \tilde{I}_0 \) and \( \tilde{I}_1 \) are given in Section VI-A.

By guaranteeing the mainlobes of the three designed beams are in the corresponding desired directions, an intermediate formulation without any requirements for the three designed beams can be expressed as
\[
\min_{w_A} J_{LSE} = \| L^H w_A \|_2,
\]
subject to \( w_A^H \begin{bmatrix} A_{0,0}^H & A_{0,1}^H & A_{0,2}^H & A_{1,0}^H & A_{1,1}^H & A_{1,2}^H & A_{2,0}^H & A_{2,1}^H & A_{2,2}^H \end{bmatrix} \begin{bmatrix} 1 & 1 \end{bmatrix} = \begin{bmatrix} 1 & 1 \end{bmatrix} \),
\] (13)
with
\[
z_{S,x,m} = \sum_{\theta \in \Theta_{s,x}} s_m(\theta),
\] (14)
where \( L = UV^H \), \( V \) denotes the diagonal matrix including all eigenvalues of \( (Q_S + P_{S10} + R_S) \) in (9), \( V \) the corresponding eigenvector matrix [35], [36] and \( \Theta_{s,x} \) is the mainlobe region for the x-th beam.

1) Equal magnitude constraint on analogue coefficients

To ensure the magnitudes of the analogue coefficients in the three subarrays to be as close as possible to each other, we consider the MinMax approach which minimises the maximum value among the \( 3N_s \) analogue coefficients for all antennas as follows
\[
\min_{w_A} \| w_A \|_\infty,
\] (15)
where \( \| \cdot \|_\infty \) is the \( \ell_\infty \) norm, representing the maximum magnitude of the entries in the vector. For a given set of \( a_{x,m}(\{x,m\} \in \{0,1,2\}) \), using the same method as in [37], we can combine the above cost function in (15) with (13), and reach the following new formulation
\[
\min_{w_A} J_{LSE} = 1 - \frac{\alpha}{N_g} \| L^H w_A \|_2 + \alpha \| w_A \|_\infty,
\] (16)
subject to constraint in (13),
where \( \alpha \in (0,1) \) is a trade-off factor and \( N_g \) is the number of sample points in the sidelobe region for each designed beam.
ii) Robust constraint against steering vector errors

However, the above design is based on the ideal scenario that all designed steering vectors are the same as the assumed ones. To design a beamformer robust against steering vector errors, the norm-bounded error vector \( e_m \) for the \( m \)-th subarray is introduced, and the real steering vector is indicated as \( \hat{s}_m(\theta) = s_m(\theta) + e_m \), where \( s_m(\theta) \) denotes the assumed steering vector of the \( m \)-th subarray. Similar to (38), the difference between the real and desired beam responses generated by the \( m \)-th subarray satisfies

\[
\left| w_m^H \hat{s}_m(\theta) - w_m^H s_m(\theta) \right| = \left| w_m^H e_m \right| \leq \epsilon_m \left\| w_m \right\|_2, \tag{17}
\]

where \( \epsilon_m \) denotes the upper bound of \( e_m \) for the \( m \)-th subarray.

By combining the norm-bounded vectors \( e_0, e_1 \) and \( e_2 \) into \( e = [e_0^T e_1^T e_2^T]^T \), the difference between the real and desired beam responses of the \( x \)-th beam is given by

\[
\left| \sum_{m=0}^{2} a_{x,m}^* w_m^H (\hat{s}_m(\theta) - s_m(\theta)) \right| = \left| w_A^H \text{diag}(A_{x,0}^H, A_{x,1}^H, A_{x,2}^H) e \right| \leq \sqrt{3} \epsilon_e \left\| \text{diag}(A_{x,0}^H, A_{x,1}^H, A_{x,2}^H) \right\|_2 \left\| w_A \right\|_2, \forall x \in \{0, 1, 2\}, \tag{18}
\]

where \( \epsilon_e \) is the maximum value among \( \epsilon_0, \epsilon_1 \) and \( \epsilon_2 \). The following constraint can be incorporated into the design to ensure that the difference between the real and desired beam responses of the \( x \)-th beam satisfies the following requirement

\[
\sqrt{3} \epsilon_e \left\| \text{diag}(A_{x,0}^H, A_{x,1}^H, A_{x,2}^H) \right\|_2 \left\| w_A \right\|_2 \leq \zeta, \forall x \in \{0, 1, 2\}, \tag{19}
\]

where \( \zeta \) denotes the change in the magnitude of the response at the mainlobe direction given the maximum allowable steering vector error.

iii) Final design

Hence, a new optimisation problem can be formulated as

\[
\min_{w_A} J_{\text{LSE}} = \frac{1 - \alpha}{N_R} \left\| L^H w_A \right\|_2 + \alpha \left\| w_A \right\|_\infty, \tag{20}
\]

subject to constraint in (13),

\[
\left\| \text{diag}(A_{x,0}^H, A_{x,1}^H, A_{x,2}^H) \right\|_2 \left\| w_A \right\|_2 \leq \frac{\sigma}{\sqrt{3}}, \forall x \in \{0, 1, 2\},
\]

where \( \sigma = \zeta/\epsilon_e \).

B. Optimisation for digital coefficients

On the other hand, if we know \( w_A \), we can obtain the optimum digital coding coefficients as follows.

By combining the coefficients for the three beams into \( w_D = [w_{D,0}, w_{D,1}, w_{D,2}]^T \), (7) can be written as

\[
E_s = w_D^H \hat{M}_s w_D, \tag{21}
\]

with

\[
\hat{M}_s = \hat{Q}_s + \hat{P}_s \hat{I}_2 + \hat{R}_s \hat{I}_3, \tag{22}
\]

\[
\hat{Q}_s = \text{diag}(\hat{G}_{S_{01}}, \hat{G}_{S_{01}}, \ldots, \hat{G}_{S_{22}}),
\]

\[
\hat{P}_s = \text{diag}(\hat{H}_{S_0}, \hat{H}_{S_1}, \hat{H}_{S_2}), \hat{R}_s = \text{diag}(\hat{Y}_{S_0}, \hat{Y}_{S_1}, \hat{Y}_{S_2}), \tag{23}
\]

where \( \hat{I}_q(q \in \{2, 3, 4, 5\}), \hat{G}_{S_{01}}, \hat{H}_{S_i}, \hat{Y}_{S_i}, \hat{Q}_{S_{01}}, \hat{B}_{S_{01}}, \hat{D}_{S_{01}}, \hat{P}_{S_{01}}, \hat{R}_{S_{01}} \) are given in Section VI-B. Given the obtained \( w_A \) in (20), the optimisation problem is given by

\[
\min_{w_D} w_D^H \hat{M}_s w_D, \quad \text{subject to} \quad C^H w_D = f, \tag{24}
\]

with

\[
C = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}, \quad f = [1, 1, 0, 0, 0, 0, 0, 0, 0]^T.
\]

(25)

where \( \theta \) in (25) is a \( N_x \times 1 \) all-zero matrix.

The solution to the problem (24) is given by

\[
w_D = \hat{M}_s^{-1} C \left( C^H \hat{M}_s^{-1} C \right)^{-1} f. \tag{26}
\]

Now alternate optimisation of \( w_D \) and \( w_A \) can be achieved by the following iterative process:

1. First, to possibly increase the chance of reaching a satisfactory design result, \( w_D \) is initialised with random values and \( w_A \) is obtained by substituting \( a_{x,m}(\{x, m\} \in \{0, 1, 2\}) \) into (20).

2. Given the obtained optimum values for \( w_A \) in step (1), the closed-form solution for \( w_D \) is obtained by (26).

3. Given the obtained values of \( w_D \) in step (2), the new set of values of \( w_A \) is obtained by (20) again.

4. Repeat steps (2) and (3) until \( J_{\text{LSE}} \) in (20) converges.

To see the convergence of the iterative process, we use \( J_{\text{LSE}}(w_A, w_D) \) to represent the cost function of this design. An important property of the cost function is that when \( w_D \) is fixed, \( J_{\text{LSE}}(w_A, w_D) \) is a convex function with several convex constraints, while when \( w_A \) is fixed, \( J_{\text{LSE}}(w_A, w_D) \) is a convex function with a convex constraint, as shown in (24).

As a result, at each iteration, given an optimised \( w_D \) in the last round, the newly optimised \( w_A \) will at least not increase the value of the cost function, while given an optimised \( w_A \) in the last round, the newly optimised \( w_D \) will at least not increase the value of the cost function, i.e., the cost function will not increase during the alternate optimisation process [23].

Although the magnitudes of the coefficients in \( w_A \) cannot be exactly equal after the optimisation (20), they have already been extremely close to each other and can be normalised to the same average value as follows

\[
w_A(n) = \frac{w_A(n)}{|w_A(n)|} \|w_A\|_1, \tag{27}
\]

where \( |w_A| = \frac{1}{3N_x} \sum_{n=0}^{N_x-1} |w_A(n)| \) denotes the average magnitude of the analogue coefficients.

IV. DESIGN EXAMPLES

A. Parameter setting

With \( N_s = 30 \), design examples are provided with the interleaved and localised subarray architectures, where a fixed
antenna spacing of $d = \frac{1}{2} \lambda$ is employed. Hence, the adjacent antenna spacing for each subarray is equal to $\frac{3\lambda}{2}$ which is larger than $\frac{\lambda}{2}$. This also indicates the positive effect of the digital scheme, which can combine the multiple subarrays together in an effective way to suppress grating lobes.

The only difference in the design between the interleaved and localised subarray architectures is to replace the steering vector of the $m$-th subarray in (1) by the following:

$$s_m(\theta) = [e^{j2\pi N_s \frac{\theta}{\lambda}}, e^{j2\pi (mN_s + 1) \frac{\theta}{\lambda}}, \ldots, e^{j2\pi ((m+1)N_s - 1) \frac{\theta}{\lambda}}]^T$$  \hspace{1cm} (28)

The three beam directions are $\varphi_0 = -30^\circ$, $\varphi_1 = 0^\circ$ and $\varphi_2 = 35^\circ$ and the corresponding sidelobe regions are $\sin \Theta_{s1} \in [-1, -0.6] \cup [-0.4, 1]$ (sin($-30^\circ$) = $-0.5$), $\sin \Theta_{s2} \in [-1, -0.1] \cup [0.1, 1]$ (sin($0^\circ$) = $0$) and $\sin \Theta_{s3} \in [-1, 0.47] \cup [0.67, 1]$ (sin($35^\circ$) = $0.57$). The number of sample points in the sidelobe and whole regions for each designed beam is $N_s = 160$ and $N_w = 201$, respectively.

With $N_s = 30$, $\epsilon_e = 0.1$ is set as the upper bound on the norm of the steering vector error, which results in $\frac{\sigma^2}{N_s} = 0.018$ of the real steering vector norm for each subarray without considering $w_D$. To give more degrees of freedom, $\zeta = 0.08$ is selected to allow 8% change in the magnitude of the response and $\sigma$ is derived as $\sigma = \zeta / \epsilon_e = 0.8$.

Similar to [39], to demonstrate the robustness of this scheme, the normalised variance of beam response for the $x$-th designed beam is measured as follows

$$\text{var}_x(\theta) = \frac{1}{K} \sum_{k=0}^{K-1} \frac{|P_{\varphi_x}^k(\theta) - \bar{P}_{\varphi_x}(\theta)|^2}{|\bar{P}_{\varphi_x}(\theta)|^2},$$ \hspace{1cm} (29)

where $\bar{P}_{\varphi_x}(\theta) = \frac{1}{K} \sum_{k=0}^{K-1} P_{\varphi_x}^k(\theta)$ denotes the average achieved beam response, and $P_{\varphi_x}^k(\theta)$ is the beam response resultant from adding the $k$-th randomly generated steering vector error satisfying the norm constraint.

**B. Design results**

The trade-off factor in (20) is $\alpha = 0.99$. With $K = 2000$, the mean and instantaneous (i.e., for a particular randomly generated steering vector error) beam patterns of the three beams generated by the interleaved and localised subarray architectures are shown in Figs. 2, 3 and 4, respectively. Moreover, the change of $J_{\text{LSE}}$ in (20) using the interleaved subarray architecture with respect to the iteration number and the normalised variances of beam patterns for the three designed beams are displayed in Figs. 5(a) and 5(b), respectively.

Although the variances of the zeroth beam at around 0.39, 0.5 and 1.0 are about 4.55, 4.59 and 2.22, respectively, and the variances of the first beam at around $-0.49$ and $-0.33$ are as high as 3.06 and 2.83, respectively, because the responses are below $-50$ dB, the variation of the beam patterns is still at an acceptable level.

The proposed design is compared to an existing design without any constraints [23], and the two other designs with two separate constraints: one with a nearly equal magnitude constraint as formulated in (16) and represented by ‘Design$_0$’ and the other one formulated by adding the second constraint of (20) into (13), represented by ‘Design$_1$’.

![Fig. 2. The resultant patterns of the 0th beam ($-30^\circ$) for the proposed design.](image)

![Fig. 3. The resultant patterns of the 1st beam ($0^\circ$) for the proposed design.](image)

![Fig. 4. The resultant patterns of the 2nd beam ($35^\circ$) for the proposed design.](image)

![Fig. 5. (a) Cost function $J_{\text{LSE}}$ in (20) with respect to the iteration number $k$; (b) the normalised variances of beam patterns with $\varphi_0 = -30^\circ$, $\varphi_1 = 0^\circ$ and $\varphi_2 = 35^\circ$ for the design with the interleaved subarray architecture.](image)
C. Discussions

To compare the average sidelobe levels for all beams, the mean value for the total sidelobe responses $P_s$ is defined as

$$P_s = \frac{1}{3N_s} \sum_{x=0}^{2N_s-1} \sum_{j=0}^{N_s-1} |P_{\phi_x}(\theta_j)|^2. \quad (30)$$

The overall mean variance of beam patterns is given by

$$\bar{v} = \frac{1}{3N_w} \sum_{x=0}^{2N_w-1} \sum_{j=0}^{N_w-1} \text{var}_x(\theta_j). \quad (31)$$

To quantify the variation of the magnitudes of analogue coefficients, the normalised variance for the magnitudes of the combined analogue coefficients $w_A$ is given by

$$\text{var}_{|w_A|} = \frac{1}{3N_s} \sum_{n=0}^{3N_s-1} \frac{\|w_A(n) - \bar{w}_A\|^2}{|\bar{w}_A|^2}. \quad (32)$$

The four parameters, including (30), (31), (32) and computation time are compared for ‘Design in [23]’, ‘Design0’, ‘Design1’ and the proposed design in Table I.

| Structure | $P_s$ (dB) | $\text{var}_{|w_A|}$ | $\bar{v}$ | Time (s) |
|-----------|------------|----------------------|----------|----------|
| Design in [23] | -47.7922 | 0.8769 | 15.9600 | 26.72 |
| Localised | -21.9728 | 0.4756 | 16.8101 | 2.75 |
| Design0 | -26.7840 | 0.0465 | 0.2810 | 3.32 |
| Localised | -18.3160 | 0.0172 | 0.1792 | 4.27 |
| Design1 | -40.4851 | 0.4657 | 0.0374 | 6.07 |
| Localised | -20.0319 | 0.2721 | 0.0104 | 3.04 |
| Proposed design | -25.5227 | 0.0042 | 0.0442 | 12.57 |
| Localised | -17.6199 | 0.0058 | 0.0258 | 11.37 |

Note even though the robustness is not considered in the design [23] and ‘Design0’, the maximum upper norm-bound $\epsilon_w = 0.1$ is also imposed for performance comparison.

For both the interleaved and localised architectures, the proposed design has an extra robustness property against steering vector errors with much lower mean variance of beam patterns $\bar{v}$ than ‘Design0’ at the cost of a little higher mean value for total sidelobe responses $P_s$. On the other hand, compared to ‘Design1’, although the mean variance of beam patterns $\bar{v}$ and the sidelobe responses $P_s$ of the proposed design are a little larger, the beamformer provides a uniform magnitude in its analogue coefficients due to the additional equal magnitude constraint.

As expected, $\text{var}_{|w_A|}$ and $\bar{v}$ for the design in [23] are much higher than those of the other three designs; however, its $P_s$ is much lower because removal of the two additional constraints provides more degrees of freedom for the design. Another observation is that the interleaved architecture provides a much narrower beam than the localised one.

Finally, the effect of the trade-off factor $\alpha$ is studied briefly and the results are shown in Table II. It can be seen that with increasing values of $\alpha$, the average value of analogue magnitude $|\bar{w}_A|$ decreases at the cost of a higher value of the mean sidelobe response $P_s$ due to the lower demand, i.e., $(1-\alpha)$, on sidelobe suppression, but with a smaller and smaller variance value for the analogue coefficients.

| Structure | $P_s$ (dB) | $\text{var}_{|w_A|}$ | $\bar{v}$ | Time (s) |
|-----------|------------|----------------------|----------|----------|
| Interleaved | -26.5405 | 0.0351 | 0.0035 | 1.04 |
| Localised | -18.4545 | 0.0351 | 0.0035 | 0.00 |
| Interleaved | 0.2260 | 0.0351 | 0.0035 | 0.004 |
| Localised | 0.0035 | 0.0035 | 0.0035 | 0.004 |

V. Conclusion

A multi-beam multiplexing design method considering two practical application constraints has been proposed based on the sub-aperture subarray architectures. First, all the analogue antenna coefficients share the same magnitude, so that only phase changes are needed in its implementation; then, robustness of the system against various steering vector errors was considered by introducing a norm-bounded error. As demonstrated by design examples, a successful design has been achieved by the proposed solution.

VI. Appendix

A. Appendix for Section III-A

To transform (7) into a quadratic form in (9) for convex optimisation of $w_A$ straightforwardly, $\tilde{I}_0$ and $\tilde{I}_1$ are given by

$$\tilde{I}_0 = \tilde{I}_1 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad (33)$$

where $\Theta$ and $I$ are $N_x \times N_x$ all-zero and identity matrices, respectively.

B. Appendix for Section III-B

Similar to $\tilde{I}_0$ and $\tilde{I}_1$, $\tilde{I}_2$ and $\tilde{I}_4$ are given by

$$\tilde{I}_2 = \tilde{I}_4 = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad (34)$$

for the optimisation of $w_B$. Moreover, the symbols which constitute $\tilde{Q}_S$, $\tilde{P}_S$ and $\tilde{R}_S$ in (22) are given as follows

$$\tilde{Q}_{S_{\text{sm}}} = w_A^T \tilde{Q}_{S_{\text{sm}}} w_A, \quad \tilde{H}_S = \text{diag}(\tilde{B}_{S_{\text{x0}}} \tilde{B}_{S_{\text{x1}}} \tilde{B}_{S_{\text{x2}}}), \quad \tilde{Y}_S = \text{diag}(\tilde{D}_{S_{\text{x0}}} \tilde{D}_{S_{\text{x1}}} \tilde{D}_{S_{\text{x2}}}),$$

$$\tilde{Q}_{S_{\text{x}}} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad \tilde{Q}_{S_{\text{x}}} = \begin{bmatrix} 0 & 0 & 0 & 0 \end{bmatrix}, \quad \tilde{Q}_{S_{\text{x}}} = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix},$$

$$\tilde{B}_{S_{\text{x0}}} = w_A^T \tilde{P}_{S_{\text{x0}}} \tilde{I}_w A, \quad \tilde{D}_{S_{\text{x0}}} = w_A^T \tilde{R}_{S_{\text{x0}}} \tilde{I}_w A, \quad \tilde{B}_{S_{\text{x1}}} = w_A^T \tilde{P}_{S_{\text{x1}}} \tilde{I}_w A, \quad \tilde{D}_{S_{\text{x1}}} = w_A^T \tilde{R}_{S_{\text{x1}}} \tilde{I}_w A,$$

$$\tilde{B}_{S_{\text{x2}}} = w_A^T \tilde{P}_{S_{\text{x2}}} \tilde{I}_w A, \quad \tilde{D}_{S_{\text{x2}}} = w_A^T \tilde{R}_{S_{\text{x2}}} \tilde{I}_w A.$$
where $\tilde{I}_1$ and $\tilde{I}_3$ are similar to $\tilde{I}_0$ and $\tilde{I}_1$ in (33).
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