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A B S T R A C T   

EEG microstates, reflecting discrete topographical organization of the EEG signal power, may have clinical 
relevance; however, their functional significance and test-retest reliability remain unclear. To investigate the 
functional significance of the canonical EEG microstate classes and their pairwise transitions, and to establish 
their within-session test-retest reliability, we recorded 36-channel EEGs in 20 healthy volunteers during three 
eyes-closed conditions: mind-wandering, verbalization (silently repeating the word ‘square’ every 2 s), and 
visualization (visualizing a square every 2 s). Each condition lasted 3 min and the sequence of three conditions 
was repeated four times (two runs of two sequence repetitions). The participants’ alertness and their sense of 
effort during the experiment were rated using visual-analogue scales. The EEG data were 2–20 Hz bandpass- 
filtered and analysed into the four canonical microstate classes: A, B, C, and D. EEG microstate classes C and 
D were persistently more dominant than classes A and B in all conditions. Of the first-order microstate param-
eters, average microstate duration was most reliable. The duration of class D microstate was longer during mind- 
wandering (106.8 ms) than verbalization (102.2 ms) or visualization (99.8 ms), with a concomitantly higher 
coverage (36.4% vs. 34.7% and 35.2%), but otherwise there was no clear association of the four microstate 
classes to particular mental states. The test-retest reliability was higher at the beginning of each run, together 
with higher average alpha power and subjective ratings of alertness. Only the transitions between classes C and D 
(from C to D in particular) were significantly higher than what would be expected from the respective micro-
states’ occurrences. The transition probabilities, however, did not distinguish between conditions, and their test- 
retest reliability was overall lower than that of the first-order parameters such as duration and coverage. Further 
studies are needed to establish the functional significance of the canonical EEG microstate classes. This might be 
more fruitfully achieved by looking at their complex syntax beyond pairwise transitions. To ensure greater test- 
retest reliability of microstate parameters, study designs should allow for shorter experimental runs with regular 
breaks, particularly when using EEG microstates as clinical biomarkers.   

1. Introduction 

EEG microstates have become an established method for investi-
gating the spatiotemporal dynamics of large-scale brain networks at rest 

and during cognitive information processing (review, Michel and Koe-
nig, 2018). First described by Lehmann et al. (1987), EEG microstates 
are topographic maps of the momentary distributions in electric po-
tential that remain quasi-stable in a millisecond time range (approx. 
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80–150 ms on average) and are separated by rapid spatial configuration 
changes. They can be obtained from event-related or resting-state data 
and further analysed into typological classes and their parameters, 
including: duration (the average length of time a microstate remains 
stable), occurrence (the average number of times per second the micro-
state is dominant during the total recording time), coverage (the fraction 
of total recording time that the microstate is dominant), and syntax 
(microstate sequence patterns). Understanding the functional signifi-
cance and reliability of EEG microstates and their sequences is essential 
due to the emerging evidence of their utility as biomarkers for psycho-
logical and neurological disorders (review, Khanna et al., 2015). 

Most resting-state EEG studies (e.g. Koenig et al., 1999; Kindler et al., 
2011; Lehmann et al., 2005) reveal four topographic microstate classes, 
accounting for 70–80% of the variance. Two of these classes have 
left-right asymmetric topography: class A (right-frontal to left-posterior 
orientation) and class B (left-frontal to right-posterior orientation); and 
two have symmetric topography: class C (frontal to occipital orienta-
tion) and class D (frontal to occipital orientation, but with a more 
midline frontal maximum than class C) (See Fig. 1a). These four EEG 
microstate classes are referred to as canonical in the literature. 

The functional significance of the four canonical microstates and 
their relationship with large-scale brain networks have become ques-
tions of growing research interest. The simultaneous EEG-fMRI study by 
Britz et al. (2010), investigating the relationship between the four ca-
nonical microstates and fMRI resting state networks, observed class A to 

correlate with negative BOLD signal in areas implicated in phonological 
processing including auditory and language comprehension areas in the 
left temporal lobe; class B with negative BOLD signal in areas implicated 
in visual processing and imagery including bilateral occipital cortex and 
cuneus; class C with positive BOLD signal in saliency (anterior cingulate) 
and interoceptive (insula) processing areas; and class D with negative 
BOLD signal in networks associated with right-lateralized dorsal atten-
tional networks. 

Pascual-Marqui et al. (2014) used exact Low Resolution Electro-
magnetic Tomography (eLORETA) to determine the cortical distribu-
tions of electric neuronal activity generating the microstates and found 
all four microstates to have common posterior cingulate generators, 
while microstate class A additionally included activity in the left occi-
pital/parietal, class B in right occipital/parietal, and class C in the 
anterior cingulate cortices. Effective connectivity modelling performed 
in the same study identified the posterior cingulate cortex as an 
important hub in microstate generation, sending alpha and beta oscil-
latory information to other microstate generator regions. 

Milz et al. (2016) found microstate class A to be associated with 
visual and class B with verbal processing when manipulating the mo-
dality of information processing during eyes-closed EEG recordings (all 
parameters were affected: duration, occurrence and coverage). This ap-
pears to be in contradiction with Britz et al.’s (2010) findings. However, 
EEG microstates are predominantly driven by intra-cortical sources in 
the alpha band frequency (Milz et al., 2017) and alpha is known to have 

Fig. 1. The topographical maps for canonical EEG microstate classes A, B, C, and D: a) Milz et al. (2016) maps from the KeyPy template library (reduced from 64 to 
30 channels and rendered with the EEGLAB topoplot function); and b) data-driven maps from the present study’s recordings computed in KeyPy as the population 
average over all subjects and conditions, and classified into the canonical classes (only recordings that had no rejected channels and lasting at least 120 s after 
pre-processing were included, n = 95). These two sets of topographical maps explained 69% and 73% of the variance of the momentary maps at the GFP peaks of the 
present recordings, respectively. For data-driven maps derived at the subject- and condition-level (not shown in the figure), explained variances were higher, with 
78% for the GFP peaks and 72% for all time-frames. Explained variances were calculated using equation (12) of Pascual-Marqui et al. (1995). 
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inhibitory effects on modality-specific processing (O’Gorman et al., 
2013). Conversely, negative BOLD activity might be related to inhibitory 
neuronal activity (Sten et al., 2017). Taken together, the associations of 
classes A and B with negative BOLD signal in phonological and visual 
processing brain areas respectively in the Britz et al. (2010) study, as 
well as Pascual-Marqui et al.’s (2014) findings, suggest that Milz et al.‘s 
observation of the predominance of microstate class A during visuali-
zation might reflect inhibiting action on left-hemispheric language 
processing areas, and class B during verbalization might reflect inhib-
iting action on right-hemispheric visuo-spatial processing areas. These 
cross-modality inhibitory effects of alpha frequency have been described 
previously (e.g. Cooper et al., 2003). 

However, contrary to this reasoning, Seitzman et al. (2017) observed 
significant increases in the coverage and occurrence of class B microstate 
when participants transitioned from an eyes-closed to eyes-open state 
thereby increasing visual input (and supposedly decreasing verbal pro-
cessing associated with mind-wandering during the eyes-closed resting 
state), suggesting class B to be associated with visual rather than verbal 
processing. 

The functional significance of class C microstate is also unclear. Milz 
et al. (2016) and Seitzman et al. (2017) reported its decreased occurrence 
during a task relative to a resting condition. Seitzman et al. (2017) 
proposed that class C microstate might reflect the activity of the Default 
Mode Network (DMN) known to decrease during goal-oriented cognitive 
processing. This is in contradiction with the suggestion by Britz et al. 
(2010) that class C reflects the activity of the cognitive control/error 
monitoring networks. Their study also observed no associations of the 
four classes with the DMN, despite an ICA component representing the 
DMN being present in the BOLD signal. 

Similarly, the findings in relation to class D microstate are mixed. 
Whereas Seitzman et al. (2017) have reported increased duration and 
occurrence of class D during a serial subtraction task compared to rest 
either with eyes closed or open, Milz et al. (2016) reported increased 
duration and occurrence of microstate D during rest compared to task 
conditions. Thus, it is presently unclear whether class D reflects atten-
tion needed to sustain a goal-directed cognitive activity, as suggested by 
Seitzman et al. (2017), or a rapid switching and reorientation of atten-
tion that could occur more frequently during ‘rest’ than during a sus-
tained attention condition, as suggested by Milz et al. (2016). Given that 
Britz et al. (2010) observed the association of class D with the negative 
BOLD in the dorsal attentional network, class D topography could reflect 
an inhibition of this network in line with Milz et al.‘s finding of the 
increased presence of class D microstate during rest, which is known to 
be associated with attenuated activity of the top-down attention 
network. 

The four canonical microstates have the potential to be developed 
into a clinical biomarker, as their parameters show differences between 
neuropsychiatric populations and healthy controls (review, Khanna 
et al., 2015). For example, first-episode medication-naïve patients with 
schizophrenia show decreased average duration of class B (Lehmann 
et al., 2005; Irisawa et al., 2006; Nishida et al., 2013) and class D 
(Lehmann et al., 2005; Kikuchi et al., 2007; Nishida et al., 2013), and 
increased occurrence of class A (Lehmann et al., 2005) and class C 
(Lehmann et al., 2005; Kikuchi et al., 2007; Nishida et al., 2013) relative 
to healthy controls. Tomescu et al. (2014) reported decreased occurrence 
of class D and increased occurrence of class C in adolescents with the 
22q11 deletion syndrome, a condition associated with a 30-fold 
increased risk of developing schizophrenia. Adults with mood and 
anxiety disorders have been reported to have a longer duration of class C 
compared with healthy controls (Al Zoubi et al., 2019). 

Canonical EEG microstates may offer potential as biomarkers for 
early detection and characterization of dementia. Decreased average 
duration of all four canonical microstates has been reported in people 
with mild to moderate Alzheimer’s disease, but not with age-related 
cognitive decline (Dierks et al., 1997; Strik et al., 1997; Stevens and 
Kircher, 1998). Also, frontotemporal dementia patients show decreased 

class C duration compared to patients with Alzheimer’s disease and 
healthy controls (Nishida et al., 2013). 

Microstate syntax also holds promise as a clinical tool, having been 
shown to differentiate clinical populations from each other and from 
healthy populations. Lehmann et al. (2005) reported the reversal of the 
class sequence in first-episode medication-naïve patients with schizo-
phrenia (A→D→C→A) compared with healthy controls (A→C→D→A), 
Al Zouby et al. (2019) found adults with mood and anxiety disorders to 
have higher A→D and B→C transition probabilities alongside a lower 
B→D transition probability compared with healthy controls, whereas 
Nishida et al. (2013) observed Alzheimer’s disease patients to have a 
reversal of the predominant microstate pairwise transition (D→C) 
compared with healthy controls (C→D). 

Given the growing interest in EEG microstate applications in a clin-
ical context, with some promising evidence for the four canonical ones, 
yet conflicting findings in relation to their functional significance, the 
main aim of the present study was to further clarify the functional sig-
nificance of the four canonical microstates by manipulating the infor-
mation processing modality, verbal vs. visual, during eyes-closed EEG in 
a healthy population. A further novel aim was to investigate the short- 
term (within a single session) test-retest reliability of microstate pa-
rameters and their pairwise transitions; establishing test-retest reli-
ability is an important step towards enabling a rigorous use of any 
measure either for basic neuroscience research or as a clinical 
biomarker. 

2. Methods 

2.1. Participants 

A total of 24 participants were recruited via university circular 
emails and local on-line forums. The inclusion criteria were right- 
handedness and age between 18 and 65 years. The exclusion criteria 
included a history of mental health problems, drug and/or alcohol 
abuse, and neurodevelopmental or neurodegenerative disorders. Three 
participants were excluded due to left-handedness as ascertained by the 
Edinburgh Handedness Inventory (Oldfield, 1971), and a further 
participant due to a pre-existing neurological condition. 

The final sample analysed contained 20 participants (16 males, mean 
age = 31.5, standard deviation = 12.5). 

Ethics approval was gained from King’s College London Ethics 
Approval Board (Ref: HR-16/17–4092) and informed consent was 
gained from the participants prior to participation. 

2.2. Experimental paradigm 

To clarify the functional significance of EEG microstates, we 
designed a paradigm enabling a better control over verbal and visual 
processing within and between individuals than the protocol used by 
Milz et al. (2016), which would have engaged complex cognitive pro-
cesses in their verbal condition (i.e. executive function and semantic 
processing to define a word) and possibly affective processing in their 
object-visual condition (i.e. in response to viewing pictures of animals). 
Additionally, we aimed to minimize the differences between the verbal 
and visual conditions as much as possible, setting them to diverge only 
on the processing modality. To achieve this, we opted for the silent 
verbalization of the word ‘square’ vs. visualization of a 2-dimensional 
square. Two pilot experiments were conducted to develop the para-
digm; their description and results are reported in the Supplementary 
Materials, Appendix I. 

The final experimental paradigm consisted of two identical runs of 
two repetitions of the same condition sequence: mind-wandering ->
verbalization -> visualization (i.e. Run 1 & 2: mind-wandering -> verbal-
ization -> visualization (Repetition 1) -> mind-wandering -> verbalization 
-> visualization (Repetition 2)). 

For the mind-wandering condition, the participants were instructed to 
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relax and allow their minds to wander naturally. For the verbalization 
and visualization conditions, the participants were asked to repeat 
silently the word ‘square’ or to visualize a square, respectively, at a self- 
paced rate of approximately 2 s (without silent counting). Each condi-
tion was 3 min long, with a total duration of 18 min for each run. Par-
ticipants had their eyes closed throughout the run. All participants were 
given a practice run of a full condition sequence lasting 1 min. 

2.3. Subjective experience ratings 

After each experimental run, the participants had a period of rest 
(approx. 5–10 min), during which they were debriefed about their 
performance overall and their overall levels of alertness and focus dur-
ing verbalization and visualization, as well as asked about their pre-
dominant thought form (verbal vs. visual) during the mind-wandering 
conditions. The participants were then asked to rate different aspects of 
their experience using visual analogue scales (VASs), separately for the 
first and second half of each run. The VASs rated on a scale of 0–100%: i) 
the level of alertness (with 0 being ‘very drowsy/not alert at all’ and 100 
being ‘fully alert’); ii) the amount of mind-wandering experienced 
during the verbalization and visualization conditions (with 0 being ‘little 
to no mind wandering’ and 100 being ‘constant mind wandering’); and 
iii) the amount of effort needed to stay focused on each task (with 
0 being ‘little to no effort/the task was very easy’ and 100 being ‘a lot of 
effort/the task was very difficult’). After Run 2 only, two further VASs 
were administered to rate: i) the amount of ‘interference’ experienced 
during verbalization and visualization (i.e. to what extent a visualization 
of square occurred spontaneously during verbalization condition and 
vice versa, with 0 being ‘no interference’ and 100 being ‘constant 
interference’); ii) a predominance of either verbal or visual content 
during the mind-wandering condition (with 0 being ‘entirely verbal’ and 
100 being ‘entirely visual’). 

2.4. Experimental paradigm presentation 

The paradigm (written instructions; an example of a square outline 
for the visualization condition; and VASs for the subjective performance 
ratings) was programmed in OpenSesame (Mathôt et al., 2012) and 
presented on a 24” Dell SE2416H6 LCD monitor. Auditory instructions 
before the start of each condition were relayed using a prerecorded voice 
presented through the PC speakers. 

2.5. EEG data collection & analysis 

2.5.1. EEG data recording 
EEG data were recorded using a 40-channel Neuroscan Quikcap 

system (Compumedics, USA). A total of 36 channels were recorded 
including 4 electrodes for the EOG signal and two references. The EEG 
electrodes were arrayed according to the standard 10–20 EEG setup. The 
VEOG electrodes were positioned above and below the left eye, the 
HEOG electrodes at the outer canthi. The online reference electrode was 
set to A2, and the ground electrode was at AFz. The data were low-pass 
filtered at 250 Hz and sampled at 1 kHz. 

2.5.2. EEG data preprocessing 
The EEG data were inspected in Brainstorm (Tadel et al., 2011), 

imported into EEGLAB (Delorme and Makeig, 2004), and segmented 
into twelve ~ 3-min epochs (i.e. 2 runs x 2 repetitions x 3 conditions =
12 epochs). Each EEG epoch was re-referenced to the common average 
and band-pass filtered (1–20 Hz, 4th-order Butterworth filter). 
Eye-movement artifacts were removed by regressing the EEG channels 
with the EOG (Croft and Barry, 2002). Obvious (mostly movement and 
swallowing) artifacts were cut out (ranging between 0 and 11 in number 
per epoch) and noisy electrodes rejected (0–3 per epoch) before the 
application of independent component analysis (ICA) on the remaining 
channels (27–30 per epoch) and time-frames (93,000–185,000 per 

epoch). For each ICA component, the time-course, 2D skull map of in-
verse weights, and power spectrum were inspected, and the percentage 
variance of the EEG signal explained by each component was compared 
to the explained variance of the EOG signal. Standard criteria were used 
for component rejection based on their spatial profile and 
temporal-frequency composition. The number of retained ICA compo-
nents varied between recording epochs (range 7–26) but had little effect 
on the derived micro-state outcomes, as also observed by others (Dinov 
and Leech, 2017). Finally, the EEG data were down-sampled to 250 Hz. 

2.5.3. EEG microstate computation 
The EEG Analysis Toolbox KeyPy (Milz, 2015; Milz et al., 2016) as-

signs each EEG time-frame to a microstate class based on its 2D spatial 
configuration. Microstate classes can be pre-defined, or calculated from 
the data using a clustering algorithm. For the present study, both stra-
tegies were used. First, as a quality test for our recordings, four 
data-driven maps were generated by running (200 repetitions of) Key-
Py’s modified k-means clustering algorithm, and assigning them the 
labels A, B, C and D based on their correlation with the canonical class 
maps of Milz et al. (2016) (see Fig. 1b for the data-driven population 
class maps). Only the time-frames at the local global-field-power (GFP) 
peaks were used to minimize the effect of noise, with low-power inter-
mediate time-frames being interpolated by KeyPy. As most of the GFP 
peaks occur at the crests and troughs of the alpha waves, the average 
interval between peaks was about 50 ms (50.2 ± 3.4 over all epoch). 

In a second stage, KeyPy was rerun skipping the clustering phase and 
assigning directly the peaks of the GFP function to one of the four ca-
nonical maps of Milz et al. (2016) (as with the data-driven maps, the 
Milz et al. maps were first assigned to the GFP peaks and interpolated in 
between). 

The method of assigning the GFP peaks to the four canonical classes 
using Milz et al. maps of Fig. 1a, instead of using the data-driven pop-
ulation maps of Fig. 1b, was necessitated by the aim of assessing test- 
retest reliability and the paradigm design. If average maps over 
different runs and repetitions (and by extension over different condi-
tions and participants) would have been used, then the map parameters 
of the first presentation would have been affected by the maps of all 
subsequent repetitions, potentially confounding the measurement of 
reliability. 

Fig. 2 shows the spatial correlations between Milz et al. (2016) and 
our data-driven population maps. We note that our class A correlates 

Fig. 2. Pearson correlation coefficients between Milz et al. (2016) population 
maps and the data-driven population maps from our sample. 

E. Antonova et al.                                                                                                                                                                                                                               



Neuroimage: Reports 2 (2022) 100089

5

more strongly with the Milz et al. class D (r = 0.94) than A (r = 0.80). It 
is not uncommon to have high correlations between the maps of 
different classes in a dataset; for example, the Milz et al. maps C and D 
have a correlation of 0.86. The reason for the great similarity between 
the Milz et al. map D and our map A is that some of our maps labelled as 
D look slightly anti-clockwise rotated. However, the labelling across the 
set of four classes maximizes the match of the data-driven maps from our 
study with the Milz et al. canonical population maps, yielding the best 
match across all 24 permutations. 

The parameters of each microstate class: mean duration (millisec-
onds), number of occurrences (per second), and time coverage (%) as 
defined in previous research (e.g. Koenig et al., 1999), were calculated 
from the canonical maps. The microstate classes and their parameters 
were derived for each repetition (epoch) of each condition in each run 
separately per participant. Due to the rejection of ‘noisy’ segments 
during pre-processing, the final length of each epoch varied, with the 
highest durations of group mean epochs being 166–169 s. Paired t-tests 
comparing mean epoch durations were not significant, apart from the 
first repetitions of the verbalization condition of two runs (mean group 
duration of 165 s for Run 1 and 173 s for Run 2, p < .04), confirming 
there were no systematic differences in epoch lengths that could 
confound the test-retest reliability analysis. 

2.5.4. Conditional transition probabilities between microstates 
Transitions between microstates, an aspect of microstate syntax 

(Lehmann et al., 2005), have been looked at in a number of different 
ways in previous research, including as counts or frequencies of 12 (or 
16) pairs (depending on whether self-transitions, e.g. A→A, are included 
or not), or as conditional probabilities of transitioning to a target state 
starting from a given source state. Whereas much of the early literature 
reported counts or frequencies of transition pairs, which has the 
advantage of being able to directly compare the opposite pairs (e.g. A→B 
vs. B→A) (Lehmann et al., 2005; Schlegel et al., 2012; Nishida et al., 
2013; Spring et al., 2018), conditional transition probabilities (as used in 
the theory of stochastic processes) have commonly been utilized in both 
the early (Wackermann et al., 1993) and more recent studies (Brodbeck 
et al., 2012; Gärtner et al., 2015; Tomescu et al., 2014, 2015, 2018; Liu 
et al., 2017; Bréchet et al., 2018). 

Seitzman et al. (2017), who employed cognitive manipulation to 
probe the functional associations of the microstates as per our aims, used 
conditional transition probabilities and presented matrices for se-
quences with and without self-transitions (their Fig. 4, left and right 
columns, respectively), whilst von Wegner et al. (2017) examined the 
symmetry of the transition matrix. 

We used conditional transition probabilities between the 12 pairs of 
microstates (excluding self-transitions) to make our findings on the 
functional significance and test-retest reliability of microstate syntax 
relevant to/comparable with the most recent research. In brief, all self- 
transitions were removed from the microstate sequences for each epoch 
in order to produce a sequence of transitions between different micro-
states. There were no systematic (i.e. statistically significant) differences 
in the total number of microstate transitions per epoch, with the mean 
number of transitions per epoch ranging between 1899 and 2051. 

For each epoch, the conditional transition probabilities were calculated 
as: 

PX→Y = nXY/nX, where nXY is the number of XY pairs in the sequence, 
and nX the number of Xs. 

To test whether the observed transition probabilities were signifi-
cantly different from what would be expected from the microstates’ 
occurrences, the observed numbers of pairs XY: 

nXY = nXPX→Y  

were compared to those expected from the microstate occurrences under 
the null hypothesis that the distinct microstate occurring next is inde-
pendent of the current one. 

If PZ denotes the relative occurrence of microstate Z, then the ex-
pected transition probability P*

X→Y and the expected number n*XY of pairs 
XY are (modifying the formula from Lehmann et al., 2005): 

P*
X→Y =

PY

1 − PX

n*
XY = nxP*

X→Y 

Since the generation of pairs XY can be considered as a random 
process with a binomial distribution, where p = P*X→Y is the probability 
that X is followed by Y and q = 1-p the probability that X is followed by a 
state different from Y (and X), the standard deviation s*XY of the number 
of pairs XY is given by: 

s*
XY =

̅̅̅̅̅̅̅̅̅̅
nXpq

√

The numbers of transitions are typically large (given the sequence 
length and only 12 different transition pairs), so that, under the null 
hypothesis, the binomial distribution approaches a standard normal 
distribution after the transformation of:  

nXY to (nXY – n*XY)/s*XY                                                                          

The transformed values were averaged across all 20 subjects within 
the same condition. 

Averaged values greater than 1.96 or less than − 1.96 were consid-
ered significant at p < .05 level. 

2.6. Statistical data analysis strategy 

Statistical analyses were performed using IBM SPSS software version 
24. Prior to statistical testing, all variables were assessed for normality of 
the distribution by comparing their skewness with the standard error 
(Coolican, 2009). Where variables were found to be non-normally 
distributed, box plots were used to identify the outliers, whose data 
were then removed from the analysis. A total of 16 data points across 14 
variables were removed as outliers (no single participant had more than 
2 data points removed). 

The test-retest reliability of the microstate class parameters and their 
conditional transition probabilities (referred to as ‘transition probabili-
ties’ thereafter) within and between the runs was estimated using the 
Intraclass Correlation Coefficients (ICC, Landis and Koch, 1977). The 
ICCs were calculated using a 2-way mixed-effects model with an abso-
lute agreement definition for a single measure (Koo and Li, 2016; 
Aldridge et al., 2017). 

We applied Koo and Li (2016) guidelines for ICC estimates, based on 
the 95% confidence interval, with values less than 0.5, between 0.5 and 
0.74, between 0.75 and 0.9, and greater than 0.90 being indicative of 
poor, moderate, good, and excellent reliability, respectively. For the 
clarity of reporting, we have rounded up the ICCs to one decimal point 
(e.g. ICCs between 0.71 and 0.74 were rounded up to 0.7 and between 
0.75 and 0.79 up to 0.8), which gives the following ranges: < 0.5 = poor; 
0.5–0.7 = moderate; 0.8–0.9 = good, > 0.9 (ICC of 0.9 with CI between 
0.8 and 1) = excellent reliability. The ICCs above 0.7 were considered to 
indicate adequate test-retest reliability since they account for at least 
half of the variance (Post, 2016; Streiner and Norman, 2008). 

Since most ICCs were 0.7 or less, with most confidence intervals (CIs) 
being wide, with the lower CI margin falling into the poor range (<0.5), 
indicating less than adequate test-retest reliability, we entered each 
repetition of each condition separately into the analysis of variance 
models when investigating the functional significance of four microstate 
classes. This resulted in a 4x3x2x2 repeated-measures analysis of vari-
ance (rmANOVA) model with class (A, B, C, and D), condition (mind- 
wandering, verbalization, visualization), run (run 1 and run 2), and 
repetition (2 repetitions per run) for each parameter: duration, occur-
rence, and coverage. Main effects and interactions were followed up with 
lower level rmANOVAs and paired t-tests as appropriate. P values for 
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contrasts investigating the main effects were adjusted for multiple 
comparisons as follows: main effect of class p < .008 (6 contrasts), main 
effect of condition p < .02 (3 contrasts), main effects of run and repe-
tition p < .03 (2 contrasts). The interaction effects and their contrasts are 
also reported for the p values at p < .1 for which the partial eta squared 
(an estimate of the effect size) ranged from medium to large (ηp

2 >0.13), 
as they were considered to be meaningful trends given the small sample 
size. 

The same analysis strategy was employed for the transition proba-
bilities with the rmANOVAs followed by lower-level ANOVA to further 
investigate the main effects and interactions. 

Pearson correlations were used to investigate the relationships of the 
microstate parameters and the transition probabilities with the subjec-
tive ratings using the VASs. 

3. Results 

3.1. Test-retest reliability of alpha power 

Since the EEG microstates are mainly driven by the alpha frequency, 
as a reference, we first report the relative alpha power and its test-retest 
reliability. 

The fraction of power located in the alpha band (8–12 Hz; 1–20 Hz 
band-pass filtered EEGs) declined gradually across the six conditions of 
each run (Mind-wandering1, Verbalization1, Visualization1, Mind- 
wandering2, Verbalization2, Visualization2), with the steepest decline 
during the first three conditions (Run 1: 0.53, 0.50, 0.46, 0.47, 0.47 and 
0.46; Run 2: 0.56, 0.55, 0.51, 0.50, 0.49 and 0.50). Accordingly, mean 
alpha power over the four repetitions was slightly higher during mind- 
wandering (0.52 ± 0.18) and verbalization (0.50 ± 0.18) than during 
visualization (0.48 ± 0.20). In contrast, test-retest reliability was higher 
during mental tasks, especially visualization, than during mind- 
wandering. It was also generally higher during the first two conditions 
of each run, when the participants were more alert (see below), except 
for the visualization condition, which had excellent test-retest reliability 
between two repetitions of the same run for both runs (see Table S1). 

Relative alpha power was strongly correlated with the microstate 
duration (Pearson correlations significant at the 0.01 level in 8 of the 12 
conditions), with the correlations being stronger for classes A (r = 0.60) 
and B (r = 0.64) than for C (r = 0.22) and D (r = 0.44). 

3.2. Test-retest reliability of canonical microstate classes 

Supplementary Table S2 presents ICCs with confidence intervals for 
pairwise contrasts of four condition repetitions over two runs for each 
microstate class parameter. 

For the microstate classes, class A had adequate reliability (ICC ≥0.7) 
on all parameters for the mind-wandering condition. For the verbal-
ization condition, it had adequate reliability for duration, with mixed 
reliability for other parameters. For the visualization condition, it had 
good to excellent reliability (ICC range 0.7–0.9) for coverage and 
occurrence. 

Class B had a rather poor test-retest reliability (ICC range 0.4–0.6) for 
coverage and occurrence in the mind-wandering condition, achieving 
adequate reliability (ICC range 0.7–0.9) only for duration. It did better in 
the verbalization and visualization conditions, with good to excellent 
reliability (ICC range 0.7–0.9) on all parameters, with the only exception 
of moderate reliability for duration (ICC of 0.6) during the second rep-
etitions of the visualization condition in both runs. 

Class C had the most mixed test-retest reliability for all conditions on 
all parameters, except for occurrence during mind-wandering for which 
it showed adequate reliability. 

Class D appears to be the most reliable out of the four classes for 
duration and coverage (ICC range 0.7–0.9), but showed quite poor reli-
ability for occurrence across the conditions. 

The first repetitions of two runs had the highest test-retest reliability 

across the microstate class parameters, followed by two repetitions of 
Run 1 with a few exceptions (i.e. class B for coverage and occurrence in 
mind-wandering where two repetitions of Run 2 performed better). 

Overall, the test-retest reliability of the microstate class parameters 
appears to differ depending on the condition. The verbalization condi-
tion produced the highest but mostly moderate-to-good reliability for all 
four classes for duration, but this was not the case for coverage and 
occurrence for which the visualization condition performed most stably. 
Duration appears to be the most reliable parameter overall, particularly 
for classes A and B during mind-wandering and verbalization, and for 
class D in all conditions. 

3.3. Functional significance of canonical microstates classes 

3.3.1. Analysis of variance for each parameter with run and repetition as 
fixed factors 

Table 1 presents the means and standard deviations for four classes 
in each repetition of the three conditions over two runs for each 
parameter. It also reports the statistics for the significant main effects 
and interactions of the 4x3x2x2 rmANOVAs with class (A, B, C, and D), 
condition (mind-wandering, verbalization, visualization), run (run 1 
and run 2), and repetition (2 repetitions per run), as well as the results of 
the lower-level rmANOVAs following up main effects and interactions. 
Fig. S1 displays the estimated marginal means from the rmANOVAs for 
each class in three conditions per run per parameter. Below we sum-
marize the main effects and interactions across the parameters, and 
present the statistics for the lower-level pairwise contrasts not included 
in Table 1, where relevant. 

As can be seen from Table 1 and Fig. S1, the means for class D were 
the highest in all conditions for all the parameters, followed by class C, 
with classes A and B being comparable. Consequently, the main effect of 
class was significant for all the parameters, with the lower level con-
trasts indicating that class D was significantly longer in duration and 
higher in occurrence and coverage than the other classes, with class C 
being significantly longer in duration and higher in occurrence and 
coverage than either class A or class B. 

The main effect of condition was significant for duration and occur-
rence. For duration, the main effects of lower level rmANOVAs con-
trasting the conditions pairwise were not significant (at the corrected p 
value). For occurrence, lower level rmANOVAs showed the main effect of 
condition to be due to the differences between mind-wandering and 
visualization, with paired t-tests indicating greater occurrence of class A 
(trend) during the first repetition [t19 = − 1.9, p = .08] and of class B 
during the first [t19 = − 2.09, p = .008] and second [t19 = − 2.5, p = .02] 
repetitions of visualization than mind-wandering in Run 1 only. 

There were no significant class by condition interactions in the full 
rmANOVA models, indicating that none of the parameters of four ca-
nonical classes differed systematically depending on the information 
processing modality across both runs and four repetitions. The only 
significant class by condition interaction was observed for mind- 
wandering vs. verbalization [F3, 42 = 3.8, p = .02, ηp

2 = 0.21] when 
exploring the main effect of condition for duration using lower levels 
rmANOVAs, with the paired t-tests having revealed a significantly 
longer mean duration of class D during the first repetition of mind- 
wandering than verbalization [t19 = 2.5, p = .02] in Run 1. 

There was a significant main effect of run for occurrence, driven by a 
significant main effect for class C and a trend (at corrected p value of .01) 
for class A. Class x run interaction was also significant, with lower-level 
rmANOVAs indicating that the interaction was driven by the differences 
between classes A and C vs. D, due to the significantly greater occurrence 
of class A during the first repetition of verbalization [t18 = 3.7, p = .002] 
and visualization [t19 = 2.4, p = .02] and of class C during the second 
repetition of mind-wandering [t19 = 2.3, p = .03] in Run 1 than Run 2. 

Class x run interaction was also significant for coverage, but none of 
the lower-level rmANOVAs contrasting the classes pairwise survived the 
correction for multiple comparisons (p = .008). The uncorrected p values 
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Table 1 
Descriptive and inferential statistics for four classes for each parameter: duration (ms), coverage (%), and occurrence (per second).  

Parameter Class Run1_Con_Rep Mean (SD) Run2_Con_Rep Mean (SD) Significant main effects and interactions Pairwise contrasts for significant effects 

Duration A Run1_MW1 72.3 (13.6) Run2_MW1 71.9 (12.2) Class: F1.4, 14.1
a = 10.4, p = .003, ηp

2 =

.51 
Condition: F2, 20 = 3.8, p = .04, ηp

2 = .27 

Class: 
A vs. D: F1, 15 = 23.1, p < .001, ηp

2 = .61 
B vs. D: F1, 15 = 19.8, p < .001, ηp

2 = .57 
C vs. D: F1, 15 = 10.9, p = .005, ηp

2 = .42 
A vs. B: F1, 14 = 1.04, p = .09, ηp

2 = .19 
A vs. C: F1, 13 = 4.43, p ¼ .05, ηp

2 = .25 
B vs. C: F1, 13 = 10.5, p = .006, ηp

2 = .45 
Condition: 
MW vs. Ver: F1, 14 = 1.7, p = .22, ηp

2 =

.11 
MW vs. Vis: F1, 11 = 1.9, p = .19, ηp

2 = .15 
Ver vs. Vis: F1, 12 = 0.2, p = .65, ηp

2 = .02 

Run1_MW2 71.3 (14.2) Run2_MW2 72.7 (14.3) 
Run1_Ver1 72.6 (12.7) Run2_Ver1 74.5 (16.3) 
Run1_Ver2 69.0 (9.6) Run2_Ver2 73.1 (12.4) 
Run1_Vis1 70.3 (9.4) Run2_Vis1 70.2 (8.3) 
Run1_Vis2 70.0 (10.6) Run2_Vis2 69.9 (12.2) 

B Run1_MW1 73.4 (13.3) Run2_MW1 74.7 (14.7) 
Run1_MW2 70.7 (12.6) Run2_MW2 74.5 (14.2) 
Run1_Ver1 73.8 (13.0) Run2_Ver1 78.5 (17.7) 
Run1_Ver2 71.3 (14.5) Run2_Ver2 71.4 (13.7) 
Run1_Vis1 73.1 (10.4) Run2_Vis1 73.8 (14.4)  
Run1_Vis2 73.8 (12.3) Run2_Vis2 73.8 (15.4)  

C Run1_MW1 84.2 (20.5) Run2_MW1 86.2 (21.1)  
Run1_MW2 86.7 (25.2) Run2_MW2 81.1 (16.8)  
Run1_Ver1 84.0 (16.8) Run2_Ver1 86.3 (18.2)  
Run1_Ver2 86.4 (18.3) Run2_Ver2 82.6 (20.4)  
Run1_Vis1 81.8 (28.9) Run2_Vis1 109.7 

(35.4)  
Run1_Vis2 84.4 (18.0) Run2_Vis2 83.2 (18.0)  

D Run1_MW1 104.8 
(25.6) 

Run2_MW1 110.5 
(38.2)  

Run1_MW2 101.9 
(33.7) 

Run2_MW2 109.9 
(40.2)  

Run1_Ver1 95.8 (24.8) Run2_Ver1 109.1 
(37.8)  

Run1_Ver2 101.4 
(29.8) 

Run2_Ver2 102.6 
(29.9)  

Run1_Vis1 98.4 (28.9) Run2_Vis1 109.7 
(35.4)  

Run1_Vis2 100.5 
(32.6) 

Run2_Vis2 106.1 
(36.7)   

Parameter Class Run1_Con_Rep Mean (SD) Run2_Con_Rep Mean (SD) Significant main effects and interactions Pairwise contrasts for significant effects 

Coverage A Run1_MW1 18.4 (7.1) Run2_MW1 17.5 (7.8) Class: F2.0, 38.3
a = 14.7, p < .001, ηp

2 = .45 
Class*Run: F2.2, 42.4

a = 4.2, p = .02, ηp
2 =

.19 

Class: 
A vs. D: F1, 19 = 29.8, p < .001, ηp

2 = .61 
B vs. D: F1, 19 = 22.6, p < .001, ηp

2 = .54 
C vs. D: F1, 19 = 4.6, p ¼ .05, ηp

2 = .19 
A vs. B: F1, 19 = 1.1, p = .31, ηp

2 = .05 
A vs. C: F1, 19 = 11.3, p = .003, ηp

2 = .37 
B vs. C: F1, 19 = 8.7, p = .008, ηp

2 = .31 
Class*Run: 
A vs. D: F1, 19 = 6.2, p = .02, ηp

2 = .25 
B vs. D: F1, 19 = 3.1, p = .09, ηp

2 = .14 
C vs. D: F1, 19 = 7.8, p = .01, ηp

2 = .29 
A vs. B: F1, 19 = 0.3, p = .57, ηp

2 = .02 
A vs. C: F1, 19 = 2.3, p = .15, ηp

2 = .11 
B vs. C: F1, 19 = 2.2, p = .16, ηp

2 = .10 

Run1_MW2 18.2 (6.9) Run2_MW2 18.3 (6.4) 
Run1_Ver1 19.2 (6.4) Run2_Ver1 17.5 (6.1) 
Run1_Ver2 17.2 (4.8) Run2_Ver2 19.2 (6.0) 
Run1_Vis1 19.3 (5.5) Run2_Vis1 17.4 (6.4) 
Run1_Vis2 17.5 (6.2) Run2_Vis2 17.2 (6.2) 

B Run1_MW1 18.4 (6.2) Run2_MW1 18.9 (7.9) 
Run1_MW2 17.8 (6.9) Run2_MW2 19.6 (6.2) 
Run1_Ver1 20.4 (7.1) Run2_Ver1 20.5 (6.9) 
Run1_Ver2 18.2 (6.9) Run2_Ver2 18.2 (7.3) 
Run1_Vis1 20.6 (5.0) Run2_Vis1 19.2 (6.8) 
Run1_Vis2 20.9 (6.6) Run2_Vis2 19.7 (7.2) 

C Run1_MW1 26.6 (9.6) Run2_MW1 26.2 
(10.6) 

Run1_MW2 29.7 
(13.8) 

Run2_MW2 24.6 
(10.9) 

Run1_Ver1 27.6 (8.6) Run2_Ver1 26.9 
(11.1) 

Run1_Ver2 29.4 
(10.1) 

Run2_Ver2 26.8 
(10.9) 

Run1_Vis1 27.0 (9.2) Run2_Vis1 25.5 (9.8) 
Run1_Vis2 28.1 

(10.1) 
Run2_Vis2 26.5 

(12.3) 
D Run1_MW1 36.5 

(11.3) 
Run2_MW1 37.4 

(14.2) 
Run1_MW2 34.3 

(12.4) 
Run2_MW2 37.5 

(13.1) 
Run1_Ver1 32.7 

(10.3) 
Run2_Ver1 35.1 

(11.9) 
Run1_Ver2 35.2 

(13.0) 
Run2_Ver2 35.9 

(13.2) 
Run1_Vis1 33.1 

(11.6) 
Run2_Vis1 37.8 

(13.6) 
Run1_Vis2 33.4 

(14.6) 
Run2_Vis2 36.6 

(13.0)  

Parameter Class Run1_Con_Rep Mean 
(SD) 

Run2_Con_Rep Mean 
(SD) 

Significant main effects and interactions Pairwise contrasts for significant effects 

Occurrence A Run1_MW1 2.5 (0.8) Run2_MW1 2.4 (0.9) Class: F3, 54 = 12.2, p < .001, ηp
2 = .40 

Condition: F1.5, 27.1
a = 3.4, p = .06, ηp

2 =

.16 

Class: 
A vs. D: F1, 18 = 29.7, p < .001, ηp

2 = .62 
B vs. D: F1, 19 = 19.3, p < .001, ηp

2 = .51 
Run1_MW2 2.5 (0.7) Run2_MW2 2.5 (0.7) 
Run1_Ver1 2.6 (0.8) Run2_Ver1 2.3 (0.7) 

(continued on next page) 
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indicated the interaction was due to the differences between classes A 
and D, with paired t-tests showing a greater coverage of class A during the 
first repetition of verbalization [t19 = 2.2, p = .04] and visualization [t19 
= 2.1, p = .04] in Run 1 than Run 2, but a greater coverage of class D for 
the second repetition of verbalization [ t19 = − 1.8, p = .08] and the first 
repetition of visualization [t19 = − 2.8, p = .01] in Run 2 than Run 1. The 
t-test contrasts were significant at uncorrected p-value only, but, given 
the small sample size, we note them here as trend indicators of test-retest 
reliability of microstate class parameters. 

There were no main effects or interactions for repetition. 

3.3.2. Analysis of variance for the parameters averaged across runs and 
repetitions 

Given that there were no main effects of repetition in the 4x3x2x2 
rmANOVAs, we conducted 4x3 rmANOVAs with class (A, B, C, D) and 
condition (mind-wandering, verbalization, and visualization) as within- 
subject factors, with the parameters averaged across four repetitions 
over two runs to allow for more power in detecting the differences, if 
any, in the microstate class parameters as a result of the experimental 
manipulation in processing modality (i.e. verbal vs visual). Significant 
main effects and interactions were followed up with lower level rmA-
NOVAs and paired t-tests. 

As can be seen from Table 2, there were significant main effects of 
class for all three parameters, and of condition for duration and occur-
rence. As before, the effect of class was due to higher means for all 

parameters for Class D, followed by class C, with no differences between 
classes A and B. The main effects of condition were due to class D having 
longer duration in mind-wandering than verbalization conditions [t19 =

2.3, p = .03], and class B having higher occurrence in visualization than 
either in mind-wandering [t19 = − 3.3, p = .004] or verbalization [t19 =

− 2.9, p = .008] conditions. 
The only observed class by condition interaction was for duration at a 

trend level (p < .1), which was due to class D having longer duration in 
mind-wandering than verbalization and visualization conditions 
compared to class B [F2, 30 = 2.8, p = .08, ηp

2 = 0.16] and class C [F2, 30 
= 3.1, p = .06, ηp

2 = 0.17]. Lower level rmANOVAs have also revealed a 
significant class by condition interaction for class B with higher occur-
rence in visualization than in either mind-wandering or verbalization 
conditions compared to class A [F2, 36 = 4.5, p = .02, ηp

2 = 0.20]. 

3.4. Conditional transition probabilities between EEG microstates 

3.4.1. Test-retest reliability of conditional transition probabilities 
Table S3 presents the ICCs and their CIs for the transition probabil-

ities for each pair of the four repetitions of two runs. Overall, the ICCs 
were even more mixed than those observed for the microstate parame-
ters ranging from 0.3 to 0.9, with a substantial proportion of the ICCs 
falling below adequate test-retest reliability (<0.7). The ICCs across four 
repetitions were the highest for D→A during mind-wandering and A→B 
during verbalization and visualization (ICCs range 0.7–0.9), with the 

Table 1 (continued ) 

Parameter Class Run1_Con_Rep Mean 
(SD) 

Run2_Con_Rep Mean 
(SD) 

Significant main effects and interactions Pairwise contrasts for significant effects 

Run: F1, 18 = 5.9, p = .03, ηp
2 = .25 

Class*Run: F3, 54 = 4.1, p = .01, ηp
2 = .19 

C vs. D: F1, 19 = 1.5, p = .23, ηp
2 = .08 

A vs. B: F1, 18 = 1.6, p = .23, ηp
2 = .08 

A vs. C: F1, 18 = 11.9, p = .003, ηp
2 = .4 

B vs. C: F1, 19 = 8.8, p = .008, ηp
2 = .32 

Condition: 
MW vs. Ver: F1, 18 = 2.6, p = .12, ηp

2 =

.11 
MW vs. Vis: F1, 18 = 5.6, p = .02, ηp

2 =

.23 
Ver vs. Vis: F1, 148 = 1.5, p = .24, ηp

2 =

.08 
Run: 
A: F1, 18 = 5.4, p = .03, ηp

2 = .23 
B: F1, 18 = .7, p = .41, ηp

2 = .04 
C: F1, 19 = 7.4, p = .01, ηp

2 = .28 
D: F1, 98 = .4, p = .54, ηp

2 = .02 
Class*Run: 
A vs. D: F1, 18 = 6.3, p ¼ .02, ηp

2 = .23 
B vs. D: F1, 19 = 1.3, p = .28, ηp

2 = .06 
C vs. D: F1, 19 = 6.6, p ¼ .02, ηp

2 = .26 
A vs. B: F1, 18 = .7, p = .42, ηp

2 = .2 
A vs. C: F1, 18 = 3.1, p = .1, ηp

2 = .15 
B vs. C: F1, 19 = 1.9, p = .18, ηp

2 = .1 

Run1_Ver2 2.5 (0.6) Run2_Ver2 2.6 (0.7) 
Run1_Vis1 2.7 (0.7) Run2_Vis1 2.5 (0.8) 
Run1_Vis2 2.5 (0.8) Run2_Vis2 2.4 (0.8) 

B Run1_MW1 2.5 (0.7) Run2_MW1 2.5 (0.8) 
Run1_MW2 2.5 (0.8) Run2_MW2 2.6 (0.7) 
Run1_Ver1 2.7 (0.7) Run2_Ver1 2.6 (0.7) 
Run1_Ver2 2.5 (0.6) Run2_Ver2 2.5 (0.8) 
Run1_Vis1 2.8 (0.6) Run2_Vis1 2.6 (0.8) 
Run1_Vis2 2.8 (0.7) Run2_Vis2 2.7 (0.8) 

C Run1_MW1 3.1 (0.7) Run2_MW1 3.0 (0.9) 
Run1_MW2 3.3 (1.0) Run2_MW2 3.0 (1.0) 
Run1_Ver1 3.2 (0.7) Run2_Ver1 3.1 (1.0) 
Run1_Ver2 3.4 (0.8) Run2_Ver2 3.2 (0.9) 
Run1_Vis1 3.3 (0.8) Run2_Vis1 3.1 (0.9) 
Run1_Vis2 3.3 (0.8) Run2_Vis2 3.0 (1.1) 

D Run1_MW1 3.5 (0.6) Run2_MW1 3.4 (0.7) 
Run1_MW2 3.3 (0.5) Run2_MW2 3.4 (0.6) 
Run1_Ver1 3.4 (0.6) Run2_Ver1 3.3 (0.5) 
Run1_Ver2 3.4 (0.8) Run2_Ver2 3.4 (0.7) 
Run1_Vis1 3.3 (0.6) Run2_Vis1 3.4 (0.6) 
Run1_Vis2 3.2 (0.9) Run2_Vis2 3.5 (0.7) 

Abbreviations: Con = Condition; MW = Mind-Wandering; Rep = Repetition; Ver = Verbalization; Vis = Visualization. 
a Greenhouse-Geisser Corrected Statistics. 

Table 2 
Table of Mean and SD among EGG microstates averages for duration, coverage, and occurrence by condition.  

Parameter Class Mind-wandering Mean (SD) Verbalization Mean (SD) Visualization Mean (SD) Significant main effects and interactions 

Duration A 69.5 (9.8) 72.3 (12.1) 67.9 (6.6) Class: F3, 30 = 10.4, p = .003, ηp
2 = .51 

Condition: F2, 20 = 3.8, p = .04, ηp
2 = .27 

Class x Condition: 
F6, 60 = 5.9, p = .08, ηp

2 = .17 

B 73.3 (12.3) 72.6 (12.9) 70.7 (8.1) 
C 80.3 (13.3) 84.8 (16.9) 79.8 (12.7) 
D 106.8 (31.2) 102.2 (28.1) 99.8 (26.3) 

Coverage A 18.1 (6.3) 18.3 (5.2) 17.8 (5.5) Class: F3, 30 = 14.4, p < .0001, ηp
2 = .44 

B 18.7 (5.7) 19.3 (6.4) 20.1 (5.8) 
C 26.7 (10.0) 27.7 (8.9) 26.8 (9.0) 
D 36.4 (11.1) 34.7 (10.7) 35.2 (12.1) 

Occurrence A 2.5 (0.7) 2.4 (0.5) 2.5 (0.7) Class: F3, 54 = 12.2, p < .0001, ηp
2 = .40 

Condition: F2, 36 = 3.4, p = .04, ηp
2 = .16 B 2.5 (0.6) 2.6 (0.7) 2.7 (0.6) 

C 3.1 (0.9) 3.2 (0.8) 3.2 (0.8) 
D 3.4 (0.5) 3.4 (0.6) 3.4 (0.6)  
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remaining ICCs being at 0.7 or less for all transition probabilities across 
three conditions. Low test-retest reliability was observed for A→C dur-
ing visualization and C→B during mind-wandering with the ICCs 
ranging between 0.4 and 0.7 (overall ICC of 0.5), as well as C→D during 
mind-wandering with all but one ICCs being between 0.3 and 0.6 
(overall ICC of 0.5). The worst performing were the probabilities of 
transitioning from D→B during mind-wandering (ICCs range 0.3–0.6) 
and visualization (all but one ICC ranging between 0.3 and 0.6). 

3.4.2. Functional significance of conditional transition probabilities 
Fig. 3 presents the transition matrices of the mean transition prob-

ability for each pair of the four microstates for the four repetitions of 
each condition across two runs. (Fig. S2 presents the means, standard 
deviations, and the diagrams of the transition probabilities by their 
relative likelihood, i.e. mean probability). As can be seen from Fig. 3, the 
probabilities of transitioning from C→D and D→C were the highest 
across the conditions in all repetitions, except for D→C for the second 
repetition of mind-wandering in Run 2. These conditional transition 
probabilities were also significantly greater than those predicted from 
the occurrences (under the null hypothesis that the identity of the next 
microstate is independent of the current one, at p < .05) for 10 of the 12 
C→D values and for 9 of the 12 D→C values. Next highest probabilities 
were for A→D and B→D transitions, particularly in verbalization and 
visualization conditions. The mean probability of the C→B transition 

remained consistently one of the lowest in all repetitions of all condi-
tions, particularly during visualization, with 2 of the 12 C→B proba-
bilities being significantly lower than predicted from the null hypothesis 
(at p < .05). Overall, the transitions matrices were asymmetrical, with 
directional effects for all but the A→B transitions. 

Noteworthy, the canonical microstate maps were not uncorrelated 
(in terms of their topographical similarity), with maps C and D being 
correlated most strongly (r = 0.87), followed by B vs. C (r = 0.68), B vs. 
D (r = 0.63), A vs. D (r = 0.6), A vs. C (r = 0.53), and with A vs. B being 
correlated only modestly (r = 0.2). Although transition probabilities do 
not depend on the correlations between the maps a priori, in a noisy EEG 
signal such correlations may lead to a misallocation of momentary 
topographic maps at GFP peaks to a ‘wrong’ class, leading to spurious 
microstate transitions where there were none. 

3.4.3. Asymmetry of transition probabilities 
To test the significance of the differences in the asymmetry of tran-

sition probabilities between the conditions, we conducted separate (6 in 
total, i.e. A→B vs. B→A, A→C vs. C→A, A→D vs. D→A, B→C vs. C→B, 
B→D vs. D→B, and C→D vs. D→C) 2x3x2x2 rmANOVAs with a transi-
tion (e.g. A→B vs. B→A), condition (mind-wandering, verbalization, and 
visualization), run (1 and 2) and repetition (1 and 2). Table 3 presents 
the main results of these analyses. 

As can be seen in Table 3, the only observed significant transition by 

Fig. 3. Transition probability matrices for the two runs of two repetitions of the three conditions. Probabilities were averaged over the 20 subjects. Values 
significantly greater than those expected from the microstate occurrences are marked by an asterisk, those significantly lower by a circle. 
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condition interaction was for the probability of C→D transition being 
significantly higher than for D→C during mind-wandering compared to 
verbalization. There were a number of direction and condition by run or 
repetition interaction effects, suggesting a lack of reproducibility of 
transition probabilities from run to run and repetition to repetition. 

3.4.4. Transition probability to and from a class 
We also examined whether transition probabilities to and from each 

class significantly differed by condition to further probe functional sig-
nificance of the pairwise transitions. Table 4 presents the main findings 
from the 3x3x2x2 rmANOVAs with transition-to-class (e.g. B→A vs. 
C→A vs. D→A) or transition-from-class (e.g. A→B vs. A→C vs. A→D), 
condition (mind-wandering, verbalization, visualization), run (1 and 2), 
and repetition (1 and 2) (a total of 8 rmANOVA models). 

As can be seen from Table 4, there were a number of significant 
transition by condition interactions for the transitions to or from a class, 
but none held up across runs and repetitions in the lower level contrasts. 
There were also a number of significant transition by condition by run 
and transition by condition by repetition interactions (see Table 4 for 
data patterns). 

Overall, there were many more significant main effects and in-
teractions by run for transition probabilities than for microstate class 
parameters, and a number of significant interactions by repetition (not 
observed for class parameters), which is in line with an overall poorer 
test-retest reliability (reproducibility) of transition probabilities than 
microstate class parameters. This was particularly true for the transi-
tions from class C. 

Table 3 
Significant main effects and interactions of the repeated measures analysis of 
variance examining the asymmetry of transition probabilities, and the data 
patterns that explain them.  

Transition 
direction 

Significant main effects and 
interactions 

Data pattern 

A→B vs. B→A -  
A→C vs. C→A Transition: F1, 19 = 10.7, p =

.004, ηp
2 = .36 

Run: F1, 19 = 7.1, p = .01, ηp
2 

= .27 

A→C > C→A 
Both pairs: Run1 > Run2 

A→D vs. D→A Transition: F1, 19 = 26.3, p <
.0001, ηp

2 = .58 
Run: F1, 19 = 3.9, p = .06, ηp

2 

= .17 
Transition x Run: F1, 19 = 7.6, 
p = .01, ηp

2 = .29 

A→D > C→D 
A→D: Run2 > Run1 

B→C vs. C→B Transition: F1, 19 = 7.6, p =
.01, ηp

2 = .29 
Run: F1, 19 = 5.8, p = .03, ηp

2 

= .24 
Transition x Rep: F1, 19 = 3.6, 
p = .07, ηp

2 = .16 

B→C > C→Ba 

Both pairs: Rep1&2 Run1 

B→D vs. D→B Transition: F1, 18 = 17.8, p =
.001, ηp

2 = .50 
Run: F1, 18 = 6.3, p = .02, ηp

2 

= .26 
Condition x Rep: F2, 36 = 3.2, 
p = .05, ηp

2 = .15 

B→D > D→B 
Both pairs: Run2 > Run1 
B→D: Rep1&2 Run2 > Rep1&2 
Run1 in MW and Vis vs. Ver 

C→D vs. D→C Transition x Condition: F2, 18 

= 3.2, p = .05, ηp
2 = .27 

Direction x Run: F1, 19 = 9.1, 
p = .007, ηp

2 = .32 
Condition x Run: F1, 19 = 9.1, 
p = .007, ηp

2 = .32 

MW vs. Ver: C→D > D→C 
MW vs. Vis: C→D > D→C Run 
2 
Vis: C→D > D→C Run2 > Run1 

Abbreviations: MW = Mind-Wandering; Rep = Repetition; Ver = Verbalization; 
Vis = Visualization. 

a C→B transition probability was significantly lower than predicted from the 
occurrences of microstates B and C in mind-wandering repetition 1 of run 2 and 
visualization repetition 2 of run 2. 

Table 4 
Significant main effects and interactions of the repeated measures analysis of 
variance examining the differences in transition probabilities to and from each 
class, and the data patterns that explain them.  

Transition to class Significant main effects 
and interactions 

Data pattern 

Class A (B→A vs. 
C→A vs. D→A) 

Transition x Condition x 
Repetition: 
F4, 16 = 4.7, p = .01, ηp

2 =

.54 

B→A > C→A in Ver Rep1 
Run1&2 

Class B (A→B vs. 
C→B vs. D→B) 

Condition: F2, 17 = 3.5, p 
= .05, ηp

2 = .29 
Transition x Condition: 
F2, 17 = 3.5, p = .05, ηp

2 =

.29 
Condition x Run: F2, 17 =

4.3, p = .03, ηp
2 = .34 

All to class B: Vis > MW or Ver 
Run1 A→B > C→B in MW vs. 
Ver Run2 

Class C (A→C vs. 
B→C vs. D→C) 

Transition: F2, 38 = 23.9, 
p < .0001, ηp

2 = .73 
Run: F1, 19 = 4.8, p = .04, 
ηp

2 = .20 
Transition x Condition x 
Repetition: 
F4, 16 = 3.2, p = .04, ηp

2 =

.44 

D→C > A→C or B→C 
A→C and B→C: Run 2 > Run 1 
in MW and Vis 
A→C: Ver > MW Rep1 Run2 
and Vis Rep2 Run2 
D→C: Ver > Vis Rep2 Run2 

Class D (A→D vs. 
B→D vs. C→D) 

Transition: F2, 38 = 25.2, 
p < .0001, ηp

2 = .57 
Run: F1, 19 = 8.0, p = .01, 
ηp

2 = .30 
Transition x Condition: 
F4, 76 = 2.4, p = .06, ηp

2 =

.11 

C→D > A→D or B→D 
C→D: MW > Vis Run1 

Transition from 
classa   

Class A (A→B vs. 
A→C vs. A→D) 

Transition: F2, 38 = 5.3, p 
= .01, ηp

2 = .21 
Repetition: F1, 19 = 5.6, p 
= .03, ηp

2 = .23 
Transition x Run: F2, 38 =

4.5, p = .02, ηp
2 = .19 

Condition x Run: F2, 38 =

3.4, p = .04, ηp
2 = .15 

Transition x Condition x 
Run: 
F4, 76 = 2.5, p = .05, ηp

2 =

.12 

A→D > A→B, particularly in 
Run 2 
A→D: MW > Vis Rep1 Run1 

Class B (B→A vs. 
B→C vs. B→D) 

Transition: F2, 38 = 6.3, p 
= .004, ηp

2 = .25 
Transition x Run: F2, 38 =

6.3, p = .004, ηp
2 = .25 

Condition x Repetition: 
F2, 38 = 4.4, p = .02, ηp

2 =

.19 

B→C and B→D > B→A 
B→C: Ver > MW Rep1 Run2 

Class C (C→A vs. 
C→B vs. C→D) 

Transition: F2, 38 = 28.5, 
p < .0001, ηp

2 = .60 
Condition: F2, 38 = 6.5, p 
= .004, ηp

2 = .27 
Run: F1, 19 = 5.9, p = .03, 
ηp

2 = .24 
Repetition: F1, 19 = 6.2, p 
= .02, ηp

2 = .25 
Transition x Condition: 
F4, 76 = 3.8, p = .007, ηp

2 

= .17 
Transition x Run: F2, 38 =

4.2, p = .02, ηp
2 = .18 

Condition x Run: F2, 38 =

6.1, p = .005, ηp
2 = .24 

Condition x Repetition: 
F2, 38 = 8.0, p = .001, ηp

2 

= .30 
Run x Repetition: F1, 19 =

7.3, p = .01, ηp
2 = .28 

Transition x Condition x 
Run: 
F4, 76 = 5.6, p < .0001, ηp

2 

= .23 

C→D > C→A or C→B 
C→D: MW > Vis Run 1 
C→B: Vis > MW Rep1&2 Run1; 
Vis > Ver Rep2 Run 1 

(continued on next page) 
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3.5. Subjective experience ratings 

3.5.1. Alertness 
The participants rated themselves as being more alert at the start of 

each run, as well as at the start rather than the end of the second 
sequence of each run, which is somewhat surprising considering that 
one would expect the participants to be drowsier during mind- 
wandering (start of the run/sequence) than visualization (end of the 
run/sequence) (see Table 5). These subjective ratings are in agreement 
with higher relative alpha power during the start of each run and the 
start of each sequence (see subsection 3.1). 

The 2x2x2 rmANOVA with run (1 and 2), sequence (1 and 2), and the 
sequence segment (start vs. end) as the within-subject factors confirmed 
the significant main effects of sequence [F1, 18 = 19.2, p < .0001, ηp

2 =

0.52] and the sequence segment [F1, 18 = 47.1, p < .0001, ηp
2 = 0.72]. 

There were a number of significant correlations between subjective 
alertness ratings with class parameters. (Please note that given the way 
the alertness ratings were sampled (sequence start vs. end), we corre-
lated the class parameters for verbalization condition with both 
sequence start and end alertness ratings, only with the alertness ratings 
at the start of the sequence for mind-wandering condition, and only with 
the alertness ratings at the end of the sequence for visualization condi-
tion.) The alertness ratings were significantly positively correlated with 
class A duration during mind-wandering [r17 = 0.55, p = .02] and ver-
balization [r19 = 0.47, p = .05] for the start, and during verbalization 
[r19 = 0.47, p = .05] and visualization [r19 = 0.51, p = .03] for the end of 
sequence 1 in run 1. There were also negative correlations with class D 
occurrence during mind-wandering [r19 = − 0.53, p = .02] for the start of 
sequence 1 in run 1, as well with class C occurrence during verbalization 
[r19 = − 0.52, p = .02] and visualization [r19 = − 0.45, p = .05], and class 
C coverage during verbalization [r19 = − 0.51, p = .03] for the end of 
sequence 1 in run 1. 

There were also a number of significant correlations with transition 
probabilities, including: positive correlations with B→A probability [r19 
= 0.46, p = .05] and D→A [r19 = 0.65, p = .003] and negative corre-
lations with A→C [r19 = − 0.52, p = .03] and D->C [r19 = − 0.59, p =

.008] probabilities during verbalization (start of sequence), as well as a 
positive correlation with D→A [r19 = 0.49, p = .04] and a negative 
correlation with D→C [r19 = − 0.46, p = .05] probabilities during visu-
alization (end of sequence) for sequence 1 in run 2. There was also a 
positive correlation with C→A probability during visualization (end of 
sequence) [r19 = 0.54, p = .02], and a negative correlation with D→A 
probability during verbalization for both the start [r19 = − 0.46, p = .05] 
and the end [r19 = − 0.43, p = .07] of sequence 2 in run 2 (note that a 
positive correlation of D→A probability with alertness ratings during 
verbalization was observed for the start of sequence 1 in run 1, see 
above). 

3.5.2. Effortfulness 
As can be seen from Table 6, presenting the means, SDs and the range 

(minimum-maximum values) for the VAS ratings of effortfulness, there 
were substantial individual differences in how effortful the participants 
have found both conditions. A 2x2x2 rmANOVA with condition (ver-
balization vs. visualization), run (1 and 2) and repetition (1 and 2) as 
within-subject factors showed a significant main effect of condition [F1, 

18 = 14.9, p = .001, ηp
2 = 0.45], with effortfulness being rated as higher 

during visualization than verbalization in all repetitions. There was also 
a significant condition by repetition interaction [F1, 18 = 6.9, p = .02, 
ηp

2 = 0.23], with significantly higher ratings during verbalization for 
repetition 1 in run 2 than run 1. 

Higher effort was associated with shorter class B duration during 
visualization for repetition 2 in run 1 [r19 = − 0.57, p = .01]. 

In run 2, for repetition 1 of the verbalization condition higher effort 
was associated with shorter class D duration [r19 = − 0.48, p = .04] and 
higher class C occurrence [r19 = 0.54, p = .02] and coverage [r19 = 0.51, p 
= .02], as well as higher transition probabilities for A→C [r19 = 0.46, p 
= .05], B→C [r19 = 0.58, p = .009] and a trend for D→C [r19 = 0.43, p =
.07], as would be expected from the positive correlation with higher 
class C occurrence. Additionally, for repetition 1 of the visualization 
condition higher effort was associated with shorter class A [r19 = − 0.58, 
p = .009] and class B [r19 = − 0.46, p = .05] duration, as well as higher 
class C occurrence [r19 = 0.52, p = .02] and coverage [r19 = 0.47, p = .04]. 
For repetition 2 of the visualization condition, higher effort correlated 
with shorter class A duration [r19 = − 0.49, p = .05], as well as lower class 
A [r19 = − 0.48, p = .04] and class B [r19 = − 0.52, p = .02] coverage. 
Finally, higher effort correlated with higher probability of D→C transi-
tion [r19 = 0.56, p = .01] during repetition 1 and lower probability of 
A→B and B→A transitions during both repetition 1 [A→B: r19 = − 0.57, 
p = .02; B→A: r19 = − 0.48, p = .04] and repetition 2 [A→B: r19 = − 0.63, 
p = .004; B→A: r19 = − 0.56, p = .01] of the visualization condition. 

3.5.3. Interference 
The participants varied substantially in the degree of spontaneous 

mind-wandering during the verbalization and visualization conditions, 
as well as spontaneous visual and verbal interference during the verbal 
and visual conditions respectively (see Table 7 for the means, SDs, and 
ranges for both ratings). Higher degree of spontaneous mind-wandering 
correlated with higher effortfulness ratings, indicating a greater sub-
jective effort to stay on task in the presence of mind-wandering. 

Table 4 (continued ) 

Transition to class Significant main effects 
and interactions 

Data pattern 

Condition x Run x 
Repetition: 
F2, 38 = 7.1, p = .002, ηp

2 

= .27 
Class D (D→A vs. 

D→B vs. D→C) 
Transition: F2, 36 = 17.6, 
p < .0001, ηp

2 = .50 
D→C > D→A or D→B 

Abbreviations: MW = Mind-Wandering; Rep = Repetition; Ver = Verbalization; 
Vis = Visualization. 

a Note that the transition probabilities from a class add up to one since for each 
EEG microstate class X, transition probabilities pX,Y from X to the other micro-
state classes Y add up to one, i.e., 

∑

Y∕=X
pX,Y = 1.  

Table 5 
Means, SDs and minimum-maximum values (range) for the subjective ratings of 
alertness using the VAS with 0% ‘being not at all alert’ and 100% ‘being 
extremely alert’. The ratings were sampled after each run with the participants 
asked to rate their alertness at the start and the end of each sequence of the run: 
sequence 1 (Mind-wandering1->Verbalization1->Visualization1) and sequence 
2 (Mind-wandering2->Verbalization2->Visualization2).  

Alertness rating Sequence start Mean (SD) 
[Range] 

Sequence end Mean (SD) 
[Range] 

Run1_Sequence1 84.3 (10.6) [70.4–100] 57.4 (21.4) [9.2–83.6] 
Run1_Sequence2 74.2 (16.1) [39–95.2] 47.1 (21.7) [11.8–78.8] 
Run2_Sequence1 82.0 (14.5) [42.8–100] 60.5 (22.4) [15.8–91.4] 
Run2_Sequence2 72.7 (22.2) [20–100] 47.6 (24.4) [3.6–89.0]  

Table 6 
Means, SDs and minimum-maximum values (range) for the subjective ratings of 
effortfulness using the VAS with 0% ‘being not at all effortful’ and 100% ‘being 
extremely effortful’. The ratings were sampled after each run with the partici-
pants asked to rate how effortful they found each repetition of the verbalization 
and visualization conditions.  

Effortfulness 
rating 

Verbalization condition 
Mean (SD) [Range] 

Visualization condition 
Mean (SD) [Range] 

Run1_Repetition1 45.6 (24.1) [12.4–90.6] 63.1 (23.1) [6.6–100] 
Run1_Repetition2 48.5 (23.2) [12.2–85.6] 70.3 (25.5) [22.6–100] 
Run2_Repetition1 50.5 (28.2) [4.2–94] 64.3 (25.3) [18–100] 
Run2_Repetition2 49.8 (29.4) [5–97] 67.4 (28.2) [2.8–100]  
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A 2x2x2 rmANOVA with condition (verbalization vs. visualization), 
run (1 and 2) and repetition (1 and 2) showed a trend for the main effect 
of condition [F1, 18 = 4.0, p = .06, ηp

2 = 0.18], with a higher degree of 
spontaneous mind-wandering indicated during visualization than 
verbalization. 

Higher degree of spontaneous mind-wandering was correlated with 
higher class D occurrence during verbalization [r19 = 0.67, p = .002] and 
visualization [r19 = 0.63, p = .004], and higher probability of A→D [r19 
= 0.51, p = .03] and C→D [r19 = 0.47, p = .04] transitions during 
visualization in repetition 1 of run 1, as well as higher class D occurrence 
[r19 = 0.50, p = .03] during verbalization in repetition 2 of run 1. 

No significant correlations were observed for the spontaneous visual 
and verbal interference ratings during the verbal and visual conditions 
with either the average class parameters or transition probabilities. 

4. Discussion 

Given a rising interest in the EEG microstates and their potential 
application as biomarkers of healthy and pathological neural dynamics, 
in this study we: i) further probed into the functional significance of the 
four canonical EEG microstate classes; and ii) investigated within- 
session test-retest reliability of their parameters and conditional tran-
sition probabilities in healthy participants. The results of the study have 
important implications for the assumptions of stationarity (replicability) 
of the parameters characterizing the four canonical microstate classes 
most used in previous research, and particularly for their transition 
probabilities. Our findings also highlight that it is premature to assign 
clear functional associations to the four canonical EEG microstate 
classes. 

4.1. Test-retest reliability of microstate parameters and transition 
probabilities 

In terms of within-session test-retest reliability, we found the pa-
rameters of microstate classes to be more stable overall than their con-
ditional transition probabilities. The microstate duration was the most 
reproducible parameter (except for classes A and B during visualiza-
tion), whereas occurrence was least reliable. The poor reliability of the 

transition probabilities is likely to be the consequence of the poor reli-
ability of occurrence, as the transition probabilities are driven by the 
microstate occurrences. 

The run had an effect on the parameters as evidenced by a few sig-
nificant class by run interactions, with seemingly random fluctuations in 
the parameters from run to run (between-run repetitions). Although 
there were no significant class by condition by run (or repetition) in-
teractions for any of the parameters, and the overall (across all repeti-
tions) ICCs were acceptable, it is nevertheless recommended that the 
ICCs are checked in the future studies before making the decision to 
average the parameters across the repetitions in the same run/session. 
Alternatively, the “global” microstate class parameters could be derived 
across the sessions/recordings, as was implemented by the only other 
study to assess test-retest reliability of microstate parameters (Khanna 
et al., 2014), which did so across three sessions spaced over 48 h apart of 
resting-state eyes-closed EEG (no processing modality manipulation was 
involved), and observed high reliability for the microstate maps derived 
over all sessions/recordings, but low/mixed reliability for the maps 
derived separately for each session or recording, as is also the case in our 
study. Simply increasing the number of runs/trials within a single ses-
sion, an approach most commonly taken towards minimizing the intra- 
and inter-subjective ‘noise’, is likely to only generate more randomness 
in the parameters due to the fluctuating brain and mental states, as 
evidenced by the drop in the alpha power from the start to the end of 
each run and lower subjective ratings of alertness towards each condi-
tion sequence and each run. A particular caution should be taken by 
studies adopting test-retest designs, e.g. clinical trials using EEG 
microstate parameters as an outcome measure of an intervention or 
longitudinal studies of psychopathological, neurodevelopmental, or 
neurodegenerative conditions. Instead of increasing the number of tri-
als/runs, the experimental designs should allow for shorter epochs with 
the resting breaks between the repetitions of the same condition or a 
sequence of conditions. 

The within-session test-retest reliability of the transition probabili-
ties, reported here for the first time to the best of our knowledge, was 
truly problematic with poor reproducibility across repetitions of the 
same condition for most transition pairs. Some ICCs were as low as 0.3, 
with the majority of the ICCs failing to reach the threshold for the 
adequate test-retest reliability (>0.7). The least stable across repetitions 
were the transition probabilities from class C, particularly C→B and 
C→D during mind-wandering, as well as for D→B during the mind- 
wandering and visualization conditions. These findings call for great 
caution in using transition probabilities as biomarkers of clinical pop-
ulations for which the intra- and inter-subject ‘noise’ tends to be higher 
than in the general population. 

However, a number of observed associations of transition probabil-
ities with the subjective ratings of alertness and effortfulness suggest the 
sensitivity of transition probabilities to mental states. This, in turn, 
might prove useful in developing pairwise transition probabilites and 
longer microstate sequences as clinical biomarkers; for example, as 
predictors of treatment response to a psychotherapeutic intervention, if 
a greater understanding of the relationship between the experiential 
(subjective) dynamics and the neural dynamics as indexed by microstate 
syntax can be reached. 

4.2. Functional significance of EEG microstates 

In terms of functional significance, as concluded by Milz et al. (2016) 
and as confirmed by our findings, it would be erroneous to assign 
distinct functional associations to either of the four canonical micro-
states, as all four appear during different information processing mo-
dalities (verbal vs. visual), as well as mind-wandering. Despite the 
predicted dominance of classes A and B during visual and verbal infor-
mation processing respectively, based on the findings by Milz et al. 
(2016), class D had the longest duration as well as highest coverage and 
occurrence, followed by class C, regardless of the condition. 

Table 7 
Means, SDs and ranges for the subjective interference ratings of: i) spontaneous 
mind-wandering during verbalization and visualization conditions; and ii) 
spontaneous verbalization (i.e. repeating ‘square’) during the visualization 
condition and spontaneous visualization (i.e. visualizing ‘square’) during the 
verbalization condition. To rate this, two separate Visual Analogue Scales 
(VASs) were administered after run 2: VAS 1 rated the amount of interference 
experienced during verbalization and visualization (i.e. to what extent a visu-
alization of square occurred spontaneously during verbalization condition and 
vice versa) with 0% ‘no interference’ and 100% ‘constant interference’, and VAS 
2 rated a predominance of either verbal or visual content during the mind- 
wandering condition with 0% ‘entirely verbal’ and 100% ‘entirely visual’.  

VAS Interference 
type 

Run_Repetition Condition 

Verbalization 
Mean (SD) 
[Range] 

Visualization 
Mean (SD) 
[Range] 

VAS 
1 

Mind- 
wandering 

Run1_Repetition1 46.9 (34.7) 
[0–100] 

55.3 (26.4) 
[4–100] 

Run1_Repetition2 53.5 (25.8) 
[9.8–99.2] 

62.0 (22.9) 
[21.6–100] 

Run2_Repetition1 42.1 (30.6) 
[5–100] 

49.9 (26.1) 
[6.2–100] 

Run2_Repetition2 45.1 (28.7) 
[6.4–100] 

59.5 (29.7) 
[1–100] 

VAS 
2 

Verbalizing 
‘square’ 

Overall – 50.4 (28.7) 
[0–94.6]  

Visualizing 
‘square’ 

Overall 42.6 (32.7) 
[0–98] 

–  
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Nevertheless, there are a few clues from the results of our study as to 
the associations of the four canonical classes with cognitive processes. A 
number of findings appear to link class D with mind-wandering. This is 
suggested by the longer class D duration during mind-wandering than 
verbalization (repetition 1, run 1), as well as a trend for class by con-
dition interaction for the averaged parameters, with class D duration 
being longer than classes B and C during mind-wandering than during 
verbalization or visualization. Further, higher alertness ratings were 
associated with lower class D occurrence during mind-wandering (run 1), 
whilst a higher degree of spontaneous mind-wandering was associated 
with a greater class D occurrence during verbalization and visualization 
(run 1), as well as with higher A→D and C→D transition probabilities. 
Considering that the mean ratings for the spontaneous mind-wandering 
during verbalization and visualization were approx. 50% of the time, the 
dominance of class D on all parameters in all conditions is most likely 
explained by its association with spontaneous mind-wandering. 

The putative association of class D with mind-wandering and/or 
drowsiness in Milz et al. (2016) and in our study, however, is in conflict 
with Seitzman et al. (2017) who have reported increased duration and 
occurrence of class D during a serial subtraction task compared to rest 
either with eyes closed or open. Furthermore, patients with schizo-
phrenia show decreased class D duration (Koenig et al., 1999; Lehmann 
et al., 2005; Kikuchi et al., 2007; Nishida et al., 2013) relative to healthy 
controls, which is contrary to what would be expected if, indeed, class D 
microstate was associated with mind-wandering and the associated 
activation of the DMN known to be hyperactive in schizophrenia 
(Whitfield-Gabrieli and Ford, 2012). However, it should be noted that 
the topography of class D in schizophrenia patients is of altered 
configuration as compared to the canonical class D microstate seen in 
the healthy controls across the studies (e.g. Koenig et al., 1999). Like-
wise, maps C and D of Seitzman et al. (2017) seem to resemble more 
maps D and C, respectively, of Milz et al. (2016) (see upper row of Fig. 1 
for the latter). 

The indirect support for the class D association with the DMN comes 
from the study comparing EEG microstate maps during wakefulness and 
three stages of non-REM sleep (Brodbeck et al., 2012), which observed a 
reduction of class D coverage in deeper sleep. The fMRI studies of resting 
state networks during deeper non-REM sleep found reduced functional 
connectivity between the main nodes of the DMN (Horovitz et al., 2009; 
Sämann et al., 2011). Further research is required to elucidate the 
functional significance of class D microstate and the neural networks/-
dynamics associated with it, particularly as its parameters have been 
found to be the most replicable ones in our study and it has been shown 
to differentiate clinical populations (Nishida et al., 2013; Tomescu et al., 
2015), making it a candidate biomarker. 

Class C was the second most dominant microstate regardless of the 
experimental manipulation. There are suggestions from previous 
research linking it, rather than class D, with self-referential thought 
(mind-wandering being one instance of it) and the anterior part of the 
DMN (Michel and Koenig, 2018). Our findings argue against this asso-
ciation, with the C→D transition probability being higher than D→C 
during mind-wandering as compared to verbalization or visualization 
(run 2). Furthermore, higher alertness was associated with lower class C 
occurrence and coverage during verbalization and lower occurrence dur-
ing visualization, as well as lower probabilities of A→C during verbal-
ization and D→C during verbalization and visualization, whilst greater 
subjective effort being associated with the higher D→C transition 
probability during verbalization and visualization. The latter association 
in particularly seems at odds with the proposed class C association with 
the DMN-based self-referential processing, as one would expect the 
opposite transition direction away from the DMN/mind-wandering, 
rather than towards it, when more subjective effort is employed to 
stay on task. However, as mentioned earlier, a caveat is that the maps of 
classes C and D overlap considerably in the previous studies, and were 
strongly correlated (r = 0.87) in this study. 

Our findings appear to support Britz and colleagues’ (2010) 

suggestion that class C is related to the function of the saliency network 
(anterior cingulate and insula), implicated in cognitive control/error 
detection, which would explain higher probability of transitioning to 
class C from class D during verbalization and visualization in our 
experiment, if indeed class D is associated with spontaneous mind- 
wandering. It does not, however, explain the predominance of class C 
alongside class D over classes A and B during mind-wandering, as there 
is no need for error detection in the absence of a task. Likewise, the 
predominance of class C during wakefulness as well as the lightest and 
deepest sleep stages in Brodbeck et al.‘s study (2012) is also at odds with 
the idea that class C reflects error detection function. Further research is 
needed to elucidate the functional significance of class C microstate. 

To this end, it might be necessary to further split class C into the 
classes C and F topographies as described by Custo et al. (2017). 
Although topographically similar to class C, class F appears to be asso-
ciated with the activity of the posterior nodes of the DMN. When four 
canonical classes are used, the anterior and posterior gradient of acti-
vation is subsumed under the same class C, which might then reflect the 
activity of different networks: an anterior saliency network (anterior 
cingulate and insula), activated during verbalization and visualization 
in association with error detection/reorienting back to task vs. a pos-
terior network (posterior cingulate/precuneus), known to be associated 
with mind-wandering/self-referencing and ‘captured’ by the 
mind-wandering condition in our experiment. 

Contrary to the predictions based on previous research with class A 
being associated with visual and class B with verbal information pro-
cessing modalities (Milz et al., 2016), there were no differences between 
classes A and B on any of the parameters in the verbalization and 
visualization conditions in the present study. Both classes had the 
shortest duration and lowest coverage and occurrence compared with 
classes C and D in all conditions. Both classes had greater occurrence 
during mind-wandering than visualization (run 1). 

There are, however, a few indicators for the association of class B 
with the visual processing modality. Specifically, for the averaged pa-
rameters, class B had greater coverage during visualization than either 
mind-wandering or verbalization. Furthermore, transitions to class B (i. 
e. A→B, C→B or D→B) had higher probability during visualization than 
either mind-wandering or verbalization (run 1), whereas the B→D 
transition had a higher probability during mind-wandering and visual-
ization than verbalization (run 2). Additionally, less effort during visu-
alization was associated with longer class B duration (run 1). The 
association of class B with visual imagery is suggested by Brodbeck et al. 
(2012) findings of class B predominance during stage 2 of non-REM 
sleep, known to be associated with significant increase of BOLD fluctu-
ations in the visual cortex (Horovitz et al., 2008). It is also in line with its 
correlation with the positive BOLD signal in the occipital cortex (Britz 
et al., 2010; Custo et al., 2017), as well as Seitzman et al. (2017) findings 
of increased class B coverage and occurrence during eyes-open vs. 
eyes-closed resting state. 

The functional significance of class A microstate is most equivocal in 
the context of the present study. Milz et al. (2016) linked class A to 
visuo-spatial processing. Source localization of class A microstate gen-
erators has placed them in the posterior part of left-hemisphere language 
processing areas (Milz et al., 2016; Custo et al., 2017), with the negative 
BOLD correlation of class A in the same areas (Britz et al., 2010). These 
associations point to class A topography reflecting an inhibition of lan-
guage processing, but they do not directly implicate visual processing. 
We find no clear evidence for the association of class A either with 
reduced verbal or increased visual information processing, as class A 
parameters remained low in all conditions. 

If anything, our findings suggest against class A association with 
visual processing, as indicated by the C→A transition probability being 
the lowest amongst all others during visualization across the runs and 
repetitions, assuming that class C signals the engagement of the sa-
liency/error detection network with subsequent re-engagement of task- 
related visual networks and concomitant suppression of posterior 
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language network indexed by class A topography. Notably, the mean 
C→A transition probability remained consistently one of the lowest for 
all repetitions of all conditions, particularly during visualization. On the 
other hand, A→C transition had higher probability than C→A across all 
conditions. The associations with the subjective ratings do not provide 
many clues as to the functional significance of class A either. Higher 
alertness ratings were associated with longer class A duration during 
mind-wandering and verbalization, whereas higher effortfulness was 
associated with lower coverage during visualization, with both findings 
further arguing against class A association with visual information 
processing. The transition probabilities to and from class A had the 
highest number of associations with the subjective ratings, but the 
pattern of the observed associations is inconsistent (from run to run and 
repetition to repetition). Taken together, our findings do not provide 
support for the association of class A with visual information processing. 

4.3. Limitations and future directions 

Our findings are based on the EEG data using 30 channels, as 
opposed to Milz et al. (2016) who used 64-channel recordings. However, 
Koenig et al. (2002) found the same canonical map classes in the 
19-channel EEG data, and Khanna et al. (2014) reported reproducible 
microstate parameters across 30-, 19- and 8-channel recordings. 

We have observed a relatively low total explained variance (69%) by 
the four canonical microstate classes, compared with approx. 80% re-
ported by the previous studies (e.g. Koenig et al., 1999; Kindler et al., 
2011). However, the data-driven topographical maps showed a good 
correspondence to the four canonical classes (Fig. 1). Notably, the four 
canonical classes were observed in our verbalization and visualization 
conditions despite them being a cognitive manipulation/task rather than 
a ‘pure’ form of resting state eyes-closed EEG which the four canonical 
states were historically derived from. 

Due to a higher correlation of our class A with Milz et al. (2016) class 
D (r = 0.94) than A (r = 0.80), some of the momentary maps that have 
been classified in the present study as Milz et al. class D would have been 
classified as class A if data-driven population maps were used. Although 
not presenting a methodological issue for the test-retest reliability 
analysis, since the microstate labelling method we have used ensured 
consistency across runs and repetitions, it might have affected the 
parameter coverage in the present study as compared with that of Milz 
et al. (2016, Supplementary Table 4), with our class A coverage being 
lower (~18% vs. ~22%) and that of D being higher (~35% vs. ~29%). 

The possible effect of an overlap between our class A with Milz et al. 
class D on estimating the parameters of classes A and D might have 
affected the investigation of functional significance of classes A and D in 
our study. However, the overall pattern of findings, discussed in detail 
earlier, strongly implicates class D in mind-wandering, including i) 
longer class D duration in the mind-wandering than verbalization con-
dition; ii) longer class D duration than classes B and C in the mind- 
wandering than in either verbalization or visualization conditions; iii) 
an association of lower class D occurrence with higher subjective alert-
ness ratings in the mind-wandering condition; and iv) an association of 
higher degree of spontaneous mind-wandering (as subjectively rated) 
with higher class D occurrence in the verbalization and visualization 
conditions. Particularly the findings iii) and iv) are noteworthy, as the 
significance of these correlations would have been even stronger should 
the estimation of class D parameters have been affected by a significant 
misclassification of class A as class D maps. 

If class A parameters were to be significantly impacted by a possible 
misclassification as class D maps in our study, we would expect class B 
parameters to be significantly different than class A parameters in the 
verbalization condition, if class B is indeed associated with verbalization 
whilst class A is associated with visualization, as was predicted based on 
the findings of previous research. Instead, both classes A and B had the 
shorter duration as well as lower coverage and occurrence than classes C 
and D in all conditions, with no differences between classes A and B on 

any of the parameters in either verbalization or visualization conditions. 
Thus, the functional significance of class A remains uncertain, based on 
the findings of other studies as well as our own. As rightly noted by Milz 
et al. (2016), it is premature to associate classes A and B with visual vs. 
verbal information processing, respectively, as both occur in conditions 
during which either of these processes is engaged. More research is 
required to establish the functional significance of classes A and B. 

We have used 1–20 Hz band-pass filtered EEG data, following the 
Milz et al. (2016) protocol. However, it has been suggested (Gärtner 
et al., 2015) that the actual microstates underlying cognitive processes 
might be more fleeting and short-lived (about 10 ms of average duration, 
as compared to 88 ms in the present study), even in 1–40 Hz band-pass 
filtered EEG data (Brodbeck et al., 2012), and that such short microstates 
might be difficult to recover from 1 to 20 Hz band-pass filtered EEGs. 
Moreover, the microstate classes are assigned only to the EEG frames 
located at the peaks of the GFP curve and are interpolated in between. 
However, all microstate studies must use strategies to deal with the EEG 
noise that dominates low-power intervals, whether it be interpolation of 
microstate classes between GFP peaks (Milz et al., 2016), temporal 
smoothing (Tomescu et al., 2014), or penalizing transitions from one 
microstate class to another (Pascual-Marqui et al., 1995). 

We note that our two pilot studies had different male/female 
participant ratios than the main study, with pilot 1 sample consisting of 
5 females out of 6 participants, pilot 2 consisting of 3 female and 3 male 
participants, whereas the final analysed sample of the main study had 
the male/female ratio of 16/4. However, in pilot 2, which compared 2 s 
and 4 s intervals for the self-timed repetition rates during verbalization 
and visualization of ‘square’, there were no differences noted upon 
debrief in how comfortable the two self-timed repetition intervals were 
for male and female participants. 

The reported relationships of subjective ratings with the microstate 
parameters and transition probabilities should be treated as exploratory 
and interpreted with caution, given the number of performed correla-
tions. However, the observed correlations suggest that the systematic 
study of the correspondences between the experiential (subjective) dy-
namics and the neural dynamics as indexed by microstate syntax might 
be a fruitful avenue to pursue in understanding the functional signifi-
cance of the EEG microstates. Specifically, there were more associations 
of the subjective ratings of alertness with the transition probabilities 
than microstate parameters in our study. Further studies need to be 
looking at more complex syntax using methods proposed previously (e. 
g. Nehaniv and Antonova, 2017). 

Finally, the relatively low variance explained (69%) when labelling 
our data using the canonical set of four microstates together with a 
considerable overlap between the topographies of classes A and D sug-
gest that the EEG microstate research should focus its future efforts on 
identifying data- and/or population-specific microstates class topogra-
phies, as well as developing methods for assessing the optimal number of 
microstate classes for each dataset (e.g. Pascual-Marqui et al., 1995; 
Murray et al., 2008; Custo et al., 2017). Attention should also be given to 
the quantification of within-subject vs. between-subject variations when 
working with the data-driven EEG microstates (e.g. Zanesco et al., 
2020), developing rigorous approaches that would allow for 
subject-level analysis/statistical inferences alongside more traditional 
group-level ones (e.g. Nehaniv and Antonova, 2017). 

4.4. Conclusions 

The present study demonstrates that the differences between infor-
mation processing modalities (verbal and visual) were smaller than 
intra-subject differences across the repetitions of the same cognitive 
manipulation for both microstate parameters and transition probabili-
ties. Duration was the most reliable parameter, whereas occurrence and 
transition probabilities between microstate classes were least reliable. 
The functional significance of the microstates remains unclear, but the 
pattern of findings suggest that class D might be associated with 
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spontaneous mind-wandering. The alpha power, the test-retest reli-
ability of microstate parameters and the subjective ratings of alertness 
and effortfulness indicate that the parameters obtained at the beginning 
of a 20-min recording session are more robust (e.g. true to the task at 
hand) and reproducible. This calls for shorter EEG recording sessions 
with regular breaks to ensure reliability of EEG microstates parameters 
and transition probabilities for the study of mental processes and clinical 
populations. 
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