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Preface 

Dear Readers of these proceedings, 

Here is the record of abstracts submitted and accepted for presentation at SPECS 2022, the second 

edition of the School of Physics, Engineering and Computer Science Research Conference that took 

place online, the 12th April 2022 

After an event cancelled in 2020 and another gap year in 2021, SPECS 2022 followed up on the success 

of the Inaugural ECS Research Conference in 2019. As a local event organised by the School of Physics, 

Engineering and Computer Science the conference brought together the three departments of the 

School to showcase the broad multidisciplinary range of topical research taking place. To represent 

this cross-disciplinarity, three cross-disciplinary sessions were presented: Engineering a Sustainable 

Future; Understand and Expand our boundaries; and Security, Protection, Care.  

The conference was a great celebration of the University’s SPECS research excellence and a formidable 

opportunity for the students, staff and eminent external guests to share expertise, present new 

scientific knowledge and discuss innovative ideas. It was also the first time that the research 

community across the three departments met in a joint research event, and it was delightful to notice 

the great appetite among colleagues for a strong, common and cohesive research culture. 

It is expected that the third SPECS research conference will be taking place the in June 2023 to 

continue acknowledging, at the University of Hertfordshire, the research diversity, innovation and 

excellence in SPECS. 

 

Organising and Scientific Committee 

Emil Dmitruk   Mahmoud Eltaweel  Vahid Hosseini   

Kumar S. Prasad   Prof. Phil Lucas   Dr Gabriel Barros dos Santos  

Dr Peter Thomas  Prof. Pandelis Kourtessis Dr Sikiru Ismail   

Dr Opus David-West  Dr Gbanaibolou Jombo  Dr Christabel Tan 

Dr Shabnam Kadir  Dr Amin Paykani  Dr Nada Youssif   

Dr Myasar Tabany  Dr Loic Coudron 
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Awards 

Many congratulations to: 

- Our Best Oral Presentation Award winner Simon McCool for this presentation ‘Mitigating 

motorcycle accidents at yield junctions using computer vision and deep learning: a preliminary 

study’ 

- Our First Prize Best Poster Award winner Marc Norgate for his poster ‘Climate Extremes in 

Coupled Climate Models’  

- Our Second Prize Best Poster Award winner Samadhi Samararatne for his poster ‘CFD 

Investigation of Aerofoil Design Effects on Dynamic Stall Characteristics’ 

- Our Third Prize Best Poster Award winner Jaime Vargas-González for his poster ‘Protostellar 

radio variability: A window to high-energy processes in young stars through the eyes of ALMA, 

VLA, and VLBA’ 

Congratulations to all our delegates for their excellent contributions. 

Acknowledgements 

The members of the organising committee would like to thanks the eminent guests who accepted the 

invitation to share their insight and experience with our delegates:  

Professor Jonathan Reid from the University of Bristol, School of Chemistry, Director of the EPSRC 

Centre for Doctoral Training in Aerosol Science, for his talk ‘Aerosol Science: Revealing Complexity and 

Exploring Multi-Disciplinarity’ 

Professor Timothy Foat from the Defence Science and Technology Laboratory, Principal Engineer, 

Biological and Radiological Division, who share valuable insight on ‘Indoor dispersion at Dstl and its 

recent application to COVID-19 transmission’  

We wish to acknowledge, for their valuable support during the organisation of the event and their 

contribution to the programme:  

Professor Quintin McKellar, Vice-Chancellor  

Professor John Senior, Pro Vice-Chancellor Research and Enterprise 

Professor Pandelis Kourtessis, Associate Dean Research and Enterprise, SPECS 

We would like to thank all delegates for their excellent contributions to the conference. Special thanks 

to, Professor Kobayashi, Professor Chen and Dr Kadir for accepting the invitation and for the 

outstanding presentation highlighting the very topical research in SPECS. Special thanks also to 

Professor Lucas, Professor Kourtessis and Doctor Barros dos Santos for chairing the sessions and made 

the day flow seamlessly. Finally, we are grateful to the judging panel for attributing the conference 

award.  

  

https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/Eb3Ki1ZCHrZIoKyg4rJgnSgBltHT03_FQ-d-AU-akDXabQ?e=ba49Hm
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/Eb3Ki1ZCHrZIoKyg4rJgnSgBltHT03_FQ-d-AU-akDXabQ?e=ba49Hm
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EeqUjoYXHNxMr-JZfe0vT8MBPDu_Wq8LhZFhXceqtF1-LA?e=FQ5ZAv
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EeqUjoYXHNxMr-JZfe0vT8MBPDu_Wq8LhZFhXceqtF1-LA?e=FQ5ZAv
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Programme 

 

 

Welcoming participants 

9:00 – 9:10  Dr Loic Coudron, Organising Committee – Introduction and online house keeping 

9:10 – 9:20  Prof. Quintin McKellar, Vice-Chancellor – Welcoming speech 

 

Session 1. Security, Protection, Care – chaired by Dr Loic Coudron 

9:20 – 9:35      Dr Adrian Ghita, PAM, Non-invasive label-free detection of water molecular markers 

in large biological samples using Transmission Raman Spectroscopy 

9:35 – 9:50 Simon McCool, CS, Mitigating motorcycle accidents at yield junctions using computer 

vision and deep learning: a preliminary study  

9:50 – 10:05 Dr Gbanaibolou Jombo, Eng., Evaluation of 2D Acoustic Signal Representations for 

Acoustic-Based Machine Condition Monitoring 

 

Session 2. Engineering a Sustainable Future – chaired by Dr Gabriel Barros dos Santos 

10:05– 10:25 Prof. Yong Chen (invited speaker), Eng., The Prospects of Nano materials in energy 

storage systems 

10:25 – 10:40 Elizabeth Mathen, PAM, Modelling and Analysis of ice crystals based on in-situ light 

scattering patterns 

10:40 – 10:55 Colin Mallett, Trusted Renewables, Can ‘Innovation Integration’ and ‘Digital Twins’ 

Help Solve Energy Supply Problems? 

 

Lunch and Poster session 

See list of posters next page – Download here 

11:00 – 12:00 Odd numbers (P1, P3, P5, …, P27) 

12:00 – 13:00 Even numbers (P2, P4, P6, …, P28) 

 

https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EYgQ6IeisjREqihUgJx39tMBG9cMmyHK5jYsL-F9BVgOEg?e=23L1Uj
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EYgQ6IeisjREqihUgJx39tMBG9cMmyHK5jYsL-F9BVgOEg?e=23L1Uj
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EWLHhU9vfDlDhRpWpYTbPmYBpQRM2aYqbqVvwj9Df5mQsg?e=lUg1UQ
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EWLHhU9vfDlDhRpWpYTbPmYBpQRM2aYqbqVvwj9Df5mQsg?e=lUg1UQ
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EUJBvJLcL7ZHv94WpY31clkBsvK1hYcBki4Fi5Vob9oLPA?e=RnH4c9
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EUJBvJLcL7ZHv94WpY31clkBsvK1hYcBki4Fi5Vob9oLPA?e=RnH4c9
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/ET1qpPZee51Io_DE-7HSEtMBBIQHXXj7_kDPAICXSgTmuw?e=ySPzc8
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/ET1qpPZee51Io_DE-7HSEtMBBIQHXXj7_kDPAICXSgTmuw?e=ySPzc8
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/ETDX7lcDKzNBoo0H7t0R6ygBGnMkAVQ-Go-WLvHRHBQpXg?e=bBATmQ
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/ETDX7lcDKzNBoo0H7t0R6ygBGnMkAVQ-Go-WLvHRHBQpXg?e=bBATmQ
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EUK8Wc6Mg75BnOT1SlmQdmABlFtdzgm_dtLMKEqkC8gQwQ?e=kHmcG4
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EUK8Wc6Mg75BnOT1SlmQdmABlFtdzgm_dtLMKEqkC8gQwQ?e=kHmcG4
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/En-o4dfG3cNNnUXyTlLKQOIB2Ebtn7A5Bl-6j-SSaZTaSQ?e=J3o3eq


 

8  PECS 2022 

Plenary Session - chaired by Prof. Pandelis Kourtessis 

13:00 – 13:45 Professor Jonathan Reid, University of Bristol, School of Chemistry, Director of the 

EPSRC Centre for Doctoral Training in Aerosol Science. Aerosol Science: Revealing 

Complexity and Exploring Multi-Disciplinarity 

13:45 – 14:30 Professor Timothy Foat, Defence Science and Technology Laboratory, Principal 

Engineer, Biological and Radiological Division, Indoor dispersion at Dstl at its recent 

application to COVID-19 transmission  

 

Session 3. Understand and Expand our Boundaries – chaired by Prof. Philip Lucas 

14:30– 14:50 Prof. Chiaki Kobayashi (invited speaker), PAM, The origin of elements and the 

evolution of galaxies  

14:50– 15:05 Tracy Garatt, PAM, SCUBA-2 Large eXtragalactic Survey: Constraining the bright-end 

of the 850 µm number counts 

15:05– 15:20 Muhammad Yaqoob, CS, Analysing Spiking Neural Networks Evolved for Temporal 

Pattern Recognition 

15:20 – 15:40 Dr Shabnam Kadir (invited speaker), CS, Topology - a new lens into the brain 

 

Closing Remarks and Prizes 

16:00   Closing remarks and prizes – Prof Pandelis Kourtessis 

 

Open Forum from 15:40 onward  

https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/Eb3Ki1ZCHrZIoKyg4rJgnSgBltHT03_FQ-d-AU-akDXabQ?e=ba49Hm
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/Eb3Ki1ZCHrZIoKyg4rJgnSgBltHT03_FQ-d-AU-akDXabQ?e=ba49Hm
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EeqUjoYXHNxMr-JZfe0vT8MBPDu_Wq8LhZFhXceqtF1-LA?e=FQ5ZAv
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EeqUjoYXHNxMr-JZfe0vT8MBPDu_Wq8LhZFhXceqtF1-LA?e=FQ5ZAv
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EYivMy3Ye21KldIxN6RkmcUBWjMeyvMhTkrJi60hVp42VA?e=w3hirm
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EYivMy3Ye21KldIxN6RkmcUBWjMeyvMhTkrJi60hVp42VA?e=w3hirm
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EbHt_PMyK5tJirTQ8RLsq6UBMPZ0M8gv7zTd_FIasNV_Vw?e=JZcw6o
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EbHt_PMyK5tJirTQ8RLsq6UBMPZ0M8gv7zTd_FIasNV_Vw?e=JZcw6o
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EQbLZBunVspDoeL6P6purasBLSHkbNGUgycKWvP_87A1YQ?e=i0kdX3
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EQbLZBunVspDoeL6P6purasBLSHkbNGUgycKWvP_87A1YQ?e=i0kdX3
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https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/EiZZaYzeZ8FLisn1Xt0TlpIB6qhbo1IQNX0mo5l5tHe_Yg?e=XnltWd
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/ErREOoovgs1Gttih9ap53AgBTcrU_tXcTEttJvPcV0MUlQ?e=hVYJsj
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https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/Ep8uIZqR7yZAq017HTXGd_8BMVmPLYUfdyFKMqfppauIKA?e=I1KaaN
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https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/ErBRiZlaTbtDotiVGoQY4tYBAqgDYL2xK-tOgs0qWMNKDA?e=tob7ej
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/Eq0SQfERnAFKva7QRhhxcRsBKhoFU3FPAF4vtIBzG1ExmA?e=NPld7w
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https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/EvdoOjVih2ZHhXse1XNxQ1cBpxIIR7p960-MS7xnzeYqRQ?e=YzJSZT
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https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/Ek9mMqe_Z8ZDhtCA_AUvyJYBYEN94lt80bFkGG1AsLh1Eg?e=v6XeVe
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https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/ErbznTVQx0ZIje9uZqJyJbQBpgCaig32JoZHZ0VFWGLkRg?e=xl1fd6
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/EirWga5djdJAoSnmbuxwG6wBK1S4htg6UqLIHT4_MTshDA?e=l7a6bM
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/EirWga5djdJAoSnmbuxwG6wBK1S4htg6UqLIHT4_MTshDA?e=l7a6bM
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Booth 11 – P21 Shaviga Rastogi, Detection of plant damage using an E-nose 

Booth 11 – P22 Mahdi Mohseni, The use of BASHTI as an organic ACL fixation technique 

Booth 12 – P23 Roopesh Sureddi, Thermodynamic Analysis of R32 Heat Pump System for 

Domestic Hot Water Generation 

Booth 12 – P24 Samuel Sutton, Constrained-type Particle Swarm Optimisation for 

Asynchronous Irregular Behaviour in a Loosely Balanced Spiking Neural 

Network 

Booth 13 – P25 Seyed Vahid Hosseini, Design of a hybrid concentrated solar – micro gas 

turbine CHP system 

Booth 13 – P26 Chloe Bosomworth, A Multi-object Spectroscopic Survey of HII regions in M31 

Booth 14 – P27 Emil Dmitruk, Topological insight into brain dynamics during task execution 

Booth 14 – P28 Nik Dennler, Characterisation Experiments for a Multichannel Electronic Nose 

  

https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/Et5I0d21LIJLhrtVyoqXwQ4ByXTOK-23p0exeeGTI2KB1A?e=zVqs5A
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/EhdeGRgjMo1FipGND2oickYBNj9UW0Kd50lF2ShdHyokZA?e=USRlS8
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/EucDp44h9aFDjnAoZ25Kr-cBN23QW-dBqnM7uTLPU2DWNA?e=G9I3kX
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/EucDp44h9aFDjnAoZ25Kr-cBN23QW-dBqnM7uTLPU2DWNA?e=G9I3kX
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/Egti0FsZWD9NhaMbdfCPcCUBxZjidHwG3PdFIH2GlIrXqA?e=0Crdxb
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/Egti0FsZWD9NhaMbdfCPcCUBxZjidHwG3PdFIH2GlIrXqA?e=0Crdxb
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/Egti0FsZWD9NhaMbdfCPcCUBxZjidHwG3PdFIH2GlIrXqA?e=0Crdxb
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/EhJ0LJEcWH5LgLpJHruMB4kBxXOSWCj20d5HiIB21whnwg?e=6o6gTW
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/EhJ0LJEcWH5LgLpJHruMB4kBxXOSWCj20d5HiIB21whnwg?e=6o6gTW
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/EgZrM558kTxOmUqMAoTrpUwByf3G3WVyURLcKc96APEKyA?e=vGsN2J
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/EmRkzQ9GISlPqv2CdpAbMjEBqF1X5IznNDoJJy7QEmnaBQ?e=r5Hod2
https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/EoW4asdwN1VAkaBLeBKE0VsBy4a5VeqRiUoOYVYG6VBbCg?e=epg6iJ
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Open Forum Discussion 

Download here 

Mahmoud Eltaweel Flywheel Energy Storage System, is it the future for internal combustion 

engine vehicles? 

Adrian Felix Stress and deformation analysis of shaft-mounted permanent magnet rotor of 

high-speed CHP micro-turbine 

Jean-Baptiste Hervé Comparing PCG metrics with Human Evaluation in Minecraft 

Fiona Jepleting Study of the Effect of Stacking Sequence on the Bending Resistance of 

Composites using Finite Element Analysis 

Bridget Kogo Design a Boundary Condition for Deformation Detection in a Stainless-Steel 

Grade 316 and Mild Steel X65 Weld 

James McGarry The spatially resolved radio continuum – star formation rate relation in a 

sample of nearby spiral galaxies 

Najeeb Moraby Computer Simulation of a Poly Nanofiber Patch Under a Mechanical Loading 

Vishwa Patel Network Design and Simulation for the Internet and IoT 

Zaid K. Raqqad Environmentally Sustainable Construction 

Ali Rouhbakhsh Ceramic 3d printed high-speed shaft design for micro gas turbine 

Amir Sajedi  Design a bionic tendon clip for triple graft suspensory fixation 

Yasser Sorouraddin Moving from fossil energy to renewable energy; a business perspective 

Atena Susanabadi Reinforcement of Soil Support Cells using Super laminate technique 

https://herts365-my.sharepoint.com/:f:/g/personal/lc11afe_herts_ac_uk/Enh8_Xe1RaNElr9BtwBQ5nwBPMQkHDXomMqJqtVSx9s8bQ?e=rgle7p
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EblL5_q427JAr7N5_hG46S0BFzUd6EkEPfweZAMhW2niHQ?e=X7KDYv
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EblL5_q427JAr7N5_hG46S0BFzUd6EkEPfweZAMhW2niHQ?e=X7KDYv
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EeRT8aH5zJNJml8nESb2DIEBiVkuuzXAPwineE-fF5rdYw?e=1g84LT
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EeRT8aH5zJNJml8nESb2DIEBiVkuuzXAPwineE-fF5rdYw?e=1g84LT
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EbIgMWffP6FCkLnxRlBx0cwBZT0sTVHx0Z146JuGv_5UWw?e=pscUR0
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EUFFcIkv86dBpC4kpXfBWM8B0osrRDPRo-xPIrhL2aImKw?e=PXH0ev
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EUFFcIkv86dBpC4kpXfBWM8B0osrRDPRo-xPIrhL2aImKw?e=PXH0ev
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EZVZuXsS4GNMn9pxECYKVAwBmGNIsyR_kJP_ylJRa9Y8tw?e=NSgKqi
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EZVZuXsS4GNMn9pxECYKVAwBmGNIsyR_kJP_ylJRa9Y8tw?e=NSgKqi
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/Ec7roBr7vyJEihZb1GXB7zABQoJDj93tF0_DG0UCC_IfRQ?e=FJsb4g
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EYeWeEeY0PREhLh-eTiXgwEBv0Oz31ECROTs_s2-q_3y5A?e=I7zvf0
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EZ191yBAjEdHr-jMREnEGgQBcSTtTnUhCP6TlDSp1Ucx9g?e=dP5y7n
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EdFVUBRs4RFCvdNz7sL5A8oBkaOT2Zk22hI4vnd1CjNlTw?e=KC1IfX
https://herts365-my.sharepoint.com/:b:/g/personal/lc11afe_herts_ac_uk/EQAxoIM04zxAlm9ky3s2Bs8BBCZFeAs7OM2o0PkQT60tJw?e=XGmWcx
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Aerosol Science: Revealing Complexity and Exploring Multi-

Disciplinarity 

Jonathan P. Reid1, Kerry J. Knox2, Adam Boies3, Rachael E.H. Miles1, Darragh Murnane4 

1School of Chemistry, University of Bristol, Bristol, BS8 1TS; 2Department of Education, 
University of York, York, YO10 5DD; 3Department of Engineering, University of Cambridge, 

Maxwell Centre, Cavendish Laboratory, JJ Thomson Avenue, Cambridge, CB3 0HE; 4Centre for 
Topical Drug Delivery and Toxicology, School of Life and Medical Sciences, University of 

Hertfordshire, Hatfield, Herts AL10 9AB  

Keywords: aerosols, environment, inhalation, disease transmission, materials, doctoral training, Team-Based Learning 

 

Aerosol Science : Common Challenges 

Aerosol science addresses any scientific or technological problem involving the dispersion of particles (as solids 
or liquids) in air. Particles can span from the nano to the milli-metre scale and can be at concentrations spanning 
from 1 per Litre of gas (e.g. in exhaled droplets) to 10,000-100,000 per cm3 (e.g. in polluted urban environments 
or in drug delivery systems) or to even higher concentrations (e.g. in dense sprays). Aerosol science is core to a 
broad range of disciplines extending from drug delivery to the lungs, to disease transmission, aerosol routes to 
the manufacture of new materials, combustion, environmental science, and the delivery of consumer and 
agricultural products. 

The research challenges that must be addressed in aerosol science are, perhaps unsurprisingly, very similar. As 
examples, the micro-architecture and phase of aerosol particles (e.g. solution, amorphous, crystalline) are 
crucial to: health impacts of aerosol (e.g. viability of bacteria, solubility of drugs on inhalation); the function of 
manufactured particles (e.g. light interactions with pigments, preservation of biologics in spray-drying); the 
impaction of particles on surfaces (e.g. volcanic ash in jet engines, distribution of agrochemical sprays); and air 
quality and climate change (e.g. particulate matter in urban environments, ice cloud formation).  

 

Transforming Training in Aerosol Science  

Training in aerosol science has mostly been fragmentary, occurring within the context of individual disciplines 
(e.g. inhaled drug delivery, formulation science, environmental aerosol). However, the aim of the EPSRC Centre 
for Doctoral Training (CDT) in Aerosol Science is to deliver a paradigm shift in the training of future scientists, lay 
the foundations for enhanced national research capacity, and redefine and strengthen the interdisciplinary 
community of aerosol science [1]. Using innovative training approaches (e.g. Team-Based Learning for 
postgraduate training) that draws on expertise from across a broad range of disciplines, postgraduate 
researchers receive training in the fundamental principles of aerosol science, develop an ability to apply their 
knowledge across disciplinary boundaries, and an agility to be at the vanguard of these rapidly evolving fields. 

 

Catalysing Multi-Disciplinary Collaborations 

With over 80 academics from 7 institutions now members of the CDT and approaching 70 industrial and public 
sector partners, the CDT provides unique opportunities to develop new collaborations across institutions, 
faculties and between disciplines that would not have otherwise occurred. Intentionally, these interactions are 
developed through establishing mentoring teams for each postgraduate researcher from academia and industry, 
supporting Thematic Broadening Sabbaticals and Industry placements for each student. Such multi-disciplinarity 
is key to addressing the important societal, technological and environmental challenges where aerosols play a 
critical role. 
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Indoor dispersion at Dstl and its recent application to COVID-19 

transmission 
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Introduction 

Dstl (Defence Science and Technology Laboratory) has been studying indoor dispersion for over 20 years, to 
assess the hazard from toxic airborne material and to improve the detection of explosives. They use both 
experimental and theoretical methods to study the transport of aerosol, gas and vapour in a range of different 
indoor environments. Indoor spaces are of particular interest from a defence and security perspective as they 
may contain large numbers of people and concentrations can remain relatively high for extended periods of 
time, due to the limited volume and supply of fresh air.  

This presentation will describe some of the different mathematical modelling methods available for indoor 
dispersion, which span from the high-resolution computation fluid dynamics (Fig. 1, left) to single zone models. 
The presentation will cover the pros and cons of the different approaches in relation to the problem being 
addressed and will then focus on two specific applications: eddy diffusion modelling (Fig. 1, right) and COVID-19 
transmission. 

 

  

Fig. 1 – CFD predicted airflows from eight supply vents in a typical mechanically ventilated office space (left). Concentration 
contours from an eddy diffusion model (right).    

 

 

© Crown copyright (2022), Dstl. This material is licensed under the terms of the Open Government Licence 
except where otherwise stated. To view this licence, visit http://www.nationalarchives.gov.uk/doc/open-
government-licence/version/3 or write to the Information Policy Team, The National Archives, Kew, London 
TW9 4DU, or email: psi@nationalarchives.gov.uk  
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Non-invasive label-free detection of water molecular markers in 

large biological samples using Transmission Raman spectroscopy 
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Elevated water levels have been reported in various type of malignancies and has been associated with 
biochemical changes in pathology of the tissue [1]. Hence, the need for new analytical/imaging methods in 
biomedical research, to uncover the chemical makeup of these water containing biological formation, as well as 
to understand underlying biochemical processes. The recent progress in the field of bio-photonics have afforded 
Raman spectroscopy to advance as a suitable tool for molecular profiling of for various types of biological 
samples [2, 3]. Here we demonstrate conceptually a capability of monitoring these changes using deep Raman 
spectroscopy employing a 680nm laser in conjunction with customized dispersive wavelength analyser. Water 
was added by injection into an isolated region of biological sample representing a 20% increase in water content. 
The elevated water content was detected through 20 mm of tissue in its centre using Transmission Raman 
Spectroscopy (TRS) by monitoring the relative ration between CH (2940 cm-1) and OH (3390 cm-1) [4] Raman 
bands. The sample was raster scanned to yield a spatially map of the water concentration throughout the sample 
volume. The results presented here provide the first building block towards establishing a non-invasive tool for 
in-vivo detection of elevated water content as a marker for cancer lesion.  
 

   
 

Fig. 1 –a) graphical schematics of the laser raster scanning of phantom tissue sample; b) Raman spectra of tissue samples in 

high wavenumber region; c) Raman mapping of water peak in tissue 
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Mitigating motorcycle accidents at yield junctions using computer 

vision and deep learning: a preliminary study 

Simon McCool, Volker Steuber, Wei Ji and Christoph Salge 
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Abstract 

Accidents involving motorcycles are significantly higher at un-signalised junctions.  Recent accident prevention technology 

for motorcycles is limited to systems designed to scan the environment detecting possible hazards in navigation paths.  

An accurate prediction of future trajectories could further mitigate the severity of a collision.  Therefore, using only 

monocular video and deep learning methods, we detect, track, and analyse vehicles approaching a junction to predict 

yield intent before the vehicle enters the motorcycle's navigation path where current rider aids would be triggered.  We 

investigate two methods: real-time predictions based on data passed from deep learning live tracking metrics and 

perceptron classification prediction from a linear classifier trained on driver behaviour profiles. 

Keywords— Motorcycle Junction Accident, Intent Prediction, Computer Vision, Deep Learning, YOLOv5 

 

Introduction  

Predicting another driver's intent is an inherent driver's skill and essential to the act of driving.  Autonomous 
vehicles (AV) are also prone to unintended bias against vulnerable road users (VRU).  Research by the 
Netherlands vehicle authority (RDW) highlighted that vehicles equipped with advanced driving aids needed 
human intervention to prevent a collision with a vulnerable road user (VRU).  RDW warns that systems do not 
always see and react to small objects like motorcycles [1].  Vehicles controlled by humans, AV, or a mix of both, 
pose the most significant risk to a motorcyclist at yield junctions.  This paper is preliminary work using simulated 
environmental conditions from a motorcyclist's perspective and explores how to predict a human driver's intent 
at an unsignaled junction on UK roads using deep computer vision (CV) and deep learning (DL).  Deceleration 
profiles studies  [2]  identify a trend toward higher acceptable deceleration thresholds for intersection 
approaches and suggest drivers will decelerate progressively towards the junction rather than suddenly stop; 
this investigation builds on this work and will go towards research to shape our baseline for driver intent profiles.  
Our intent predictions can be amalgamated with appropriate accident mitigation technology to advance the 
motorcycle-based  ADAS's safety windows and, by future experimentation, determine how additional safety 
margin affects the outcome of previously inevitable collisions. 
 

Experimental  

Predicting the intent of a vehicle at a junction requires analysis of the 2D input; feature data has to be extracted 

from each video frame to create optical flow data.  We use YOLOv5s for object detection and DeepSORT for 

tracking in real-time.  We use the frame by frame tracking data to generate dataset data and compare the 

current track to previous track data.  Input is in 2D video imagery, which is passed to YOLOv5 for object detection 

and classification; bounding box reference data predictions are generated and drawn around the object.  

Bounding box inference data is passed to DeepSORT as a feature vector describing the object contained in the 

image.  The DeepSORT NN analyses the feature vector to estimate a  track using an assigned ID.  Once an ID is 

assigned, a tracking vector is created for subsequent frame predictions.  Our algorithm takes that vector data 

and analyses the differential values to predict if the vehicle will yield at the junction.  Initial 2D depth estimation 

used data using handcrafted features from a 2D image  [3]; this proved accurate but lethargic.  A DNN was 

developed using a persistent random field for image patches to estimate total image depth [4].  The above 

methods require precise depth supervision, excluding them from any real-time application.  In the absence of 

depth image as ground truth, it is possible to estimate the distance of an object in the image [5] [6] [7] [8] from 

the height of objects.  In this manner, the distance can be calculated with the pixel height ℎ and the real-world 

height ℎ𝑤 and  fy  focal length of the object by; d = ℎ𝑤 fy / ℎ    (1).  To estimate the velocity of the target vehicle, 

we employed some of the methods in [9] in which a minimal and straightforward monocular vision-based 

approach is proposed.  Velocity is calculated using the distance metric described above and the flow of the 

bounding box transposed during the tracking stage.  We define the location where a target vehicle stops at the 
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line demarking the junction exit and calibrate all distance variables from this point.  To capture driver intent, the 

analysis of current and past data is required.  This data combines bounding box top left-x coordinates and top 

left-y coordinates a width and a height value a class, id and a confidence score for several past time steps.  Data 

capture is instigated by isolating elements of the array and measuring the relationship with the movement of 

target vehicles in simulation. 

Results and discussion  

Method 1: Real-time predictions 

Predictions using real-time data from the tracking cascade were triggered approximately 30m from the junction 

line-markings and then compared to their later yield behaviour,  see Tab.1.  and Fig. 1. 

Intent prediction 

Predicted 1 1 1 2 2 2 3 3 3 4 4 4 

Observed 1 1 3 2 1 1 3 3 4 3 4 4 

Precision 1 = 66.7%, 2 = 33.3%, 3 = 66.7%, 4 = 66.7% 

Table 1.  Intent predictions from the target vehicle at 30 m  

compared to observed action at the junction.  Key for table 2: stop 

and yield = 1, merge yield = 2, slow no stop = 3, no slow no yield = 4 

Realtime data capture allowed us to make an intent prediction 30 m from the junction and update every 1 s until 

the stop line.  Fig. 1. left image target vehicle predicted to yield, and the right image shows the target predicted 

no yield.  

Method 2: Linear classifier method 

Intent profiles were generated from velocity and distance data captured during real-time intent predictions.  We 

collapsed classes for the linear classification method as there was too much overlap, and we required a binary 

result of yield or no yield.  This data formed a small dataset similar to [10] of intent profiles to train a linear 

classifier.  Test data accuracy was 0.97.  Using a confusion matrix as an alternate method for the performance 

of the whole model, we get an accuracy of 0.89, as seen in Tab. 2. 

N=66 Predicted yield Predicted no yield 

Actual yield 37 3 

Actual no yield 4 22 

Table 2.  Confusion matrix for the complete linear classifier 

Conclusion  

As the first step in a larger body of work, we investigated two methods to predict driver intent to determine how 

an additional ADAS safety margin created using CV and DL affects the outcome of previously inevitable 

motorcycle collisions.  Firstly we use an unsupervised real-time method to overcome the lack of labelled data.  

We observed vehicles approaching a simulated yield junction environment and manually recorded the intent 

predictions produced by using a minimal and intuitive approach that captures the target vehicle tracking cascade 

data.  This minimises the computational overhead as the distance from the junction line, and the target vehicle's 

velocity estimations can be generated from concurrent processes.  We produced precision metrics from 

individual classes.  Our second method input 66 hypothetical behaviour profiles based on v and d data in method 

one into our linear classifier and achieved an accuracy of 0.89.  While our second method did not run in real-

time, it did prove to be slightly more accurate.  We can improve accuracy by incorporating the linear classifier 

into the tracking cascade in future work while maintaining high performance.  Evaluation of the results indicates 

that although the intent predictions from both methods showed promise on simulated data, it proved the 

feasibility of the framework rather than evidence of a conclusive study as real-world dynamics increase 

Fig.1. Visual intent predictions using real-time data. 
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complexity.  MAEB systems are prone to instability [11] [12] if initiated too quickly; having an increased trigger 

time would not only help to mitigate a collision with a target vehicle but reduce the severity of the automated 

braking action required.  Our contribution emphasises the need for real-time processing and that a minimal 

approach is required to apply an effective and timely solution to driver intent at junctions.  Our subsequent 

study will focus on determining the effect of an intent prediction on an imminent collision scenario on a moving 

platform from non-yielding vehicles contributing to and developing [13] [14]. 

Reference list  

[1]FEMA, "RDW: 'Adaptive Cruise Control Does Not Always See Motorcyclists,'" 2021. 

[2]M. A. Perez, Z. R. Doerzaph, and V. L. Neale, "Driver Deceleration and Response Time When Approaching an 

Intersection: Implications for Intersection Violation Warning," Proceedings of the Human Factors and Ergonomics Society 

Annual Meeting, vol. 48, no. 19, pp. 2242–2246, Sep. 2004, doi: 10.1177/1541931204480108. 

[3]A. Saxena, "Convolutional Neural Networks (CNNs): An Illustrated Explanation," XRDS, Jun. 29, 2016.  

https://blog.xrds.acm.org/2016/06/convolutional-neural-networks-cnns-illustrated-explanation/. 

[4]Q. Chu, W. Ouyang, B. Liu, F. Zhu, and N. Yu, "DASOT: A Unified Framework Integrating Data Association and Single 

Object Tracking for Online Multi-Object Tracking," Proceedings of the AAAI Conference on Artificial Intelligence, vol. 34, no. 

07, pp. 10672–10679, Apr. 2020, doi: 10.1609/aaai.v34i07.6694. 

[5]G. Savino, J. Mackenzie, T. Allen, M. Baldock, J. Brown, and M. Fitzharris, "A robust estimation of the effects of 

motorcycle autonomous emergency braking (MAEB) based on in-depth crashes in Australia," Traffic Injury Prevention, vol. 

17, no. sup1, pp. 66–72, Sep. 2016, doi: 10.1080/15389588.2016.1193171. 

[6]Y. Zhang et al., "A regional distance regression network for monocular object distance estimation," Journal of Visual 

Communication and Image Representation, vol. 79, p. 103224, Aug. 2021, doi: 10.1016/j.jvcir.2021.103224. 

[7]J. Zhu and Y. Fang, "Learning Object-Specific Distance From a Monocular Image," 2019.  Accessed: Dec. 23, 2021. 

[8]S. Workman, C. Greenwell, M. Zhai, R. Baltenberger, and N. Jacobs, "DEEPFOCAL: A method for direct focal length 

estimation," 2015 IEEE International Conference on Image Processing (ICIP), Sep. 2015, doi: 10.1109/icip.2015.7351024. 

[9]R. A. Rill, "Intuitive Estimation of Speed using Motion and Monocular Depth Information," Studia Universitatis Babeș-

Bolyai Informatica, vol. 65, no. 1, pp. 33–45, Jul. 2020, doi: 10.24193/subbi.2020.1.03. 

[10]“Prediction of Black Sigatoka Disease in Banana Plants By Data Mining Classification Techniques using Scikit for 

Python," International Journal of Innovative Technology and Exploring Engineering, vol. 9, no. 3, pp. 1273–1278, Jan. 2020, 

doi: 10.35940/ijitee.c8714.019320. 

[11]C. Lucci, N. Baldanzini, and G. Savino, "Field testing the applicability of motorcycle autonomous emergency braking 

(MAEB) during pre-crash avoidance manoeuvre," Traffic Injury Prevention, vol. 22, no. 3, pp. 246–251, Mar. 2021, doi: 

10.1080/15389588.2021.1884235. 

[12]M. Rizzi, J. Strandroth, and C. Tingvall, "The Effectiveness of Antilock Brake Systems on Motorcycles in Reducing Real-

Life Crashes and Injuries," Traffic Injury Prevention, vol. 10, no. 5, pp. 479–487, Sep. 2009, doi: 

10.1080/15389580903149292. 

[13]D. Phillips, T. Wheeler, and M. Kochenderfer, "Generalisable Intention Prediction of Human Drivers at Intersections," 

2017.  Accessed: Dec. 07, 2021.  [Online]. 

[14]P.  Fekri, V. Abedi, J. Dargahi, and M. Zadeh, "A Forward Collision Warning System Using Deep Reinforcement 

Learning," SAE Technical Paper Series, Apr. 2020, doi: 10.4271/2020-01-0138. 

  

file:///G:/My%20Drive/0.001Full%20Stack%20PhD%20All/.001-2021-2022%20Work/Paper%201%20Jan%202022/10.1177/154193120404801908
https://blog.xrds.acm.org/2016/06/convolutional-neural-networks-cnns-illustrated-explanation/
file:///G:/My%20Drive/0.001Full%20Stack%20PhD%20All/.001-2021-2022%20Work/Paper%201%20Jan%202022/10.1609/aaai.v34i07.6694
file:///G:/My%20Drive/0.001Full%20Stack%20PhD%20All/.001-2021-2022%20Work/Paper%201%20Jan%202022/10.1080/15389588.2016.1193171
file:///G:/My%20Drive/0.001Full%20Stack%20PhD%20All/.001-2021-2022%20Work/Paper%201%20Jan%202022/10.1016/j.jvcir.2021.103224
file:///G:/My%20Drive/0.001Full%20Stack%20PhD%20All/.001-2021-2022%20Work/Paper%201%20Jan%202022/10.1109/icip.2015.7351024
file:///G:/My%20Drive/0.001Full%20Stack%20PhD%20All/.001-2021-2022%20Work/Paper%201%20Jan%202022/10.24193/subbi.2020.1.03
file:///G:/My%20Drive/0.001Full%20Stack%20PhD%20All/.001-2021-2022%20Work/Paper%201%20Jan%202022/10.35940/ijitee.c8714.019320
file:///G:/My%20Drive/0.001Full%20Stack%20PhD%20All/.001-2021-2022%20Work/Paper%201%20Jan%202022/10.1080/15389588.2021.1884235
file:///G:/My%20Drive/0.001Full%20Stack%20PhD%20All/.001-2021-2022%20Work/Paper%201%20Jan%202022/10.1080/15389580903149292
file:///G:/My%20Drive/0.001Full%20Stack%20PhD%20All/.001-2021-2022%20Work/Paper%201%20Jan%202022/10.4271/2020-01-0138


 

22  PECS 2022 

Evaluation of 2D Acoustic Signal Representations for Acoustic-

Based Machine Condition Monitoring 

Gbanaibolou Jombo1*, and Ajay Shriram1 

1Centre for Engineering Research, School of Physics, Engineering, Computer Science, 
University of Hertfordshire, UK 

*corresponding author: g.jombo@herts.ac.uk 

Abstract 

Acoustic-based machine condition monitoring (MCM) provides an improved alternative to conventional MCM approaches, 

including vibration analysis and lubrication monitoring, among others. Several challenges arise in anomalous machine 

operating sound classification, as it requires effective 2D acoustic signal representation. This paper explores this question. 

A baseline convolutional neural network (CNN) is implemented and trained with rolling element bearing acoustic fault 

data. Three representations are considered, such as log-spectrogram, short-time Fourier transform and log-Mel 

spectrogram. The results establish log-Mel spectrogram and log-spectrogram, as promising candidates for further 

exploration. 
 

Keywords: Machine Condition Monitoring, Detection and Classification of Anomalous Machine Operating Sound, Industrial 

Sound Analysis, Machine Hearing. 

 
 

Introduction 

Machines are the backbone of industry; their fault-free operation is vital to lower operating cost. To ensure this, 

condition monitoring approaches such as vibration analysis and lubrication monitoring, among others have been 

adopted. In industrial settings, it is not uncommon for experienced maintenance engineers to develop an ear-

based perception of the health of machines. Acoustic-based machine condition monitoring (MCM) is a means to 

formalise this observed inert behaviour in experienced maintenance engineers. The analysis of sound for speech, 

music and acoustic event recognition are well developed for creating smart and interactive technologies [1]. 

However, in the context of machine fault diagnostics, this presents an emerging research area for the detection 

and classification of anomalous machine operating sounds (DCAMS). Within the context of DCAMS and the 

application of deep learning to address anomalous sound detection and classification task, the format of 2D 

representation of acoustic signal is vital [2]. For speech and music acoustic event recognition, this representation 

has been addressed [1,3]. Within the domain of machine condition monitoring, this is still required. Therefore, 

this study mainly investigates the effectiveness of various 2D acoustic signal representation for training a 

baseline convolution neural network (CNN) to address the task of classification of anomalous machine sound. 

Experimental 

Experimentation is performed on a rolling-element bearing fault rig with setup consisting of 0.55 kW electric 

motor driving a lightly-spring-loaded (axial and radial) deep groove ball bearing (SKF 6207) through a drive shaft 

with a flexible coupling, as shown in Fig. 1.  

 

Figure 1. Experimental setup: (a) rolling-element bearing fault test rig, (b) test bearing housing, (c) healthy bearing, and (d) 
bearing with cage defect fault. 
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The test bearings in Fig. 1 consist of healthy ball bearing and ball bearing with cage defect. Test conditions 

include running at incremental speeds of 300, 600, 900, 1500 and 2400 rpm. Acoustic data for machine operating 

sound is acquired, using Ultramic USB ultrasound microphone sampling at 250 kHz and SeaWave software. 

Results and discussion 

CNN is adopted for the benchmarking task for the 2D acoustic signal representation, as it provides model 

classification accuracy above 98% [4]. CNN takes its inspiration from the operation of the mammalian visual 

cortex using a multi-staged process, as shown in Fig. 2. This includes feature extraction stage (convolution, 

pooling, normalisation, and activation layers) and classification stage (fully connected layer of multilayer 

perceptron). The convolution layer functions to extract feature set into a feature map, pooling layer reduces the 

dimensionality of the feature map, and the classification stage performs the classification task using the 

multilayer perceptron. Table 1 presents the parameters of the adopted baseline CNN architecture. Using the 

CNN model as a baseline, the effectiveness of the following 2D acoustic signal representations is evaluated: log-

spectrogram, short-term Fourier transform (STFT) and log-Mel spectrogram. Benchmarking results are 

presented in Table 2. 

 
 Figure 2. CNN architecture.  

Table 1. CNN architecture parameters. 

Input Conv. Module 1 Conv. Module 2 Conv. Module 3 MLP (Multi-Layer Perceptron) 

shape= 150x150 
sound per class: 
~45  
(train ~35, val. 10) 

shape= 16x16, 
activation = ReLU,  
max pooling = 2x2 

shape= 32x32, 
activation = ReLU,  
max pooling = 2x2 

shape= 64x64, 
activation = ReLU,  
max pooling = 2x2 

Flatten, 
512 hidden nodes/ ReLU 
1 node/ Sigmoid 

 

 

 
Figure 3. 2D acoustic signal representations. 

 

 
Table 2. Method benchmarking. 

Method + CNN (Not 
Optimised) 

Accuracy (training) 

Log-Spectrogram 0.5397 

STFT 0.4603 

Log-Mel Spectrogram 0.5873 
 

Conclusion 
 

The results establish Log-Mel Spectrogram and Log Spectrogram as promising candidates for further exploration. 
But, the performance of the CNN model has not been optimised, due to a very limited machine acoustic dataset.  
Therefore, continuous, or future study seeks to achieve the optimisation of the performance of the CNN model. 
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Nano materials could play a pivotal role for Phase change materials (PCMs) in energy storage 

systems. Phase change materials (PCMs) are of the high energy storage capacity and extensively 

used in various applications for thermal energy storage purposes. However, the poor thermal 

conductivity of PCMs limits their potential in different applications. Nano materials have been 

introduced into PCMs in order to improve and optimise the potential of nano-PCMs. ENESD group 

has conducted comprehensive studies in effects of nanofillers on the thermophysical properties 

(latent heat and thermal conductivity) of the nano-PCMs. We aim to find optimised nano-PCM 

energy storage systems for buildings in different climates conditions, such as EU, Middle East or 

North Pole areas. It is hoped that nano-PCM could provide sustainable energy storage systems for 

those regions. 
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Introduction 

Cirrus clouds are composed of ice crystals and several authors e.g. [1], [2] have pointed out that there is a lack 

of detailed information on their microphysical properties such as ice crystal geometry and surface roughness. 

This is due to challenges like limitations of imaging instruments and scarcity of in-situ measurements. As a result, 

there are uncertainties in their radiative properties and their effect on climate modelling predictions.  

The primary objective of this research is to analyze the scattering patterns of ice crystals in the Tropical 

Tropopause Layer (TTL), a layer in the atmosphere between the troposphere and stratosphere, and find their 

characteristics like shape and size distributions, as these can greatly influence their radiative properties and 

therefore, the atmospheric temperature. As a high cloud, cirrus plays a crucial role in the Earth-atmosphere 

radiation balance and by knowing the scattering properties of ice crystals, their impact on the radiative balance 

can be estimated [3]. This research further helps to broaden the understanding of the general scattering 

properties of TTL ice crystals, to support climate modelling and contribute towards more accurate climate 

prediction, and the remote sensing of tropical cirrus. 

Data 

NASA conducted a scientific mission named the Airborne Tropical Tropopause Experiment (ATTREX) from 2011 

to 2015 using an unmanned aerial vehicle, Global Hawk, to study the physical and chemical processes in the TTL. 

The ATTREX 2015 experiment was in collaboration with NERC and Co-ordinated Airborne Studies in the Tropics 

(CAST) known as the CAST-ATTREX campaign. The in-situ data investigated in this study was taken during one 

such flight, on 5th March 2015 during the CAST-ATTREX mission, at an altitude between 15-16km over the 

Eastern Pacific Ocean. The data is a collection of 2D light scattering patterns (greyscale images of 512x640 

resolution) captured by the Aerosol Ice Interface Transition Spectrometer (AIITS) [4], which is capable of 

detecting particles of size range 1-100µm at the wavelength of 532nm. The scattering pattern covers 6° - 25° of 

the forward scattering hemisphere and there are 2426 images in total.  

Method 

The morphology of the crystals can be identified by analyzing the features in the 2D light scattering patterns as 

the features vary depending on the geometry of the ice crystal. However, manual analysis of scattering patterns 

is time-consuming and therefore, a pilot study using some Deep Learning (DL) algorithm has been undertaken 

to classify the scattering patterns and identify different ice crystal habits such as rough, pristine or rounded 

hexagonal prisms. To further speed up the process, a DL Network based on Transfer Learning using a pre-trained 

network called GoogLeNet with 144 layers, is under development. After the analysis phase, model crystals for 

the light scattering computations are generated. Rough crystal models are generated using the method 

described in [5]. The scattering data of the model crystals are then simulated using Beam Tracing Models (BTM) 

[6][7] based on physical optics (two examples are shown in Figure 1 (a) and (b)). By successive testing and further 

analysis, the crystal sizes are estimated. 



 

28  PECS 2022 

                                              

(a) 

     

(b) 

Figure 1. (a) An AIITS image with a beam-stop in the centre (left), simulated pattern using BTM [4][5] (middle) and the 
corresponding model crystal (plate) in specific orientation (right) used to generate the simulated pattern. (b) Another AIITS 

image with a beam-stop in the centre (left), simulated pattern using BTM [4][5] (middle) and the corresponding model 
crystal (droxtal) in specific orientation (top right) used to generate the simulated pattern and side view of the crystal 

(bottom right). 

Results 

Based on manual analysis, out of 2426 patterns, only a subset of 803 images (33.10%) can be used; the remaining 

ones were either blank or only the artefacts between 0° and 8° were visible, and hence discarded. The statistics 

are given in Table 1. 

Crystal Categories Number Percentage 

Rounded  426 53.05 % 

Columns 152 18.93% 

Plates 43 5.35% 

Rough 161 20.05% 

Rough and Rounded 21 2.62% 

Total 803 100% 
Table 1. Classification of AIITS scattering patterns (images) into different crystal types and textures. 

From Table 1, the most common crystal type is ‘Rounded’ crystal (53.05%). The Rounded category consists of 

crystals with significantly rounded edges and was split into 4 different size groups, based on the number of rings 

in the scattering pattern. In small rounded crystals’ scattering patterns, 1 to 6 rings were visible and there were 

194 of these crystals. As the name indicates, this category includes small plates with rounded edges. However, 

droxtals and pristine crystals with radius ≤ 1µm are also likely to be in this group, as their scattering patterns 

show ring-like features and it is often difficult to distinguish them from the actual spheroidal crystals. As a result, 

it is impractical to accurately classify them as quasi-spherical, spheroids, droxtals, pristine hexagonal plates etc. 

The other 3 categories were 114 medium rounded crystals with 6 to 12 rings, 99 medium to large rounded 

crystals with 12 to 18 rings, and 19 large rounded crystals with 18 to 22 rings.  

Crystals in the ‘Columns’ category were further divided and there were 2 extremely thin solid columns (also 

called needles), 123 small columns with length ≤ 10µm, 18 intermediate columns with length between 10-20µm 

and 9 large columns with length > 20µm making a total of 152. Out of 43 Plates, there were 3 scalene plates, 14 

droxtals, 5 pristine plates, 18 plates with rounded edges and 3 others were rough. The ‘Rough’ category consists 

of 161 crystals with rough surface texture. Crystals of the least common type, ‘Rough and Rounded’ (2.62%), 

have rough texture and rounded edges. 

A DL code for classifying the large dataset of scattering patterns captured by the AIITS is under development. So 

far, the network has been trained to classify four types of crystals (Blank, Plates, Rounded and Patterned) using 
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supervised learning. The DL Network examines the greyscale image and predicts the probability of crystal type 

in descending order. An example is shown in Figure 2, in which the program correctly categorizes the scattering 

pattern of a rounded crystal. 

 

Figure 2. AIITS light scattering pattern image (left) and the probability of crystal type predicted by the Deep Learning 

Network (right). 

Conclusion 

Different types of crystals exhibit different features in their scattering pattern. By successive testing and closely 
studying these features, crystals are classified and the crystal sizes are estimated. Based on the current results, 
more than half of the crystal population possess rounded edges and most of them are small crystals. This agrees 
with the results from 2014 ATTREX sampling, over the TTL cirrus of the Western Pacific summarized in [8], 
“Observed ice particles were predominantly small and quasi-spheroidal in shape.”  

The DL Network can make the image processing and classification easier for future AIITS scattering pattern 
analysis. Although, this is at too early stage to comment on the accuracy of the network, in general, there is a 
good agreement between manual and the network’s classification. More crystal categories will be included in 
the near future. 
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Abstract 

Making energy systems carbon-neutral faces question of affordability. Smarter energy ecosystems help with an edge-of-

network distributed energy resource ecosystem consisting of emerging Internet of Things architectures. This includes local 

energy storage and smart energy optimisation and mediation platforms. Behind-the-meter architecture supports peer to 

peer energy trading using distributed ledger technology smart contracts and non-fungible tokens. A digital twin can be 

used for Industrial research to evaluate emerging commercial and technical architectures and de-risk large-scale 

deployments allows investigation of new use cases with appropriate commercial and technical architectures.   

 

Keywords: Blockchains, smart contracts, IoT, smart energy, solar PV, digital twins, non-fungible tokens. 

Introduction 

The UK energy sector is in transition. To avoid societal problems, energy bills need to remain affordable whilst 
meeting net zero climate goals. This includes avoiding fuel poverty.  

New smart flexible energy systems are emerging which can mitigate these problems. ‘Behind the meter’ energy 
ecosystems are emerging where users become ‘prosumers’. This can transform the way energy is generated, 
along with how and when it is used and paid for. This includes local energy trading. The UK government is aware 
of this and has published a number of reports including the ‘Smart Systems and Flexibility Plan’ [1] and the 
‘Alternative Energy Markets Programme’. It has also been recognised that blockchains will have a major role to 
play [2], along with distributed ledger technology (DLT) [3] and Smart Contracts  [4]. 

In accordance with our title, our specific focus is to understand how flexibility markets can manage supply 
problems. This takes two forms - generation-side flexibility and demand-side flexibility. On the generation side, 
gas-fired ‘peaking’ plants are used to satisfy intermittent demand, whilst ‘plunge’ tariffs [5] encourage 
investment in electricity storage to mitigate overgeneration from offshore wind on stormy nights. New 
consumer Time-of-Use (ToU) tariff structures encourage flexible demand, with customer load shifting during a 
24-hour period. Mediation presents some particularly interesting opportunities with ‘demand-side’ flexibility.  

Engineering doctorate (EngD) studies can be a portfolio of Industrial Research (IR) projects which address real-
world challenges. Energy supply problems are certainly one of these and the full programme is entitled 
‘Trustworthy Energy Ecosystems Based on Emerging Blockchain and IoT Architectures’.  Innovate UK (IUK) define 
IR as “planned research to gain new knowledge” and includes “creation of complex system component parts, 
laboratory prototypes or simulated interfaces to existing systems  [6].” Many of the EngD use cases in this 
programme were funded by IUK and includes developing commercial and technical architectures along with 
seamless integration of hardware, software and ICT platforms. We call this ‘innovation integration.’ This paper 
reports results of some of our work which will be brought together in the final EngD thesis. 

Experimental 

One IUK project involved deployment of a UH development platform at the BRE innovation Park in Watford. 
This was part of the IUK ‘Integrating Smart Homes with Smart Meters’ programme. Since then, the idea of 
using a ‘Digital Twin Prototype’ (DTP) has emerged. This allows experimental validation of different use cases, 
architectures and solutions with a “real-time digital counterpart of a physical object or process” [7].  Such an 
entity often exists before the physical system and can significantly de-risk commercial development and 
testing of new system properties. The DTP is continually updated throughout the system life cycle and can be 
distributed across a number of physical locations, or for that matter continents. For this reason, they are 
usually taken to be wider in scope than simply a testbed or sandbox  [8]. This is the true in our case where we 
have a number of experimental set-ups. One residential version contains a Liberty 100 smart meter (from 
Secure Meters Ltd), solar slates (from GB-Sol) and local energy storage (Moixa).  
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Figure 1 Smart metering Figure 2 behind-the-meter-mediation. 

Within an energy ecosystem, smart meters play a critical role. They send metering data to energy suppliers, 
energy network operators and importantly, ‘authorised third parties’ via the Data Communications Company 
(DCC). Figure 1 shows how these interact with energy suppliers, acting as a ‘boundary meter’ connected to the 
Distribution Network Operator (DNO) and identified by an MPAN (Meter Point Access Number).  

Figure 2 shows how the mediation platform receives pricing signals from the energy suppliers. One example is 
the Digital Energy Platform (DEP) developed by Power Transition Ltd (PTL). This is based on DLT and uses Hedera 
Hashgraph [9] which is particularly well suited to mediation and energy trading.  

 Results and discussion  

We examined a small manufacturing company as a use case in one of our IUK ‘behind the meter’ local energy 
systems and peer-to-peer (P2P) energy trading projects. This is shown in  Figure 3. As shown previously, the 
boundary meter interfaces to the grid and the DCC, but rather than being connected directly to the enterprise, 
it now links individual sites via a smart energy ecosystem. Enterprises still use a smart meter although this now 
sends and receives data to and from the mediation platform instead of the DCC. Figure 3 also shows a smart 
energy management system which is also linked to it. Production machinery can be programmed to operate 
automatically and thus benefit from cheap ToU electricity tariffs when the premises are unattended. 

 

Figure 3 Enterprise Smart Energy Architecture  

The enterprise can benefit from the Flexibility market. Sometimes it may be self-sufficient with locally generated 
electricity and other when the mediation platform receives pricing signals indicating that it is advantageous to 
purchase grid electricity. Energy storage can mitigate intermittency associated with local renewable energy 
generation and allow the company to ride out very high ToU tariffs.  

The UK government encourages breaking down existing policy and regulatory barriers with new smart 
technologies and business models [10]. Localised energy systems (LES) based on   ‘behind the boundary meter’ 
P2P smart energy trading is one of these. However, selling electricity to the general public (as opposed to a 
closed community) requires a public electricity supplier licence from Ofgem [11]. The commercial framework for 
participants to offset their own electricity consumption and feed surplus renewable energy back into the grid as 
part of a closed group is possibly simpler. Figure 4 shows a scheme appropriate to a science park or operations 
such as BRE with separate commercial operations on a campus site. As shown in  Figure 3, each enterprise  
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Figure 4 ‘behind the boundary meter’ P2P smart energy trading 

has its own operation which is linked to the mediation platform along centralised large scale battery storage. 
This is equally applicable a university, village or other community such as a school. Indeed, one of our IUK LES 
projects involved Bristol University which provided an excellent example to study. 

Conclusion  
The answer to the question posed in the title is “yes.” In this paper we have outlined an architecture which has 
been developed from use cases examined in a number of IUK supported feasibility studies. A UH Digital Twin 
facility also provides strong opportunities for SPECS and the UH Enterprise Hub to address real-life challenges, 
working with incubator/accelerator companies and wider business networks as an ‘ideas factory.’ Digital Twins 
can mirror smart energy ecosystems developed elsewhere and can be used for experimental validation of 
different use cases, architectures and solutions. It is recommended that this uses ‘air gapped’ computing 
platforms as this provide a safe space to support ‘research informed teaching’ and problem-based learning.  
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When the universe started with the Big Bang 13.8 billion years ago, only light elements such as 
hydrogen and helium were created. Heavier elements that matter to human beings such as carbon, 
oxygen, iron, gold, and uranium were instead created inside stars. Computer simulations allow us to 
predict the complex history of the universe including the formation of stars, the production of 
elements, the evolution of galaxies, and the growth of super-massive black holes. These theoretical 
predictions are compared with the latest cutting-edge astronomical observations, such as those 
from the recently-launched James Webb Telescope. 
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SCUBA-2 Large eXtragalactic Survey: Constraining the bright-end of 
the 850um number counts 
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The SCUBA-2 Large eXtragalactic Survey of the XMM-LSS field maps an area of 7 deg2  at a wavelength of 850m, reaching 

sensitivities of 1~5mJy. The wide area of the S2LXS XMM-LSS survey allows us to probe the ultra-bright, yet elusive 

submillimetre population, observed only in small numbers (<4) in previous surveys. The S2LXS XMM-LSS observed 850m 

number counts show an upturn in the number of sources at bright fluxes. This excess in the number of bright sources is 

expected to be motivated by local sources of 850m emission, distant gravitationally lensed galaxies, and sources blended 

in the single dish beam.  

 Keywords: extragalactic; submillimetre; starburst; high redshift; number counts 

 

Introduction 

In the early 1990s the Far-InfraRed Absolute Spectrophotometer aboard the NASA space-based Cosmic 

Background Explorer measured the absolute energy spectrum of the Universe at far-infrared (FIR) and 

submillimetre wavelengths (>150m). These measurements, taken together with prior observations of nearby 

galaxies made by the InfraRed Astronomical Satellite in the 1980s, showed that the Universe emits an energy 

density at FIR and submillimetre wavelengths comparable to that it emits in the ultraviolet and optical regime 

[1]. This finding indicated that there was likely to be a population of previously undiscovered galaxies, either 

obscured by dust or with dust enshrouded regions, in which around half of the star formation in the Universe 

takes place [2]. The FIR/submillimetre emission we observe from these galaxies (now commonly referred to as 

dusty star-forming galaxies) is produced when ultraviolet emission from young massive stars is absorbed by dust 

and re-emitted in the FIR. As this light travels through the Universe the wavelength is lengthened (due to the 

expansion of the Universe), and so for distant galaxies we observe this emission in the submillimetre.  

In the two decades since the first discovery of these distant galaxies (known as Submillimetre galaxies) [3,4,5] 

there has been considerable progress in our understanding of their properties and role as a cosmologically 

important population in the context of galaxy evolution. Submillimetre galaxies (SMGs) have a number density 

that peaks at a look back time of 10 Gyr [6,7], are massive [8,9], gas rich [10,11], and form stars at a rate of ~100 

– 1000 solar masses per year [12]. Despite the substantial progress in studying the nature of the bulk of the 

submillimetre population, the bright tail (i.e., galaxies with 850m flux densities >20mJy) is still poorly 

understood. This is due to the intrinsic rarity of these ultra-bright SMGs with source abundances currently 

estimated to be ~0.5-5 galaxies per deg2[13,14].  

Number counts describe the number of galaxies per square degree per observed flux interval. The bright-end of 

the single dish observed 850m number counts show an upturn at flux densities >20mJy. This abundance of 

ultra-bright sources is expected to be strongly influenced by gravitationally lensed galaxies (distant galaxies 

whose flux has been magnified due to the presence of a massive foreground galaxy or galaxy cluster along the 

line of sight), source blending (blends of multiple galaxies in the large beam of single-dish surveys), and local 

sources of submillimetre emission (i.e., planetary nebula) [15]. However, the contribution of each of these sub-

populations to the bright-end of the single dish counts is unknown, partly due to biases inherent in targeted 

surveys (i.e., observations designed to search for lensed galaxies) [16] and partly due to the small number of 

sources (<4) detected in individual blank-field surveys [14,17,18]. Current galaxy formation models struggle to 

reproduce the number of ultra-bright SMGs observed [19,20,21,22] despite several including the effects of 

source blending and/or lensing.  

 

.  
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SCUBA-2 Large eXtragalactic Survey 

The SCUBA-2 Large eXtragalactic Survey (S2LXS) is a James Clerk Maxwell Telescope (JCMT) Large Program and 

maps an area of ~10 deg2 at a wavelength of 850m.  This extragalactic survey is the largest of its kind and for 

the first time provides the surface area needed to detect >10 sources with 850m flux densities >20mJy. We 

make use of S2LXS observations of the XMM-LSS field which cover an area of ~7 deg2 , mapped to a moderate 

depth of 1~5mJy. XMM-LSS is a well-studied field with deep imaging available at ultraviolet, optical, infrared 

(near – far) and x-ray wavelengths. The wealth of multi-wavelength data available is essential for identifying 

counterparts to sources detected at 850m.   

The S2LXS XMM-LSS main catalogue is composed of 19 point sources detected at >5 in the S2LXS XMM-LSS 

science map. To estimate the number counts we must first correct for incompleteness (the fraction of galaxies 

in each flux interval that will not be detected at >5 in the S2LXS map), flux boosting (the flux of galaxies 

detected at low signal-to-noise is likely to be boosted upwards due to fluctuations in noise), and the false 

detection rate (the percentage of source detections in a signal-to-noise interval which are likely to be spurious). 

We use simulated S2LXS XMM-LSS maps and catalogues to estimate these corrections, with a view to uncovering 

the true underlying source distribution in the XMM-LSS field. 

Constraining the 850m number counts 

The S2LXS XMM-LSS 850m corrected differential and cumulative number counts are presented in Figure 1.  In 

Figure 1 we also plot observational constraints from [14,17,18, 23, 24, 25] for comparison.  For the majority of 

these surveys the brightest sources detected have 850m flux densities <20mJy (due to the intrinsic rarity of 

highly luminous objects and the moderate survey areas) and so any comparison is limited, but within the 

available flux ranges, the S2LXS XMM-LSS results are in good agreement with previous surveys.   

Figure 1. Number counts at 850m measured from the S2LXS XMM-LSS survey >5 catalogue (white circles). In the left panel 

we show the differential number counts from S2LXS XMM-LSS along with observational constraints from several other 850m 

surveys (details in text). In the right panel we present the cumulative number counts, comparing to both observations and 

simulated galaxy models (details in text). 

  

 

 

We also show the 850m number counts from semi-analytic models [20,21], empirical models [19,26,27] and a 

cosmological hydrodynamical simulation [22]. The results from [20,22] take into account blending from a ~15’’ 
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beam (representative of the SCUBA-2 beam full width half maximum). The empirical model of [19] does not take 

into account source blending but does include a prescription for lensing. The Cai-Negrello model [26,27] 

combines the counts of unlensed and strongly lensed galaxies. The majority of galaxy formation models shown 

either significantly under or over estimate the number of observed ultra-bright sources. Only the Cai-Negrello 

model [26,27] reproduces the excess in the 850m number counts observed in S2LXS XMM-LSS.  

Conclusion 

S2LXS XMM-LSS is the largest contiguous area extragalactic survey mapped with the JCMT at 850m to date.  

The wide area of the S2LXS XMM-LSS survey allows us to detect ultra-bright, but intrinsically rare submillimetre 

sources, with the survey detecting 19 sources in total (with 850m flux densities >18mJy) at a threshold of >5.  

We use the S2LXS XMM-LSS main catalogue to estimate the bright-end of the 850m number counts, 

significantly reducing Poisson errors on existing measurements.  We observe an upturn in the number counts, 

expected to be motivated by local galactic objects, sources blending in the single-dish beam and gravitationally 

lensed distant galaxies.  The next step in our research is to determine the relative contribution of each of these 

sub-populations to the excess in the bright-end of the 850m number counts. 

Reference list 

[1] Dole et al. A&A 451, p417-429 (2006) 
[2] Casey et al. Physics Reports 541, p45-161 (2014)   
[3] Smail et al. ApJ 490, pL5-L8 (1997) 
[4] Hughes et al. Nature 394, p241-247 (1998) 
[5] Barger et al. Nature 394, p248-251 (1998) 
[6] Chapman et al. ApJ 622, p772-796 (2005) 
[7] Pope et al. MNRAS 358, p149-167 (2005) 
[8] Swinbank et al. ApJ 617, p64-80 (2004) 
[9] Hainline et al. ApJ 740, p96-120 (2011) 
[10] Greve et al. MNRAS 359, p1165-1183 (2005) 
[11] Engel et al. ApJ 724, p233-243 (2010) 
[12] Magnelli et al. A&A 539, pA155-A190 (2012) 
[13] Béthermin et al. ApJL 757, L23-L30 (2012) 
[14] Geach et al. MNRAS 465, p1789-1806 (2017) 
[15] Negrello et al. Science 330, p800-804 (2010) 
[16] Knudsen et al. MNRAS 384, p1611-1626 (2008) 
[17] Coppin et al. MNRAS 372, p1621-1652 (2006) 
[18] Simpson et al. ApJ 880, p43-64 (2019) 
[19] Béthermin et al. A&A 607, pA89-A111 (2017) 
[20] Cowley et al. MNRAS 446, p1784-1798 (2015) 
[21] Lagos et al. MNRAS 489, p4196-4216 (2019) 
[22] Lovelle et al. MNRAS 502, p772-793 (2021) 
[23] Casey et al. MNRAS 436, p1919-1954 (2013) 
[24] Chen et al. ApJ 776, p131-144 (2013) 
[25] Weiss et al. ApJ 707, p1201-1216 (2009) 
[26] Cai et al. ApJ 768, p21-45 (2013) 
[27] Negrello et al. NMRAS 465, p3558-3580 (2017) 

  



 

38  PECS 2022 

Analysing Spiking Neural Networks Evolved for Temporal Pattern 

Recognition 

Muhammad Yaqoob1, Volker Steuber1 

1Centre of Computer Science and Informatics Research,  
University of Hertfordshire, Hatfield, UK 

*m.yaqoob3@herts.ac.uk, v.steuber@herts.ac.uk 
 
Spiking activity encodes information in biological neuronal networks and artificial spiking neural networks. This 

information is processed by transitioning from one spiking behaviour to another due to input stimuli or recurrent activity 

in the network. Interpreting the mechanism of information processing in spiking neural networks is a fundamental 

problem in computational neuroscience. In this work, we analyse spiking neural networks evolved for temporal pattern 

recognition. We demonstrate the functioning of the evolved networks by revealing the role of each neuron in the network. 

In future, we plan to obtain minimal spiking neural networks for keyword spotting. 

 

Keywords: spiking neural networks, temporal pattern recognition, minimal cognition, artificial evolution. neural circuits 

 

Introduction  

Understanding how temporal signals are processed by spiking neural networks (SNNs) is of great interest to the 

neuroscience community. Several studies have shown that information processing in the nervous systems is 

linked to the transition from one spiking behaviour to another. However, despite the extensive research, the 

relationship between the structural connectivity and functional behaviour of neural systems remains unclear. 

To explain information processing in SNNs, we have evolved minimal networks to perform pattern recognition 

with biologically meaningful neurons in the presence of noise. We have shown previously that networks evolved 

in a noiseless environment are highly fragile to disturbed network parameters or a slight variation in input timing. 

Therefore, understanding the properties of spiking networks evolved in the presence of noise, inspired by 

biology, is necessary to reveal the driving mechanisms of neural circuits.  

 

Experimental Setup 

A network recognising a pattern of three signals consists of three input nodes (each signal is assigned one node), 

three interneurons and one output neuron. The interneurons are of type adaptive exponential integrate and fire 

AdEx [2], defined by four state variables (membrane potential V, adaptation w, excitatory g_E and inhibitory 

conductance g_I). Noise is modelled as adding a random value drawn from the normal distribution centred at 0 

with a standard deviation of 2 mV to membrane potential V at each network step. Interneurons can form self-

loops, and inputs are not allowed to connect to the output neuron directly. A neuron can excite or inhibit other 

neurons at the same time. During evolution, each network is presented with a continuous random sequence of 

signals A, B and C as input (say BACCABCAABBABBC…). These signals are encoded as intervals of time. A signal is 

of length 6 ms followed by a silent interval of 16 ms. The task of the network is to respond with at least one 

spike in the silent interval after ABC is received. 

Each independent evolutionary run had 300 individuals. The initial generation is created by generating random 

genomes coding for three inter-neurons. The length of genomes in the population is variable such that each 

region coding for a single neuron had an arbitrary number of dendrites and axon terminals. Subsequent 

generations are created with binary tournament selection. After winning the tournament, an individual 

undergoes three genetic operators;  (i) one point mutation,  (ii) duplication, and (iii) deletion. The fitness function 

rewards spiking of the output neuron after receiving signals in the correct order (ABC) and penalises spike(s) 

elsewhere.  

Results and discussion  

mailto:*m.yaqoob3@herts.ac.uk
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The structural similarities among networks obtained from different independent evolutionary runs greatly 

helped in understanding the properties of SNNs. A successful network that can maintain memory requires at 

least (n-1) self-excitatory loops with sufficient weight to sustain indefinite spiking activity [3], where n is the 

number of interneurons in the network. The number of interneurons grows linearly with the length of the 

pattern to be recognised, while the number of connections (k) grows quadratically by function K = n2 + 2. For 

example, identifying a pattern of two signals requires 6 connections (Fig. 1a), and a pattern of three signals 

requires 11 conections (Fig. 1b). All perfect recogniser networks share a mechanism of strongly inhibiting 

(locking) the output neuron from spiking, preventing it from spiking in response to wrong patterns. The lock is 

only released by the second to the last correct input signal (maintained passively by no activity in the network), 

allowing the output neuron to spike in response to the last correct signal. 

 

 
Figure 1. Topology of the minimal networks: The red and blue lines represent excitatory/inhibitory connections. The number 

next to each line is the amount of conductance the postsynaptic neuron receives when a presynaptic neuron spikes. (a) The 

minimal network for recognising two signals. The output neuron spikes only for input signal AB. The lock neuron prevents 

the output from spiking for other permutations (AA, BB, BA). (b) The minimal network for recognising three signals. Here, 

the output neuron only spikes for ABC, while the lock neuron prevents the output from spiking for all other 26  permutations 

(AAA … CCC). 

 

Conclusion  

We found that the spiking networks recognising temporal patterns obtained from independent runs are either 
equal or isomorphic. Moreover, the presence of the lock neuron in all perfect recognisers and maintenance of 
the penultimate state by no activity in the network is intriguing.   In future work, we plan to investigate it further 
by modifying the evolutionary algorithm to search for other possible topologies. A different evolutionary 
algorithm might produce different classes of solutions. Another possible direction of future work is the evolution 
of networks for more complex tasks involving temporal pattern recognition. 
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Infectious pathogens have been issued a high warning from World Health Organisation for new antibiotics due to 

resistance. Metallic nanoparticles are known to exhibit antimicrobial activity thus 20 nanoparticles were investigated. 

AgCu nanoparticles were found to contain the highest efficacy against S. typhimurium and E. faecium using the cut well 

method. The nanoparticles were observed on the SEM and found that AgCu nanoparticles were smaller in size. However 

further characterisation including surface charge and hydrodynamic, will be performed on the nanoparticles to better 

understand the influence on antimicrobial activity. 

 

Keywords: Metallic nanoparticles, antimicrobial resistance, bacteria, infection  
 

Introduction  

Nanoparticles, with sizes typically less than 100 nm, have shown antimicrobial activity against pathogens and 

for this reason are being adopted in medical applications [1]. Currently, antimicrobial resistance of pathogens is 

a major global issue and the antimicrobial efficacy of nanoparticles may provide an alternative solution to 

address these challenges [2, 3]. In this study, engineered Metallic Nanoparticles (MNPs) along with several other 

manufactured nanomaterials such as graphene based and oxides were screened for antimicrobial activity against 

Gram negative Salmonella typhimurium and Gram positive Enterococcus faecium. These common infectious 

pathogens can lead to meningitis and bacteraemia and with a high priority warning from World Health 

Organisation for new antibiotics due to resistance, antimicrobial nanoparticles could be a possible answer [2, 4]. 

 

Experimental  

Nanoparticles (NPs) and biological cultures were provided by the Antimicrobial@UH consortium and UH 

microorganism collection, respectively. The Cut well method (4mm wells) was used to identify zone of inhibition 

of antimicrobial NPs against bacteria. Agar plates inoculated with bacterial colonies were incubated in the 

presence of freshly dispersed NPs suspension (1000 ppm) at 37 oC for 24 hours. Clear rings were identified and 

diameters were measured in cm. Nanoparticles were observed on the SEM (JEOL, UK) at 20kV at x6,000 

magnification. 

 

Results and discussion  

Over 20 different NPs were tested. These included elemental Ag, Cu, metal oxides (CuO & ZnO), intermetallic 

alloys (AgCu & CuZn) and engineered MNP formulations (AVNPs). Overall, intermetallic silver copper (AgCu) 

nanoparticles were found to have the highest levels of antimicrobial activity against both S. typhimurium and E. 

faecium, with average inhibition diameters of 1.6 cm and 1.4 cm respectively (Fig. 1).  SEM images (Fig. 2a & 1b) 

showed that the AgCu particle sizes appear to be smaller than those of Ag. This may result in increased exposure 

opportunities and physical interactions with microbial colonies; resulting in the enhanced antimicrobial activity 

observed in AgCu NPs. To better understand the physiochemical behaviour of these active antimicrobial NPs 

within biological environments, their hydrodynamic properties (sizes & surface charges) will be further 

investigated using technologies such as Dynamic Light Scattering (DLS), Nanoparticle Tracking Analyzer (NTA) 

and Zetasizer.    

 
 

file:///C:/Users/lc11afe/AppData/Local/Microsoft/Windows/INetCache/Content.Outlook/6TJNHE2H/PECS%202022%20Extended%20+%20Antimicrobial%20evaluations%20of%20metallic%20nanoparticles.docx%23_ENREF_1
file:///C:/Users/lc11afe/AppData/Local/Microsoft/Windows/INetCache/Content.Outlook/6TJNHE2H/PECS%202022%20Extended%20+%20Antimicrobial%20evaluations%20of%20metallic%20nanoparticles.docx%23_ENREF_2
file:///C:/Users/lc11afe/AppData/Local/Microsoft/Windows/INetCache/Content.Outlook/6TJNHE2H/PECS%202022%20Extended%20+%20Antimicrobial%20evaluations%20of%20metallic%20nanoparticles.docx%23_ENREF_3
file:///C:/Users/lc11afe/AppData/Local/Microsoft/Windows/INetCache/Content.Outlook/6TJNHE2H/PECS%202022%20Extended%20+%20Antimicrobial%20evaluations%20of%20metallic%20nanoparticles.docx%23_ENREF_2
file:///C:/Users/lc11afe/AppData/Local/Microsoft/Windows/INetCache/Content.Outlook/6TJNHE2H/PECS%202022%20Extended%20+%20Antimicrobial%20evaluations%20of%20metallic%20nanoparticles.docx%23_ENREF_4


  

PECS 2022  43 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Cut well agar of of S. typhimurium (left) and E. faecium (right) with inhibitory zones circled in red 

 

 

 

 

 

 

 

 

Figure 2. SEM images of Ag nanoparticles (left) and AgCu nanoparticles (right) 

 

Conclusion  

Common pathogens such as S. typhimurium and E. faecium are an infectious threat as a result of their antibiotic 

resistance. A possible solution may be metallic nanoparticles as they were found to exhibit antimicrobial activity 

with AgCu nanoparticles having the highest activity against S. typhimurium and E. faecium as investigated with 

the cut well method. SEM imaging has shown that the AgCu nanoparticles looked smaller in comparison to Ag 

nanoparticles, which may have contributed to their enhanced antimicrobial activity. Further research is required 

to characterize the nanoparticles and understand their behavior and influence on antimicrobial activity.    
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Although many attempts have been made to automate bacterial colony counting, little has tackled the counting of 

clustered colonies and adaptations to handle different bacteria species. In this work, we explore the counting by density 

estimation method via few-shot learning. We have avoided the difficult localisation and detection of clustered colonies 

by estimating a density map from the input image. We have also exploited exemplars provided by users to make the 

method agnostic and adaptive to different bacteria species. Our experiments show that using the counting by density 

estimation method via few-shot learning results in a promising accuracy from the data set provided by Synoptics Ltd. 

 

Keywords: Bacterial colony counting, automation, clustered colonies, density estimation, few-shot learning 
 

Introduction 

Counting the number of colonies on an agar plate is a widely used technique in both industry and research 

laboratories to estimate the number of viable bacteria (total viable count) present in a test sample in a wide 

range of applications; these include quality control, environmental monitoring, immunological studies and 

medical testing. The number of colonies can be used as an important indicator of the cleanliness of a surface, 

the sterility of a product or the present of a bacterial infection. 

Traditionally, bacterial colony counting is performed manually, which is time-consuming and prone to human 

error [1]. Many attempts have been made to automate it with traditional image processing methods or machine 

learning algorithms. But they are designed specifically for certain bacteria species without identifying and 

counting clustered colonies where a group of colonies are close together, touching and overlapping. This 

research aims to address this research gap. We investigate the impact of counting by density estimation via few-

shot learning on clustered colonies and its adaptations to handle different bacteria species. The difficult 

localisation and detection of clustered colonies are avoided by estimating a density map where the sum of values 

indicates the colony count. The counting algorithm only learns from three exemplars (examples of the target 

colony) provided by users in the few-shot learning fashion so that it is adaptable to different bacteria species. 

Methodology 

FamNet [2] is used in this work due to its outstanding ability to count many different types of object. As shown 

in Figure 1, users are required to provide three exemplars by drawing three bounding boxes in the input plate 

image. These three exemplars are the support set. The plate image is the actual query image. FamNet consists 

of a multi-scale feature extraction module and density map estimation module. 

The first module is ResNet-50 [3] whose parameters are frozen during both training and inference phase so that 

it only acts as a feature extractor. It takes the query image as input and returns two feature maps from the third 

block and fourth block in ResNet-50 respectively. Features inside the region of interest (ROI), which is the 

exemplar specified by the bounding box, in the feature map are used to convolve the two feature maps to form 

two new feature maps which are later concatenated into a new feature map. The former is called ROI pooling 

and the latter is called feature correlation. To recognise similar colonies at different scales, the ROI pooling and 

feature correlation are repeated with the three exemplars rescaled at 0.9 and 1.2. The two new resulting feature 

maps are concatenated with the previous feature map to form a final feature map.  

The density map estimation module is a regression model that uses the correlated feature map to predict a 

density map. It consists of five convolutional layers where the first, second and third convolutional layer is 

followed by an upsampling layer. The fifth convolutional layer is convolved by 1 x 1 kernel to predict the density 

map whose shape is the same as that of the input image. The kernel parameters for the five convolutional layers 
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are 7 × 7 × 196, 5 × 5 × 128, 3 ×3 ×64, 1 × 1 × 32 and 1 × 1 × 1 respectively. The Rectified Linear Unit (ReLU) is 

used as activation function in each convolutional layer. 

The data set used in this work is a collection of 128 plate images provided by Synoptics Ltd. The resolution of 

each plate image is 3 x 1040 x 1040. The ground truth annotations contain density maps and coordinates of the 

three bounding boxes. Exemplars specified by the bounding box have a different colony species based on 

different images in the data set. The whole data set is divided into training set, validation set and test set with a 

ratio of 6:2:2. The training method is the same as used in [2]. The optimiser is Adam. The learning rate is 10−5. 

Batch size is 1. Epoch number is 1500. The loss function is mean square error. However, the adaption loss used 

in [2] is not included in this work because it has been proven ineffective based on our experiments. The results 

are measured by mean absolute error (MAE) and root mean square error (RMSE). 

 

Figure 5: FamNet takes the query image (plate image) as input along with three bounding boxes representing the target 
colony and predicts a density map. The support set is the three exemplars provided by the bounding boxes. The colony count 
is obtained by summing all density (pixel) values in the predicted density map. 

 

 

Table 1: Prediction results. 

 MAE RMSE 

Training set 24.01 32.95 

Validation set 16.34 20.65 

Test set 29.80 39.75 

 

                                                               Figure 6: Predicted density map. 

Results and discussion 

As shown in Table 1, FamNet achieves 29.80 in MAE and 39.75 in RMSE on the test set. It has not shown the sign 

of overfitting because the results from the test set are close to the results from the training set despite that 

FamNet performs better on the validation set. FamNet can predict 115.1 colonies from a plate image that has 

117 colonies as shown in Figure 2. FamNet is also able to handle different colony species because it can learn 

from the three exemplars. The predicted density map also contains spatial information of colonies. The time 

used to make a single prediction is less than a second because images are batched and the computation is 

shared. 

Conclusion 



 

 

We have investigated the impact of density estimation via few-shot learning on the clustered colonies and its 

adaptations to handle different colony species. The FamNet used in this work achieves 29.80 in MAE and 39.75 

in RMSE on the test set. Our experimental results show this method is adaptive to different colony species 

because of the user-specified exemplars.  In a real-world application, these three exemplars can be stored in the 

system and reused for other data to ensure a high level of automation. The experimental results also show the 

prediction is very rapid because plate images are batched and the computation is shared. However, there are 

still rooms to improve the prediction results by fine tuning the model or modifying the design of two modules in 

FamNet. Future work also concerns a deeper analysis of the counting error and FamNet. 
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The focus of this research is to use existing Computational Fluid Dynamics (CFD) methods, namely the software package 

Star CCM+, to model and observe effects of various aerofoil design features on dynamic stall. An overset mesh is used to 

model 2D, transient simulations of aerofoils undergoing dynamic stall.  
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Introduction 

Dynamic stall is a complex aerodynamic phenomenon that manifests itself on aerofoils undergoing rapid 
oscillatory movement, taking it into the natural stall regime. This phenomenon is primarily observed on the 
blades of helicopter rotors, although it has also been noted on wind turbine blades, flapping and morphing wing 
flyers, highly manoeuvrable aircraft, and missiles. As the incidence angle of an oscillating aerofoil surpasses the 
static stall limit, flow reversal starts to occur inside the boundary layer, eventually resulting in a leading edge 
vortex which initially results in an increase of lift, but then goes on to create a pitching moment near the leading 
edge of the aerofoil. This effect creates stress that an aerofoil would not see under static conditions and changes 
the normal static aerodynamic characteristics of the aerofoil.[1] There is a hysteresis effect as well where the 
flow reattaches at a much shallower angle than the angle at which the flow starts to separate.[2] Dynamic stall 
can have negative consequences on wings and rotor blades in some applications as it can create excessive 
unsteady forces and moments, leading to stress and failure, but may be beneficial if controlled on some 
applications as well.  

There have been a number of research papers in the recent past which have explored various methods of 
controlling dynamic stall through changing different design aspects of an aerofoil. A thorough literature search 
has revealed that the leading edge of the aerofoil plays a key role in the dynamic stall characteristics and 
therefore, introducing things like a blunt leading edge[3] or leading edge tubercles[4] are effective at negating 
some of the dynamic stall build-up. 

The focus of this research is to use existing Computational Fluid Dynamics (CFD) methods, namely the software 
package star CCM+, to model and observe effects of various aerofoil design features on dynamic stall. Although 
large amounts of research have been done on this topic, it remains an active research subject due to the 
complexity of the phenomenon, the difficulty of modelling it using CFD and the varied applications in which it 
arises. This research aims to recommend a set of best practices to use when modelling dynamic stall on CFD. It 
also aims to highlight aerofoil design features that affect dynamic stall the most, and figure out which features 
are best to alter in order to achieve desired dynamic stall characteristics. It will also serve as a compilation of 
the most efficient methods of controlling dynamic stall from literature. New methods of controlling dynamic 
stall are also being explored through this research. 

 

Experimental  

To simulate an oscillating aerofoil using Star CCM+, the aerofoil has to move in relation to the background. This 
is achieved by the use of something called Chimera or Overset meshing, which is a method of using several 
independent meshes to break up the flow domain. What happens when using this method is that the overset 
mesh is simply superimposed on top of the background mesh and a hole cutting algorithm is used to create a 
space in the background mesh. This hole is created at the beginning of each time step to account for the 
movement of the overset mesh. Information is passed between the two regions through overlapping cells. Cells 
in the overlapping zone should be of comparable size in both meshes, which can be managed by using volumetric 



 

 

controls. For each active cell at the edge of one mesh, exists an adjacent acceptor cell. For each acceptor cell, 
there are three donor cells (in 2D) or four (in 3D) in the other mesh that are used to determine the contribution 
of the acceptor cell. Linear interpolation using shape functions are then used to weight the value of those cells 
to determine the cell centre value for the acceptor cell. Between two body walls, at least 4 cells on both 
background and overset mesh are needed to couple them, and it is recommended that the overset mesh should 
not move more than one cell per time step in the overlapping zone. [5]  

Two volumetric mesh regions are created using a trimmer mesh for the aerofoil and the background, and then 
converted into 2D. The two separate mesh regions are necessary for the overset mesh to operate. The trimmer 
mesh model was chosen as it provides the most accurate results for external aerodynamics. A prism layer was 
also applied around the aerofoil in order to more accurately model the boundary layers. Several volumetric 
controls were added on and around the aerofoil to make the mesh finer on desired areas such as the leading 
edge and trailing edge. It was also important to make sure that mesh at the overlapping areas between the 
aerofoil region and the background region was the same, and volumetric controls were used to achieve this as 
well. An inlet and outlet boundary condition was chosen to better emulate the conditions in a wind tunnel, as 
was the real equilibrium air physics model. Emulating wind tunnel conditions was important as the simulation 
results would be compared against wind tunnel experiment results found in literature.  An appropriate timestep 
was chosen considering the condition that the overset mesh can only move one cell per timestep. This was the 
limiting condition as this needed a lower timestep than the courant number demanded. The K-Omega SST 
turbulence model was chosen along with the Gamma Re-Theta transition model. A sinusoidal motion was 
imparted on to the aerofoil through overset mesh by prescribing a new rotational motion. The equation for the 
rotational rate was found by differentiating the equation that described the motion of the aerofoil. This setup 
was refined over a period of time and validated using experimental results available in literature.  

A NACA 0012 aerofoil was used for most of the simulations as this seemed to be a popular aerofoil for dynamic 
stall experiments in the past and therefore had the most amount of experimental data available. [6]  

 

Results and discussion  

The CFD simulations have shown good correlation to experimental results available in literature, as seen in Fig. 
1. A NACA 0012 aerofoil with a blunt leading edge is being experimented with as is a version with leading edge 
tubercles. These modifications have a significant effect on the dynamic stall characteristics but further 
improvements are needed in order to achieve the desired effects.   

 
Fig. 1 - Experimental results vs. CFD results. 

 

Fig. 2 – Flow visualisation of a modified NACA 0012 aerofoil undergoing dynamic stall, modelled using CFD.  
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Conclusion  

The CFD modelling methods have been refined and the results from simulations have provided good correlation 
with results from experiments in literature. A set of best practices for modelling dynamic stall through CFD can 
now be recommended. The conditions that make the biggest difference on dynamic stall results in CFD have 
been identified to be the mesh, the boundary conditions, the turbulence solver and the timestep. The dynamic 
stall control methods that have been tested so far have shown promise, but they need more refinement in order 
to achieve the desired effects.  

Ice accretion and erosion on aerofoils have been much researched with regard to their effect on the lift, drag 
and pitching moment of the static aerofoil but little to no studies have been done on their effect on dynamic 
stall, especially in the case of ice accretion. This is a gap in research that is ripe to be explored. 

3D effects of dynamic stall – spanwise flow has shown to be effective in controlling dynamic stall vortices on 

insect wings[7] – have been scarcely explored using CFD methods. Whilst it is outside the scope of this research 

due to the computational time and demand it would take to run such simulations, it appears to be an interesting 

area of exploration.  
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Abstract: The Hybrid Regression-based Technique is introduced as a bespoke optimisation technique which can be applied 

to the optimisation of diesel engines to provide accurate optimal design solutions with a considerably reduced 

computational cost and time. In this work, its implementation results in strong comparison to the validation data and 

improvements to in-cylinder NOx and Soot emissions with marginally losses to in-cylinder engine performance considering 

655 designs which required  a computational time of 145 hours.  
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Introduction  

The development of cleaner and more efficient diesel engines still gathers interest despite stringent emission 
regulations and calls for the ban on new internal combustion engines in the UK. One driver for advanced diesel 
engines is their application in hybrid powertrains pending the economical maturation of sustainable powertrains 
such as fully electric powertrains  [1],[2],[3],[4].  

Computational optimisation is a cornerstone to the development of advanced engines. Various investigations 
have also reported on the simultaneous improvements gained for engine parameters such as in-cylinder 
Indicated Mean Effective Pressure (IMEP), NOx and Soot [5]. Despite the gains achieved through computational 
optimisation, some challenges such as the approach towards the consideration controllable and fixed engine 
parameters, as well as the computational time and cost required by such studies pose a hinderance to its further 
application. These limitations become more obvious when 3D CFD solvers and global optimisers such as the well-
known Multi-Objective Genetic Algorithm-II (MOGA-II) are involved. It is clear that the application of 
computational optimisation for engine development can only improve in feasibility through the exploration of 
new techniques by which such studies incur lesser computational cost and time while considering more engine 
parameters.  In this work, a bespoke optimisation approach referred to as the Hybrid Regression-based 
Technique (HRT) is proposed for diesel engine optimisation. In the following sections, its methodology as well 
as the preliminary results from its implementation and conclusions shall be briefly discussed. 

Methodology  

The uniqueness of the HRT lies in the respective features of its three phases which include the generation of the 
design dataset, the process of regression modelling using the design dataset and the formulation of the 
predictive model as seen in Figure 1. The HRT features a heterogenous design dataset approach for its design 
dataset generation dissimilar to the homogenous approach currently used in the various studies. The 
heterogenous design dataset provides a design space with the capability of effective design exploration and 
more importantly, an earlier indication of the design pareto front due to its unique features. This characteristic 
permits the use of relatively smaller design dataset sizes and effectively reduces the computational cost and 
time required for 3D CFD generated designs for the dataset.  

The regression modelling phase of the HRT features the application and consideration of multiple regression 
methods during training and validation whilst utilising a dataset random partitioning. This approach is in contrast 
to current methodologies wherein a single regression method is considered. During the regression modelling 
process, the predictors are the interesting design parameters whereas each of the considered output 
parameters which constitute the multi-objective function of the optimisation is used as a response. The 
regression modelling process is performed such that regression models are generated against each output 
parameter considered.  Here, a regression model for an output parameter response may come from the same 
or different regression method compared to the model for another output parameter response. Finally, each 
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output parameter has a generated regression model that best predicts its response. The formulation of the 
predictive model involves the amalgamation of the selected regression models for each response into a hybrid 
form. Finally, a global optimiser algorithm is then used to govern this hybrid predictive model to generate 
predictions towards optimal solutions for all considered output parameters simultaneously in accordance with 
the predefined multi-objective function. 

Results from the demonstration of the HRT  

The HRT and its methodology were applied in the optimisation of a 3D CFD engine model that was validated 
using a single cylinder Ricardo Hydra diesel engine running at low load. The optimisation process was focused 
on the simultaneous reduction of in-cylinder NOx and soot emissions while either maintaining or improving in-
cylinder IMEP and reducing indicated Specific Fuel Consumption (ISFC). The parameters of the double injection 
strategy for the engine were the considered design parameters and predictors. The HRT involved a total of 20 
3D CFD simulated designs and 635 regression-based generated designs. The generation of the regression-based 
predictions was observed to be fast and comparable to similar studies which have featured regression-based 
optimisation. However, the gain in computational time and cost was obtained in the generation of the CFD 
designs which was significantly lower compared to similar investigations. The total number of designs generated 
required about 145 hours on a 32GB RAM computer workstation which when compared to similar studies which 
utilised a larger design dataset was lower by about 70%.  Three pareto optimal designs were selected from the 
pool of generated designs and analysed. The first two pareto designs were found to be part of the 3D CFD designs 
from the heterogenous design dataset which indicated that the approach was effective in improving regression 
learning as well as finding optimal solutions early the optimisation process. The third design was a regression-
based generated design and thus, was validated using the 3D CFD engine model. Its validation result  showed a 
marginal (i.e., <1%) deviation in engine in-cylinder IMEP, ISFC and soot as well as a 6% deviation in NOx. A 
comparison of the three designs against the CFD baseline showed about 6% and 19% reduction in NOx and soot 
emissions, respectively, with marginal losses in performance. 

 
Figure 1. Simplified workflow of the HRT 

Conclusion 

In this work, the HRT was introduced and applied to the optimisation of a 3D CFD engine model to simultaneously 
reduce in-cylinder NOx and Soot emissions while either maintaining or improving IMEP and ISFC at low load. The 
results showed that features such as the heterogenous design dataset were effective for regression modelling 
as well as obtaining pareto optimal design solutions. Low deviations were observed between the regression 
prediction and respective CFD validation. Despite marginal losses in in-cylinder IMEP and ISFC of <1%, 
considerable improvements to NOx and soot emissions were also observed. The application of the HRT showed 
that it could provide accurate optimal predictions for reduced engine emissions and similar performance with a 
significantly lower computational cost and time compared to similar investigations.  
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Electroencephalography (EEG) is a well-known neuroimaging technique [1]. Studies to characterise EEG 

microstates; sets of transient, quasi-stable topographical scalp maps (Fig. 1a) [2], have been applied to the 

domain of sequence analysis in recent years. Patterns in microstate sequences (Fig. 1b) have shown meaningful 

relations to neurological disorders [3], psychopathologies [4], mental states [5], and personality differences [6]. 

Whilst observed patterns of EEG microstates capture neural spatiotemporal dynamics at the scalp, the source of 

these patterns within the brain and their functional significance in terms of cognitive processes/mental states 

remains elusive [7]. Functional magnetic resonance imaging (fMRI) has been used in conjunction with EEG in an 

attempt to localise the sources of EEG microstates in the brain [8], but no previous study has attempted to apply 

sequence analysis of fMRI states to this problem (Fig. 1c). Here, we take the first steps towards simultaneous 

EEG-fMRI sequence analysis by identifying complementary state types in each recording medium (Fig. 1b, d), 

with a future goal of applying the generated sequences to analysis that will elucidate the correlation of brain 

function to EEG microstates. 

 

Fig. 1 – (a) Using K-means clustering of global field power (GFP) peak scalp map topographies from EEG generates a set of 
stable EEG microstates. (b) We subsequently ’back-fit’ these states onto the original EEG times series 

based on a similarity measure, to generate a sequence of microstates across the time series. (c) A similar clustering 
approach in the time series of fMRI generates an even set of fMRI states referred to as ’co-activation patterns’ (CAPs). (d) 

TRs are subsequently labelled with their CAP for application to sequence analysis. 
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Introduction 

Extracellular Vesicles (EVs) are lipid-bound bilayer structures released by cells into the extracellular space. They 
are 30 to 10,000 nanometres in size and are present in all bodily fluids. They carry a cargo of proteins, lipids, 
nucleic acids, RNA, and DNA [1]. A common interest in Extracellular vesicles research is to study their ability to 
act as carriers of biomarkers. They also act as an additional mechanism for intercellular communication, 
transporting biomolecules between cells, contributing to physiological and pathological activities like 
metabolism and progression of cancer cells. A major hindrance in bringing EVs into the clinical setting is the lack 
of standardization in isolation and analysis methods.  

Currently, ultracentrifugation, (UG) is the gold standard technique for EV isolation. UG has its drawbacks of long 
process times, large sample volumes to process, less yield, and expensive equipment. Alternatively, 
ultrafiltration, a size-based separation is another common technique, used for the isolation of EVs [2]. It uses 
membranes with a molecular weight cut-off (MWCO) to separate the EVs based on their size.  The process is less 
time-consuming than UG and requires no special instrumentation. This contribution here conveys a novel bench-
top method using ultrafiltration in addition to tangential flow filtration for isolating EVs from complex media in 
three easy steps.   

The objective of the tangential flow filtration (TFF) operation, presented in this contribution, is to reduce 
the accumulation of contaminants at the membrane surface, preventing fouling. It is also called crossflow 
filtration because the feed flows in at a 90-degree angle with the filtration flow. A major drawback of the existing 
ultrafiltration methods is the clogging and trapping of EVs due to the shear forces. In our device the feed flows 
in the parallel direction to the membrane. This flow continuously sweeps the surface of the membrane to 
protect it from clogging during the purification of the EVs. It is one proven ways to filter liquids with a high 
concentration of substances. The TFF is used to collect either the material passing through the membrane called 
permeate or the material retained by the filter called retentate. Tangential flow ultrafiltration devices are used 
extensively in bioprocessing since they exhibit high yield, which is beneficial, example in therapeutic 
applications. 

 

Experimental  

The microfluidic Tangential Flow Filtration device, µTFF, shown in (Figure 1) was engineered at the University of 
Hertfordshire, for the isolation of EVs. 

Figure 1. (a) Exploded view of the device. (b) The device is clamped and connected to the tubing. 

The device has been tested using E. coli K12 culture media. The process was done in three stages changing the 
membranes accordingly at each stage. At stage A, the prepared E. coli K12 culture media was filtered using a 
0.1-micron porous membrane to filter the bacteria of 0.5μm width and 2μm length. The purified sample was 
collected as permeate PA and the bacteria is retained above the membrane and comes out as retentate, RA. The 
permeate is a collection of EVs from E. coli, protein, and other molecules. The permeate of stage A is used as a 



 

 

feed for stage B. At stage B, a 500kDa membrane was used to filter EVs for purity. At this stage, the protein and 
other molecules were filtered as permeate, PB, and EVs were retained as retentate, RB. Retained RB was used as 
feed for stage C. At stage C, a 20 nm filter was used and a concentrated sample of EVs is retained as retentate, 
RC. The excess protein along with other possible contaminants was filtered, staining most of the fluid at this 
stage. The three-stage TFF process of isolation of EVs is shown in figure 2, below. 
Figure 2. A Block diagram representing the three stages of TFF. 

Results and discussion 

As part of this project, we engineered and characterised a microfluidic Tangential Flow Filtration (µTFF) system, 
as shown in figure 1(a). We isolated EVs from E. coli samples using the µTFF and analysed the samples to get an 
insight into the size and shape with Transmission Electron Microscopy, (TEM), as shown in figures 3(a) and 3(b). 
The concentrations of EVs were measured using Nanoparticle Tracking Analysis (NTA) and is shown in figure 3(c).  

Figure 3. Image from the TEM analysis (a) TEM of EVs extracted from E. coli K12 culture, pointed used arrows. (b) Individual 
EVs (from E. coli) from TEM analysis. (c) NTA histogram from the retentate at stage C TFF process, using 20 nm filtration 
membrane to obtain concentrated EVs. 

 

NanoSight NS300 system (Malvern Instruments Ltd.) with a laser of wavelength 405nm was used to analyse the 
particle size and concentration of EVs sample obtained at the retentate stage C. The sample was administered 
at stop-flow conditions at three different locations at 25 °C. The data was recorded in three sets of three videos 
each 30 s with a 1 s delay between recordings. The camera level was adjusted to 5 and the detection threshold 
was set at 6. The sample was measured in triplicate and data were combined for analysis using the NTA software 
version 3.2 (Malvern, UK). 

Using a 20 nm ultrafiltration membrane, at stage C it is expected that the TFF device retains EVs and filters 
protein and other molecules less than 20 nm in diameter. Figure 3, (C) shows the particles in the range of 30 to 
300 nm indicating the presence of EVs. 
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Conclusion 

We conveyed a microfluidic device and method for the effective isolation of bacterial Extracellular Vesicles (EVs) 
by applying µTFF process. The purification and maximum quantification of these vesicles is achieved in three 
stages using the µTFF device. The feed flows in parallel to the surface of the membrane under a constant flow 
rate. There is a functionality that allows to monitor the pressure continuously and to estimate when the clogging 
of the membrane occurs. Moreover, using that insight the potential damage to EVs could be reduced further by 
regulating the transmembrane pressure and balancing it with the flow parallel to the membrane.  

To date, the microfluidic system we developed, allowed the reproducible isolation of EVs, documented in the 
NTA and TEM analysis. Further understanding of the µTFF device, its optimal operating parameters, and working 
range, will be sought to enhance EV isolation towards potential scale-up for the development of EV-based 
therapies, vaccines, and formulations.  
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Brown dwarfs, intermediate mass objects with masses between planets and stars, are thought to primarily 

form like stars. However low-mass companions might form like planets, in a disk. Comparing the carbon-to-

oxygen ratio (here, estimated from the methane/water ratio) of the primary and its companion, can provide 

clues to the formation mechanism and pathway, as they are expected to be the same if the objects formed at 

the same time. We make use of archival FIRE near-infrared spectroscopy covering 1.0-2.4 µm [1] to estimate 

the abundances for Ross 458c, a potentially planetary mass object orbiting a pair of red dwarf stars. We find 

that the atmosphere of Ross 458c is best described by a cloudy model, and a C/O ratio of 1.97. It is thus 

unlikely that Ross 458c shares a common C/O ratio with its primary stars, suggesting that Ross 458c might have 

formed in a disk like a planet.  

 
Fig 1. Left – Retrieved gas fractions (solid line) compared to equilibrium predictions (dashed line). Right – Retrieved thermal 

profile with cloud condensation curves and Sonora grid models overplotted. 
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Text data is a common unstructured data type, and it is readily available and collectable due to the surge of 
social media, online encyclopaedia, and other text-based online platforms. Several pieces of literature have 
purposed studies on analysing text using Machine learning models for text classification tasks. Many state-of-
the-art studies employ complex neural network models, containing enormous model parameters to train, which 
requires extensive training time and hardware requirements. This study aims to use Latent Semantic Analysis 
(LSA) - a Natural Language Processing technique on text-based neural network models to investigate if we can 
reduce the complexity of the model (in terms of the number of trained parameters) without compromising text 
classification performance. The main objective behind this research is to reduce model complexity by applying 
LSA two different aspects of text-based neural network models. The first aspect is the input word vectors which 
are reduced to lower dimensions by applying two dimensional (2D) LSA and the second aspect is the output of 
the Embedding layer where the embeddings are converted into low-rank approximations using a three-
dimensional (3D) LSA before succeeding to the following neural layers, which means reducing the number of 
independent columns in input. Both this aspect is common among popular text classification models. This study 
investigated the combined impact of the above aspects on a text-classification neural network.   

The proposed model have LSA applied to- first- input word vectors, second- the Embedding Layer output of an 
existing text-based neural model, BLSTM-2DCNN [1]. The BLSTM-2DCNN model is used as the baseline during 
experimentation. Experiments are conducted on two different text classification tasks which are PAN-2018 
datasets [2] (for Author Identification task) and Sentiment140 dataset [3] (for Sentiment Analysis). In this study, 
300 vector long input word vectors are reduced to 50, 100, 150, 200 and 250 dimensions using 2D LSA which 
reduced the overall model training parameters to 5%, 15%, 29%, 48% and 72% respectively. Models generated 
using the same value for LSA 2D but with different values for LSA 3D have a reduction in the rank of the input 
matrix which means incorporating more domain knowledge. The results show that the 3D LSA can be effectively 
used to obtain the low-rank approximation of the Embedding Layer output and provide performance boost over 
baseline when combined with certain 2D LSA ranks. However, the best LSA ranks value for peak performance 
varies across dataset. Fig. 1 shows various model performance with various combination of 2D- 3D LSA rank 
value, and it is worth noting that some combinations give significant boost to the performance compared with 
baseline.  
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Fig. 2 – Test Accuracy vs Proposed models with variable ranks of 2D and 3D LSA applied to two different aspects of BLSTM-
2DCNN (Baseline) on a subset of Sentiment140 dataset. The models are named as “LSA X LSA Y” where X is the rank of 2D LSA 
applied at preprocessing step and Y is the rank of 3D LSA applied to output of Embedding layer.   
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In safety-critical systems a smooth degradation of services is a way to deal with resource shortages. Criticality arithmetic 

is a technique to implement services of higher criticality by several tasks of lower criticality. In this paper, we present 

LBP-CA, a mixed-criticality scheduling protocol with smooth degradation based on criticality arithmetic. In the 

experiments we show that LPB-CA can schedule more tasks than related scheduling protocols (BP and LBP) in case of 

resource shortage, minimising the negative effect on low-criticality services. This is achieved by considering information 

about criticality arithmetic of services. 

 

Keywords: real-time systems; safety integrity level; scheduling; mixed-criticality 

 

Introduction 

Criticality Arithmetic (CA) or SIL-arithmetic as termed in [1], is a Mixed-criticality (MC) model that assembles a 

number of replicated tasks with low criticality levels, to implement a service of higher criticality level. The 

Adaptive Tolerance-based Mixed-criticality Protocol - Criticality Arithmetic (ATMP-CA) [4] is CA-aware mid-term 

scheduler that optimises the utility of individual tasks when permanent fault occurs e.g., core-failure, to 

maximise the overall system utility, here we present a novel CA-aware short-term scheduler (LBP-CA) which 

assures return to Normal-mode from Critical-mode, much earlier than reference schedulers that do not take the 

use of criticality arithmetic into account. MC systems enter the Critical-mode whenever a transient fault e.g., 

task overrun occurs, which results in abandoning release of Low-criticality tasks to avoid their interference on 

High-criticality tasks during the Critical-mode [5]. 

Reference schedulers are Bailout Protocol (BP) [3] and Lazy Bailout Protocol (LBP) [2]. BP and LBP define three 

criticality modes to schedule the execution of tasks with different criticality levels: Normal-mode, Bailout-mode 

and Recovery-mode. Bailout-mode represents the Critical-mode explained above, and Recovery-mode is used 

to ensure that the last High-criticality task with Low-priority is executed before returning to Normal-mode. LBP 

differs from BP in that instead of dropping Low-criticality tasks during Bailout and Recovery modes, they are 

added to a Low-priority queue for possible execution when the system returns to Normal-mode. Though LBP 

may drop less tasks than classic BP, it doesn’t improve the BP functionality that operates the process of returning 

to Normal mode. 

System Model: We assume a single processor mixed-criticality system, which consists of multiple services that 

could have different levels of criticality. A service can be implemented by one task or multiple tasks using 

criticality arithmetic [1]. Each service is identified by the tuple: 𝒔 = ⟨𝒊𝒅, 𝒍, 𝑻⟩, where 𝒊𝒅 is the service identifier, 

𝒍 is the service criticality and 𝑻 is the set of tasks implementing the service. Each individual task () is defined by 

the tuple 𝝉 = ⟨𝒊𝒅, 𝒑, 𝒅, 𝒄𝟏, 𝒄𝟐, 𝑳, 𝒔⟩, where 𝒊𝒅 is the task identifier, 𝒑 is the task period, 𝒅 the task deadline, 𝒄𝟏 

optimistic worst-case execution time estimate (WCET1), 𝒄𝟐 pessimistic worst-case execution time estimate 

(WCET2), task criticality is defined by 𝑳 and 𝒔 is the service that is implemented by the task. 

Experimental Setup 

We have implemented a short-term scheduling simulator which is configured to simulate mixed-criticality 

services on a single processor system. The simulator has also implemented the underlying scheduling algorithm 

(deadline-monotonic) and the references mixed-criticality protocols (BP and LBP) and the novel mixed-criticality 

protocol (LBP-CA). 

We have generated a task-set with random parameters for task periods and worst-case execution time and mix 

of implicit and constrained deadlines. The criticality of a task or service is either High or Low, which corresponds 

to the criticality level of the task. We have constrained the task generation such that it includes a single High 

criticality CA-aware service (S2). The complete structure of tasks and services is implemented in the following 

task-set in Table 1. 
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(a) BP protocol (3 dropped jobs, 10 completed jobs) 

 
 

 
(a) LBP protocol (2 dropped jobs, 11 completed jobs) 

  
 

 
(a) LBP-CA protocol (1 dropped job, 12 completed jobs) 

 
Figure 1. Comparison of scheduling mixed-criticality tasks between BP, LBP and LBP-CA 

 

 

 

 

 

 



 

 

 

 

t.id t.p t.d t.c1 t.c2 t.L s.id s.l 

A 24 12 8 8 Low S1 Low 

B 26 12 4 4 Low S2 High 

C 48 24 4 10 High S3 High 

D 32 32 8 8 High S2 High 
Table 1. Set of Services and Tasks (only S2 use Criticality Arithmetic) 

 

Results and discussion (Section heading, Calibri 12 pt) 

The purpose of our experiment was to show that the LBP-CA returns to Normal-mode with the least number of 

abandoned Low-critical tasks compared to reference protocols. Figure 3 shows the schedule for the task-set 

presented in Table 1. In Figures 3 (a), (b) and (c), we can observe that job 𝑪𝟎 overruns its 𝒄𝟏 estimates, which 

results in entering Critical-mode. As per Figures 3 (a), (b) and (c), in BP and LBP protocols we can observe that 

the overrun caused the system to enter the Bailout-mode and abandon the Low-Criticality jobs (𝑨𝟏 and 𝑩𝟏), to 

avoid possible interference with High-Criticality jobs. However, the LBP protocol (Figure 3 (b)) shows the 

successful allocation for the job 𝑩𝟏 using its lazy execution mechanism. In contrast, our LBP-CA protocol (as 

shown in Figure 3 (c)) scheduled all jobs successfully except job 𝑫𝟏. This is because the first instance of its replica 

B has been executed successfully. Hence entering Recovery-Mode has been mitigated. Overall, the collected 

simulation results indicate that the LBP-CA drops a smaller number of Low-Criticality jobs and efficient 

management for the system run-time modes in comparison to reference schedulers (BP and LBP protocols). 

 
 

Conclusion  

Integrating CA to Mixed-criticality schedulers as in (LBP-CA), allows efficient mode-change management 

between Normal-mode and Critical-mode/s due to transient faults. LBP-CA can access information about 

criticality arithmetic (CA) via task redundancy compared to referenced scheduling protocols (BP and LBP) which 

are CA-agnostic. Our simulation data shows that even at/after resource shortage, LBP-CA returned to the normal 

state prior to BP and LBP, providing a smoother service degradation. 
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Spectral clustering is versatile clustering algorithm, however, there exists conditions under which it can provide inaccurate 

results. This work investigates if using a weighted sub-sampling approach can enhance the accuracy of spectral clustering 

on challenging datasets. To choose the weights which guide the sub-sampling, a genetic algorithm is employed. The 

outcome of the experiments was that it is possible to enhance the accuracy of spectral clustering using a weighted sub-

sample of instances. In this work, the genetic algorithm had knowledge of the ground truth (which is not suitable for real 

clustering problem) however, it demonstrated that it is possible to perform a weighted sub-sample that increases the 

accuracy of spectral clustering. This raises the question of how to define these weights. 

Keywords: Spectral Clustering, Genetic Algorithms, Instance Weighted Clustering 
 

Introduction 

Clustering is an unsupervised learning technique. The purpose of clustering is to find groups of data points which 

are similar to each other within a dataset. Spectral clustering is a popular and versatile clustering algorithm. It is 

able to group data points of arbitrary shape into clusters. However, there are some conditions under which it 

can fail to accurately group the data points [1]. These conditions include datasets where the there is high density 

clusters positioned adjacent to  low density clusters (this can occur in imbalanced datasets) and datasets which 

contain geometrically defined clusters of uniform density. Research has been completed to overcome these 

weaknesses but the results generally involve directly modifying the implementation of the spectral algorithm. 

Hence there is a gap for a simpler solution to these weaknesses. 

An approach which could lead to a simpler solution is instance weighting. Weights could be used by a sub-

sampling step to select instances to present to the spectral clustering to give spectral clustering a cleaner / more-

representative view of the data. Sub-sampling has been shown to benefit accuracy for classification algorithms, 

particularly in the case of imbalanced datasets [2][3]. In clustering, instance selection is less researched and it is 

not clear what the best approach is. 

Evolutionary algorithms, such as Genetic algorithms can be used to search a for an optimal solution within a 

large problem space. This makes it suitable for a many problems. Genetic algorithms have been directly applied 

to clustering [4][5]. However, they can also be applied to a select a sample [3][6]. Some research finds that 

genetic algorithm based under-sampling for classification decreases accuracy [6] while others find that increase 

accuracy [3]. It appears this work is the first attempt to use a genetic algorithm to investigate sub-sampling 

(instance selection) for the spectral clustering algorithm. 

Experimental 

The objective of the methodology was to search for a weighting scheme which could increase the robustness 

and accuracy spectral clustering. To test if the spectral clustering a been improved three datasets that are known 

to be challenging for spectral clustering were trialed “ Disc Tubes”, “Three Wells” and “Imbalanced Blobs”. 

Additionally, the “Half Moons” dataset was was trialed as it is popular benchmark for clustering algorithms which 

can handle clusters of arbitrary shape. An overview of these datasets can be seen in Table 1.  

The investigation uses a genetic algorithm to search for a weighting scheme [7]. The genetic algorithm maintains 

a population of individuals. These individuals consist of a list of float values, where the length of the list 

corresponds to the number of instances in the given dataset, thus providing each instance with a corresponding 

weight value in each individual. The genetic algorithm performs selection, crossover and mutation on the 

population searching for optimal values for the weights. To guide the genetic algorithm’s search it is uses a 

fitness function. The fitness function favours members of the population which have a  high  Normalized Mutual 

mailto:p.moggridge@herts.ac.uk


 

 

Information (NMI) based on the ground truth. While an accurate clustering is inevitably somewhat subjective, 

NMI provides an good indication of accuracy. To evaluate an individual with the NMI, the fitness function uses 

the float values as weights to guide a sub-sampling step which selects sample of data to send to spectral 

clustering. The number instances in the sample is chosen dynamically based on the weights. The fitness function 

repeats the sub-sampling and spectral clustering step 3 times to obtain an average NMI value. 

Name Number of 

Instances 

Number of 

Features 

Clusters Brief Description 

Disc Tubes 175 2 3 (144 + 15 + 16) Geometrically defined clusters, a box 

on the left, two circles on the right. 

Half Rings 60 2 2 (30 + 30) Two half rings, partially interlocking. 

Three Wells 120 2 3 (60 + 30 + 30) One large dispersed cluster with two 

small dense cluster adjacent to it. 

Imbalanced 200 2 2 (180 + 20) Two clusters, with imbalance in their 

counts of instances. 

Table 1. An overview of the four datasets trialed. 

As spectral clustering within the fitness function does not cluster the full dataset, it is necessary to propagate 

the cluster labels. The data points which did not pass through spectral clustering receive their cluster assignment 

via a label propagation function which assigns the cluster label based on a radial basis function. Spectral 

clustering used the nearest neighbor method for constructing it’s affinity matrix with neighbors = 10. 

The settings for the genetic algorithm were as follows, maximum number of iterations 50, population size 20, 

mutation probability 0.15, elit ratio 0.01, crossover probability 0.5, parents portion 0.2 and crossover type set 

to “uniform”. 

Results and discussion 

The resultant instance weights for the datasets can be seen on the left of Figure 1 indicated by the colour 

intensity of the purple. The red x’s on instances indicate that instance has below 0.1 weight, indicating that it is 

among the least likely instances to be sampled. On the right of Figure 1, you can see the fitness function, since 

the genetic algorithm minimizes the fitness function, a minus sign is placed in front of the NMI score, hence 

lower is better (-0.9 on the figure is actually 0.9 average NMI score). 

For the Disc Tubes dataset spectral clustering typically achieves 0.54 accuracy but with the genetic algorithm 

controlling the weights for sub-sampling this increased to over 0.9. See the Disc Tubes result on the top left of 

Figure 1, note that the two circular clusters on the right of the sub-figure are surrounded by low weight points. 

On this dataset and Three Wells dataset, it appears to have learnt that not including the points on the edges of 

clusters makes the dataset easier to cluster. 

For the Imbalanced dataset, spectral clustering typically achieves 0.53 accuracy but with the genetic algorithm 

controlling the weights sub-sampling this increased to over 0.6. On this dataset, it appears to have learnt 

balancing the clusters makes the dataset easier to cluster. 
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Figure 1. The results of the experiments, the sub-figures on the left shows the weights found by the genetic algorithm for 

each data point, the sub-figures on the right show fitness function over time 

Conclusion 

In conclusion, more computation, searching and analysis is required to find a model for choosing instance 

weights for the spectral  clustering algorithm, but these small scale initial tests show there may be a model for 

weighting instances to increase the accuracy of spectral clustering. The genetic algorithm based sub-sampling 

was able to increase the accuracy of the spectral clustering across all datasets tested, mostly the gain was minor 

(increase of ~0.1 NMI score) although in one case it was able to increase accuracy by a large margin (increase of 

~0.5 NMI score). The results support hypothesis that weighted sub-sampling can increase the accuracy and 

robustness of spectral clustering, if an appropriate weighting approach could be found. 
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Climate change affects human health [1,2,3, 4]; however, there have been no regional scale, systematic efforts to 
quantify the climate extremes (e.g., heatwave) related human health impacts that have already occurred due to climate 
change. Here, we use 13 state-of-the-art coupled climate models from CMIP6 experiments (simulation performed with 
Shared Socioeconomic Pathways -SSPs) [4] along with their ensembles to estimate their fidelity and associated 
uncertainties in predicting climate extremes over South Asia region that has resulted from human-induced warming, 
during the historical, near and far future period. 
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Introduction 

The effects of climate change and global warming can be seen across the globe. Each decade is warmer than the 
last and has already had some serious effects on the world’s population, from more frequent wildfires to an 
increase in the number, duration and intensity of tropical storms [6]. 

Heatwaves are a type of climate extreme weather event, generally defined as three or more consecutive days 
of extreme temperature. The frequency, intensity and duration of extreme heat events have increased [7] and 
are continuing to increase [8]. They have a significant impact on human health and have caused many deaths 
globally, with a greater impact on the elderly, women and those suffering from chronic respiratory disorders [9]. 
This poses a risk to the world’s population, especially those in lesser developed countries who will struggle to 
mitigate this increase in heatwave severity. The increase in global warming has seen an increase in heatwave 
characteristics (frequency, duration and higher extreme temperatures) over Southeast Asia [10]. 

This work aims to utilise state-of-the-art Climate Model Inter-comparison Project 6 (CMIP6) simulations to assess 
how climate extremes will change in the future over South Asia. 

Experimental 

13 CMIP6 models (see Table 1) are used in simulating maximum temperature over South Asia. The historical 
analysis is from 1901–2014 and this time period is used to examine the fidelity of these models. Shared 
socioeconomic pathways (SSPs) SSP1-2.6, SSP2-4.5 and SSP5-8.5 have been used for the future time period 2015-
2100 and have been split into near-future (2030-2060) and far-future (2070-2100) to evaluate future changes in 
maximum near-surface temperature over South Asia. SSP1-2.6 represents a “green road”, SSP5-8.5 represents 
fossil-fueled development and SSP2-4.5 represents a middle road [11]. We looked at June, July and August (JJA) 
for all time periods. The ensemble mean (EnsM) has been used for all 13 models.  
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The maximum near-surface air temperature from CRU [12] at 0.5° resolution is used to evaluate the fidelity 
of these CMIP6 models. CRU is a well trusted source of historical observations [13] which is why is has 
been used for model validation. 

 

Results and Discussion 

We applied various skill metrices for model performance evaluation and found that ensemble of all the 13 CMIP6 
models is close to the observation (Fig. 1 a & b) whereas individual model performance varied geographically. 
This is because individual models have their own interannual variability which affects the overall performance. 
Further we computed the temperature changes over 114 years (Fig. 1c) at 95% significance level and found that 
the EnsM seems to overestimate the temperature most notably seen over the Indo-Gangetic plain, Oman and 
Yemen. However, the EnsM still does a good job of modelling the climate over this region. 

 

Using SSPs we then looked at future changes in maximum temperature over South Asia (Fig. 2). All scenarios 
show an increase in temperature during the NF period with SSP585 being the most extreme increase. With 
sufficient mitigation strategies (SSP126) the maximum temperature over South Asia appears to level off during 
the FF period, whereas if we continue a fossil-fuelled development (SSP585) the maximum temperature is shown 
to continue to rise at a similar rate.  

Fig. 1 – (a) JJA temperature changes (0C) for 114 years (1901-2014); (a) Observed, (b) CMIP6 ensemble and (c) 
difference between ensemble & observation. The dots show the area of 95% significance. 

Fig. 2 – Historical (1901-2014) and future (2015-2100) changes in JJA maximum near-surface temperature over South Asia. 

NF shows the near-future period (2030-2060) and FF shows the far-future period (2070-2100). The purple line is the 

observed temperature, and the black line is the EnsM temperature for the historical period.  For the future time period the 

green, blue and red lines represent SSP126, SSP245 and SSP585 respectively.  



 

 

Conclusion 

Climate extremes such as heatwaves have multiple and cascading impacts on society. Most densely populated 
parts of the world like South Asia (population of more than 1,980,000,000) [14] are prone to such extremes that 
put a large amount of people’s health at risk. Our analysis shows that there is an increase in heatwave severity 
by the end of the century. Temperature predictions over South Asia were made using CMIP6 models where SSP 
based emission pathways are a key factor and our findings support that there is an urgent need for more 
ambitious mitigation and adaptation strategies to minimize the public health impacts of climate change. If we 
continue with fossil-fuelled development, temperatures over the South Asian region will continue to rise.  
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Abstract: Oftentimes damage in composite structures is difficult to detect by visual inspection. Although the nature of 
Carbon Fibre Reinforced Plastic composite (CFRP) enhanced structures’ specific mechanical properties when in comparison 
with steel or aluminium, medium to low energy impact may be sufficient to compromise its structural integrity. In this 
work, CFRP laminates of distinct stacking configurations were subjected to free-free suspended Experimental Modal 
Analysis (EMA) from 0 to 800 Hz frequency. Both damaged and undamaged samples of identical stacking sequence were 
examined. The results indicated a correlation between the changes in the modal parameters and the amount of energy 
dissipated.  

Keywords: Frequency Response Function (FRF); Carbon Fibre Reinforced Plastic (CFRP); Modal Parameters; Composite; 

Experimental Modal Analysis. 

 

1.0     Introduction  
The good mechanical properties of composite structures, such as stiffness-to-weight ratio and strength has 
endeared it to several industries for various applications [1–5]. Despite its good mechanical properties, the 
materials are prone to failure in the through thickness direction of the fibre. In the case of aerospace structures, 
hailstone, bird strike, mishandled dropped equipment during maintenance/manufacturing, or debris and stones 
released during landing and take-off. Typically, medium to low energy impacts may introduce damage on the 
surface of the structure that is hard to detect by visual inspection or Visual Testing (VT). Such damage is known 
as BVID (Barely Visible Impact Damage). Damage due to such impacts can spread across the through thickness 
of the material by diverse damage mechanisms, but still not visible. This would definitely decrease the life span 
of the structure [6], with high safety concerns.  

Through vibration testing, the behaviour of the global properties of a structure could be used for damage 
detection and identification. A review on damage detection using Structural Health Monitoring (SHM) and 
techniques has been conducted by [7–9]. Montalvão et al. [10] reviewed the vibration-based SHM with interest 
in composite materials. Although there are numerous techniques for identifciation of damage, the most 
frquently used technique is modal analysis [11]. This technique is based on the changes in the modal properties 
of structures. It is challenging to investigate the relationships between the characteristics of mechanical systems. 
However, by the assumption that the basic properties are of a Single Degree of Freedom (SDOF) system and 
studied individually, the dynamic properties of the mechanical system can be defined [12].  

2.0     Experimental 
The test plates were vertically suspended under a free–free suspended configuration with two strings (see 
figure 1). A force transducer is coupled at the edge of the test sample and connected to a mechanical shaker 
through a stinger. Samples were excited with a multisine [13] excitation signal in the frequency range of 0 to 
800Hz with a 0.25Hz resolution.  

 



 

 

 
Figure 7. Experimental setup 

The responses were determined at different locations, with 3 lightweight PCB teardrop accelerometers, type 
352A24, each weighing 0.8 g. These were placed at the corners of the samples to measure the Frequency 
Response Functions (FRFs) at locations where the likelihood to have nodal lines is the lowest. The study 
considered both damaged and undamaged test specimens of similar stacking sequence. 

3. Results and discussion 

From the plots in Figure 2, it is observed that as there is an increase in the amount energy, the percentage 
change in both parameters increases. Except for plate C2, there seems to be a modal sensitivity to damage 
threshold where the modal parameters visibly start increasing. This happens from about 15J to 20J and helps 
understanding much of the discussion in previous sections where the sensitivity of the modal parameters to 
damage may not always be so clear.  

 

Figure 2. Linear trend for identifying the correlation between energy increase and modal parameters from Plate A1: (LHS) 
modal frequency (RHS) modal damping. 

Assuming that the relations would be linear, R-squared correlation coefficients were determined, ranging from 
0.76 to 0.85 and from 0.58 to 0.97 for the modal frequency and modal damping factors, respectively. This 
suggests the existence of a relationship between the increase in energy and the change in percentage in both 
modal damping and frequency.   However, even if it still shows the greater dispersion on the results from the 
modal damping factor (because of a larger range), it is supporting the initial assumption that the hysteretic 
modal damping factors increases with damage in the CFRP laminates. 
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Conclusions 

In this work, one important finding was that there are variations in the percentage in the modal damping and 
frequency as the amount of energy increases. The linear equations indicated a relationship between the 
amount of energy and the percentage changes in both modal damping and frequency. This occurred mostly 
from a threshold energy level between 15J and 20J.   
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Solid oxide fuel cells and gas turbines can be combined to form a hybrid system with high thermodynamic efficiency and 

good transient load performance. The performance and reliability of the system depends on temperatures of the fluid 

streams and solid components at various points in the combined cycle. This study used a steady state mathematical model 

of the system to identify the optimum range of current density values in which temperature difference between air and 

fuel streams at the inlet and outlet of the fuel cell do not exceed the critical value of 100 K, and the corresponding voltage 

and efficiencies. 
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Introduction 

Solid oxide fuel cells are solid-state electrochemical devices that convert chemical energy of fuel into electrical 
energy with more than 65% efficiency at temperatures higher than 650⁰C [1]. However, due to the slow rate of 
electrochemical reactions, they have poor response to transient load demands dynamic operating conditions 
which make them unsuitable for aircraft and automotive applications [2]. One solution to this is hybridising with 
a Brayton cycle gas turbine generator to form a system that combines the high efficiency of the SOFC and 
dynamic performance of the gas turbine [3]. The resulting Solid Oxide Fuel Cell-Gas Turbine (SOFC-GT) hybrid 
cycle, as shown in Figure 1, can give a combination of high efficiency from the SOFC and good response to 
transient loads of the GT. 

 
Figure 8: Schematic of a SOFC-GT hybrid system 

It is the high operating temperatures of SOFCs that make them suitable for hybridisation with GTs, however, 
those high temperatures also make them prone to degradation under thermal stresses. It has been established 
that cell degradation exceeds critical levels if the temperature difference between fluid streams at the inlet and 
outlet of the SOFC channels exceed 100 K [1]. This increase in fluid stream temperature across the channels are 
caused by heat released from the electrochemical reaction between fuel and oxygen called polarisation losses. 
These losses are proportional to current drawn from the fuel cell which is conventionally expressed as area-
specific current density [4]. 
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This study aims to identify the range of current density values of a fuel cell in a SOFC-GT system where the 
minimum power required from the system is met and fluid stream temperature difference across the fuel cell 
does not exceed 100 K. The corresponding cell voltage and system efficiency for this range of operation were 
also recorded. To carry out the study, a mathematical model of the SOFC, compressor, turbine, burner, and heat 
exchangers that make up the system was made using mass and energy conservation equations. 

 

Experimental  

Each component that makes up the hybrid system was modelled as a control volume and mathematical 
equations for mass and energy balance in steady state were derived according to established literature [1], [5]. 
These equations were modelled on the MATLAB/Simulink environment to simulate the hybrid system. 

 

Table 2: Model operating parameters 

Parameter Value 

Pressure ratio 7 

Isentropic efficiency of turbine and compressor 0.85 

Air flowrate 0.50 g/s 

Fuel (H2) flowrate 0.003 g/s 

Active surface area 400 cm2 

Number of cells in stack 120 

Air heat exchanger effectiveness 0.75 

Fuel heat exchanger effectiveness 0.50 

 

Operating parameters used for the hybrid system model are listed in Table 1. Electrochemical parameters used 
for the fuel cell model were taken from previous experimental data and models [5]. Keeping all other parameters 
constant, current density of the fuel cell was varied from 1 to 4.5 A/cm2, where the polarisation curve is in its 
linear region, and this is the most common operating range for any SOFC.  

 

Results and discussion 

 

Figure 2: Steady-state model results  



 

 

As seen from Figure 1 (a), the upper limit of current density was found to be 3.45 A/cm2. Therefore, the desired 
operating range for the fuel cell – where the fuel cell is in linear region of polarisation curve and temperature 
delta is within acceptable limits – was found to be between current density 1 A/cm2 and 3.45 A/cm2. As shown 
by Figure 1 (b), the corresponding per-cell voltage range is between 1.17 V and 0.75 V. Interestingly, thermal 
efficiency of the system was found to peak at 53% and plateau at that value even at higher current densities. 
This can be attributed to the larger polarization losses at higher current densities resulting in more energy 
wastage in the form of heat. 

 

Conclusion  

A steady-state mathematical model of a SOFC-GT hybrid system was implemented on MATLAB/Simulink which 

was run at constant fuel and air flowrates, but varying current density. It was found that the safe range of current 

density values for the system under given flow conditions was between 1 A/cm2 and 3.45 A/cm2. Voltage per 

cell of the SOFC was found to be between 1.17 V and 0.75 V and thermal efficiency of the system peaked at 53%. 

This model can be used to perform a similar study on other SOFC-GT systems of similar configuration by simply 

varying the parameter values. 
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The lens is known for focusing or dispersing a light beam through refraction. In wireless communication, the lens 
is used to increase the directivity of the radio frequency (RF) front end [1]. For example, the directivity of the 
antenna can be improved by more than 10 dB by using a lens. The traditional lens has a curvature profile and is 
made of dielectric materials.  Transmitarray (TA), which is also referred to as planar lens, combines the features 
of lens and phased array antenna [2]. A TA normally consists of a large number of periodic elements printed on 
printed circuit boards (PCBs) and is widely used in satellite communication systems and radar systems. 

In this paper, we present our recent research progress in using metal to realize a planar lens [3]. As the planar 
lens is made of metal, it is very robust and can be deployed to operate in harsh environments and is suitable for 
space applications. Moreover, the fabrication does not include chemical processing as the PCBs, it is also more 
environmentally friendly and can be easily recycled. Figure 1 demonstrates the design concept of the metal-only 
lens that works at the centre frequency of 8.5 GHz. A photo of the fabricated prototype under measurement in 
the anechoic chamber is also shown in Figure 1. Be noted that, for such a planar lens, there is always a limitation 
on the operation bandwidth.  

 

Incident wave

transmit wave

Planar Lens 
(metal-only)

 

Fig. 1 – The concept of the metal-only planar lens (left) and the prototype under measurement in the anechoic chamber. 
This lens operates at the centre frequency of 8.5 GHz. 
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Mineral waste can be defined as the “residues, tailings or other non-valuable material produced after the 
extraction and processing of material to form mineral products” [1]. The mineral wastes from ore and mineral 
processing show a chemical composition similar to that of Portland cement. A past studies have also reported 
the cementitious properties of mineral wastes [2]. However, certain limitations with regards to their usage are 
also reported including high crystallinity and inert nature [3]. Some of the past studies [4] indicate a high 
potential for use of mineral wastes in cementitious binders after some processing to convert the crystalline 
phases to amorphous phases. This process is known as activation. However, existing research also points out the 
lack of a standard method of assessment for the reactivity of these binders and absence of an activation method 
or mix design procedure which is more systematic rather than trial and error is evident. 

The present research focuses on developing a more systematic method of characterisation of the materials and 
hence determine the suitable method of activation. The study was performed on mineral waste from two 
different sources. The mine tailing used in the study, is a by-product of graphite mining and was provided by 
Talga Resources. The mine tailing is predominantly silicate and was provided in dry state. The silt used in the 
study is from the Eco Aggregates plant in Welwyn Garden City, United Kingdom. The silt produced is a by-product 
from a construction waste recycling plant. Both the materials had a few lumps which were broken, and oven 
dried at 80ºC for 24 hours, sieved through 600 μm sieve and used for further tests. The mineral phases of the 
mineral wastes were initially determined using XRD as shown in Fig. 1. 

 

Fig. 1 – XRD phases of mine tailing, silt and Fly ash  

Based on the phases the activation was carried out using thermal activation and mechanical activation. The 
mineral wastes after activation were characterised using microscopic studies and mineralogy, dissolution of Si 
and Al, pozzolanic activity by R3 tests. Depending on the findings of the study suitable method for preparation 
of cementitious is proposed. 
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Convolutional Neural Network (CNN) is a Deep Neural Network (DNN) that is well-suited to local feature extraction. DNN 
learns features useful for a particular learning problem from raw input data, thus reducing reliance on domain experts. 
However, automatic learning of features via DNN comes at a cost, as it requires relatively high computing resources. An 
approach to reduce DNN’s resource requirement is to use additional hand-crafted features as input, providing a 
compromise between automation and resource demand. In this paper, we present a hybrid DNN with mixed-mode 
features, and demonstrate its application in intrusion detection using UNSWNB15 dataset. 

Keywords: Neural network; intrusion detection 

Introduction 

While conventional classification approaches rely on hand-crafted features derived from raw input data, DNNs 

can extract features with limited involvement of a domain expert. However, the automatic learning of features 

via DNN comes at a cost, as it requires relatively high memory and computing resources (increased number of 

layers and neurons per layer). Thus, an approach to reduce the required memory and computing resources of 

DNN is to use additional hand-crafted features as input, providing a compromise between automation and 

resource demand. 

In this research we present a machine learning pattern for CNNs with mixed-mode features, i.e., using a 

combination of automatically learned and hand-crafted features. Fig. 1 shows the standard architecture of a 

CNN [1], where CONV1 represents a combination of convolutional layers for feature extraction and pooling layers 

for data compression. The key feature of a CNN is that the convolutional layers use local filters that are suited to 

learn local features. In addition, CNNs feature standard fully-connected neural network layers to achieve the 

classification based on feature combination, denoted as FCNN1 The idea of the mixed-feature mode CNN pattern 

is to use a combination of features learned automatically from the raw input data in combination with hand-

crafted provided by a domain expert, as shown in in Fig. 2. 

Considering the special architecture of CNNs, we feed the hand-crafted features directly in the fully connected 

neural network FCNN1, bypassing the CNN’s feature extraction layers CONV1. Note that in Fig. 2 we also show 

that this machine learning pattern can be used by more advanced CNN-based architectures, for example, as 

shown in the figure, with two competitive feature learning stages FCNN1 and FCNN2, and two competitive fully-

connected neural network stages CONV1 and CONV2. 

 
Fig. 1. A standard CNN Fig. 2. A hybrid CNN Hand-crafted features 

 
Our motivation for this machine learning pattern for CNNs with mixed-mode features comes from a concrete 

use case, a network intrusion detection systems (NIDS) [3]. The particular problem with building NIDS systems 

based on DNN is that there is typically only limited amount of real attack traffic available, while at the same time 

small variations of existing attack traffic can be used to deceive the NIDS. Using 1dimensional CNNs is generally 

a useful approach for NIDS, as with CNNs the filter-based focuses on local traffic patterns, providing more 

robustness against variations of the attack traffic. Using the proposed machine learning pattern for CNNs with 



 

 

mixed-mode features allows us to add additional hand-crafted features specifically designed to increase the 

robustness of the NIDS. 

The main function of an NIDS is to enable the quick discovery of potential cyber-attacks. This in turn shortens 

the dwell time of cyber threats inside a network. One way to discover cyber-attacks quickly is by designing NIDS 

frameworks with low total attack detection time. However, the majority of ML-based NIDS frameworks highly 

depend on a feature engineering step, which typically comes in the form of separate feature extraction and 

feature selection pipelines. To this effect, different network traffic feature engineering approaches have been 

explored by NIDS researchers in the past. However, previous works mainly focus on increasing cyber-attack 

detection accuracy, and minimizing the rate of false alarms. As a result, there has been limited effort on 

approaches that decrease the overall time taken by an NIDS to detect cyber-attacks. As a way of addressing this 

gap, we use one dimensional Convolutional Neural Network (1D CNN) to design an end-to-end NIDS framework, 

thus avoiding the need for separate feature engineering pipelines, while at the same time maintaining domain 

knowledge through the use of hand-crafted features as input. 

Experiment 

The experiment was conducted using TensorFlow 2.8 running on NVIDIA GeForce RTX 2060 GPU, and Ubuntu 

20.04 operating system. The UNSW-NB15 [4] dataset was used for model training and evaluation. UNSW-NB15 

consists of network packet flows each with 47 features extracted from a 100 GB raw packet capture. It contains 

representative samples of modern normal traffic and nine major families of cyberattacks. Out of the UNSW-

NB15 dataset, 30% samples were set aside as a test set. From the remaining 70% samples, 20% of them were 

used for validation and the rest for training. Initially, data pre-processing (encoding and normalization) was 

performed on the dataset resulting in an input shape of (196,1). 

The hybrid model architecture takes two types of data inputs. While the two CNN layers take the original dataset 

samples as input, the FCCNs use both hand-crafted features and the CNN outputs. To prepare the hand-crafted 

features, a random forest classifier was used to select the most important features of the dataset. A feature’s 

importance is calculated based on its contribution in the classification output of the random forest classifier. In 

this way, the contribution of individual traffic features was evaluated and ranked from high to low. While 

monitoring classification accuracy, low-ranked features were recursively excluded to identify the most important 

ones. Low-ranked features whose exclusion does not result in a classification accuracy of less than 90% were 

discarded. A feature importance threshold of 0.31 resulted in 13 most important features. The FCNNs take these 

13 pre-identified features and the outputs of the convolution layers as input. 

For the CNN layers, convolutions with 64 filters, and kernel size of 5 were used, followed by 2 max pooling layer 

compressing the convolution output by half. Batch normalization was applied on the outputs of each max pooling 

layers with batch size of 32. Consequently, the input to the FCNNs was formed from the CNN deep features, and 

the most important features pre-selected using random forest. In each FCNN block, two dense layers with 64 

and 32 neurons were used. After the 64-neuron dense layer, a dropout layer with a dropout rate of 0.25 was 

used to reduce over-fitting. While Relu activation function was used in the hidden layers, sigmoid was used in 

the output layer. Binary cross entropy and Adam were used as a loss function and an optimizer algorithm, 

respectively. The model was trained for 200 epochs. Finally, the results from the two FCNNs were combined to 

obtain the final classification output. 

Results 

Fig. 3 shows the training and validation accuracy. With a limited fluctuation, the result shows that both training 

and validation accuracies follow the same trend, maintaining more than 93% accuracy from around epoch 25. 

This suggests that the model has very limited over-fitting problem. Furthermore, this was also confirmed by 

evaluating the model after training. An accuracy of 93.5% was obtained by evaluating the model on the test set. 

Training and validation accuracy 
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Fig. 3 – Accuracy 

Conclusion 

The use of CNNs with mixed-mode features can help in reducing model complexity, resulting in reduced 

computing resource consumption. Furthermore, using handcrafted features to supplement CNN extracted deep 

features can increase classification accuracy. In conclusion, although various hybrid DNN architectures need to 

be explored, the proposed machine learning pattern with mixed-mode features is an application-independent 

pattern and thus might be also beneficial for other DNN problems. 
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Abstract 

Antimicrobial NPs (nanoparticles) can inactivate up to 99.997% of pathogens including: viruses, gram-positive and gram-
negative bacteria and fungi. The project aims to explore and validate the efficacy of G-UV (germicidal ultraviolet) and UV-
R (UV radiation) stimulated NPs. This would be carried out using numerical modelling and machine learning to predict the 
UV wavelength and dose required to generate sufficient synergistic microbicidal action against pathogens. 
Keywords: Germicidal ultraviolet, nanoparticles, pathogens, COVID-19, irradiation modelling. 

Background and Project Relevance 

Airborne pathogens are known to be the major causes of pandemics due to the ease of transmission and 
transport through air. A good example is the COVID-19 (SARS-CoV-2) virus which is highly infectious and lethal. 
As of May 2021, a statement from WHO reported a record high 5 million verified deaths due in 213 countries 
Error! Reference source not found.. The primary mode of transmission is through direct contact (nose, eyes or 
mouth), with aerosolised respiratory droplets from an infected patient which can be produced by coughing, 
sneezing or talking.  The contact routes created by inert materials can serve as vectors of transmission following 
contact with the respiratory tracts of an infected person, this introduces a substantial risk in regards to 
transmission as they are difficult to locate Error! Reference source not found.. 
 G-UV can be used to disinfect air, water, and solid surfaces although surface disinfection is restricted 
by micro-shadows and absorption by protective layers, therefore, it is advisable that G-UV devices are used as a 
supplemental infection control strategy. It is believed that the substitution of human-safe far-UVC light replacing 
conventional mercury-line UVGI Ultraviolet-C light, is the most disruptive technology-based non-pharmaceutical 
pandemic countermeasure in human history. Hence this study will Investigate the efficacy and safety of 
“potentially” safe Far-UVC for disinfection. UV-R activated microbicidal NPs can be integrated into the design of 
anti-microbial fabrics (linen, merino wool, and hem) and air filters including facemasks and HEPA (high efficiency 
particulate air) filters, to enhance the microbicidal performance and control the spread of infections, particularly 
in healthcare settings Error! Reference source not found..  

Methodology  

The objectives of this study can be divided into three main stages.  
Stage 1 involves the design of a fully automated UV LED test rig to investigate three practical areas such as: 
a. The microbial reduction levels using varying sources and wavelengths (222nm and 365nm), 
b. The spatial distribution and intensity on different target surfaces as seen in (Figure 9),  
c. The dose needed to trigger photoreaction in nanoparticles. 

 
Figure 9. UV-R spatial distribution (dual lamp setup). 
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Stage 2 involves validating the experimental studies using numerical modelling software. The irradiation model 
would be calculated using ANSYS Fluent solver with user-defined functions (UDF) integrated to determine the 
spatial distribution and intensity at varying UV-R wavelengths, intensities and arrangements. The spatial 
distribution of UV-R. The spatial distribution was solved using the radiative transfer equation (RTE) and the DO 
method (Discrete Ordinates), in addition to the three conservation laws,  
 is determined by calculating the essential functional parameters including: the lamp and fixture geometry, the 
UV output of the lamp, the reflection, refraction and absorpition from the surfaces in the vicinity of the lamp.  
 Equation 1. 

∇∙((Iλ(r,⃗⃗ s ) s ) + (αλ + σs) Iλ (r,⃗⃗ s ))= αλn2Ibλ + 
σs

4π
 ∫ Iλ(r,⃗⃗ s 

'
) ϕ (s,⃗⃗ s 

'
) dΩ'

4π

0

 

 Where: r  is position vector, s  is direction vector, s 
'
 is scattering direction vector, s is path length, αλ is 

spectral absorption coefficient, n is refractive index, σs is scattering coefficient, Ibλ is black body intensity, Iλ is 

radiation intensity which depends on position and direction, λ is wavelength, ϕ is phase function and Ω' is solid 
angle. Irradiation modelling is a key consideration when looking to adapt UV systems to precise disinfection 
processes and for the disinfection of the desired microorganisms, and it also helps to provide a foundation for 
sizing UV disinfection gadgets.  
 Stage 3 involves an appraisal of the efficacy and safety of G-UV and NPs for bioburden reduction and 
its suitability as counter-measure to prevent or control future pandemics. This involves investigating effective 
proactive methods of implementing the current advancements in nanotechnology augmented as an effective 
adjunct technology with G-UV, to minimise the risk of transmission and proffer safe routes to the resumption of 
public gatherings. 

Results 

The microbicidal properties and applications of G-UV and UV-R stimulated NPs will be established in this paper 
by studying the required dose needed to the induce their antimicrobial action and achieve certain levels of 
microbial reduction illustrated in (Figure 10 & Figure 11). This study will also seek effective proactive methods 
of implementing the current advancements in nanotechnology augmented as an effective adjunct technology 
with G-UV, in order to minimise the risk of pathogen transmission and proffer safe routes in the ongoing return 
of public gatherings.  

 

Conclusion 

The analysed data will be integrated as the basis for an appraisal of the efficacy and safety of G-UV and NPs for 
bioburden reduction and as a suitable counter-measure to inhibit the CoV outbreak, which could potentially 
deliver a supplementary solution for enhancing indoor air quality (IAQ) within residential and public spaces 
Error! Reference source not found.. 
 
 
 
 
 
 

Figure 11. Survival fraction for SARS-CoV-2 (Z = 
0.05526 m2 J⁄ ) in a uniform lamp configurations (η =
90%). 

Figure 10. Survival fraction for SARS-CoV-2 (Z = 
0.05526 m2 J⁄ ) in a uniform lamp configurations (η =
90%). 
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Acousto-ultrasonic waves, which are similar to acoustic emissions, are generally ultrasonic in nature. The 
acoustic emission method depends on loading to excite spontaneous waves, whereas acousto-ultrasonics 
technique (AUT) does not require any passive loadings. AUT differs mainly because its waves begin and generate 
eternally by a pulsed source [1]. Acousto-ultrasonics, as a technique for non-destructive evaluation of structures, 
provides the ability to detect and characterise defects, damage responses and variation in properties of 
materials. AUT uses analysis of simulated stress waves generated through localised ultrasonic excitation for 
detecting and mapping variations of mechanical properties. The accuracy of acousto-ultrasonics testing depends 
on many factors, amongst which are sensor spacing and the effect of material thickness on lamb wave mode 
propagation. Therefore, this present study mainly focused on the effects of relative spacing of the transducer 
and the thickness of Al 6082-T6 specimen on AUT implementation. The Stress Wave Factors (SWF) studied and 
utilised for the work was based on the report of Vary [1]. From the results obtained, it was evident that, (Fig. 1), 
the peak voltage varies with maximum of 1931 mV and 1197 mV at 60 mm and 120 mm sensor spacing, 
respectively in the frequency range of 100 kHz to 400 kHz. Other factors that were relevant to the test technique 
can be subsequently grouped: coupling (contact pressure and type of couplant), emitted ultrasonic pulse 
(emitter transducer type, pulse energy and pulse or burst mode), received signal (receiving transducer type, gain 
and signal gating) as well as relative spacing of the transducers [2].  When all the aforementioned parameters 
were kept constant, then the AUT depended on material variation in the Al 6082-T6 specimen. Parameters that 
probably characterised the material include structure of the material (morphology, defects and internal 
interfaces) and geometric effects (extent of the test specimen and thickness of the test specimen) [3]. These 
quantities will be further studied on the same sample, as the investigation continues or a recommended future 
work.    

Fig. 12- Peak Voltage at different sensor spacing 
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Low-mass protostars (<2 Solar masses) are widely known for their intense magnetic activity and highly variable 

luminosity as revealed by X-ray and radio observations [1]. At their early evolutionary stages (≤106 years, just a 

thousandth of the Sun’s age) they present energetic flare events orders of magnitude more intense than Solar 

flares. These high-energy processes thus represent a crucial ingredient in the evolution of protostellar 

surrounding and ultimately the evolution of planetary systems. These processes can be traced by nonthermal 

radio emission from (gyro)-synchrotron radiation as a result of electrons gyrating along magnetic field lines in 

the protostellar surface. In this context, we are presenting unprecedented new insights into the radio time-

domain of protostars, studying their variability at radio frequencies using the most sophisticated radio facilities 

on Earth such as the Very Large Array (VLA), the Atacama Large Millimeter/submillimeter Array (ALMA), and the 

Very Long Baseline Array (VLBA). In order to efficiently observe hundreds of protostars we have looked at the 

Orion Nebula Cluster (ONC), the richest young stellar cluster in the Solar neighborhood. We started with a large 

program using the VLA observing at centimeterwavelengths, revealing hundreds of sources at high-spatial 

resolution, studied their radio luminosity and variability on timescale from minutes to years (see Fig. 1), and 

additionally discovered fast motions from non-stellar radio features in the observed field [2]. We then set the 

first systematic search for strong radio flares at higher-frequencies using ALMA at millimeter-wavelengths 

finding a wide range of variability in a sample of more than 100 sources, while also discussing the advantages 

and limitations for variability studies using our method on this dataset, particularly towards complex regions 

such as the ONC. Finally, we conducted a multi-epoch VLBA survey for nonthermal radio emission from 

protostars [3]. This dataset allow us to obtain intensity and polarisation information at any time resolution down 

to a few seconds in an exceedingly more efficient way only achievable with the VLBA. We studied a large sample 

of VLBA light curves from seconds to years where we find strong variability on timescales of days and even within 

the individual epochs of a few hours. 

 

Fig. 1 – (a) Optical image of the ONC from the HST archive (Credit: NASA, ESA, M. Robberto, and the HST Orion 
Treasury Project Team). (b) Section of a VLA radio map covering the field shown in green in the left image. (c)Light curve of 

one source indicating its decreasing radio flux during the observations. 
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Herbaceous plants are often damaged by pests, with negative outcomes like decrease in growth or even plant 
death. Early detection of plant damage could help trigger countermeasures early. Different plants release 
different volatiles while being cut [1]. Identification of the characteristic volatiles could help identifying the 
damaged plant. In this preliminary study we investigate whether metal-oxide (MOX) gas sensors detect plant 
damage in an uncontrolled environment, and if they can discriminate the volatiles specific to different plants.   

A desktop fan was used to generate an airstream that could transport volatiles to an enose (Fig. 1A). Volatiles 
were generated by cutting five different herbs: Parsley, Thyme, Mint, Rosemary and Basil (all potted, ASDA 
Hatfield) at 0.1 m distance from an rapid-responding e-nose designed in our lab [2] (Fig. 1B).  We used four 
different fan speeds and two different fan distances (0.5 m and 1 m) to investigate the influence of different 
levels of turbulence in odour transport on the detection and identification of volatiles.  

Fig. 1 – (A) Experimental setup (B) E-nose sensor platform (C) Normalised raw data for Parsley herb (8 sensors). D,E) Linear 

SVM classification accuracy for fan distance (D) 0.5 m (E) 1.0 m.   

Results: 

Fig. 1C shows the exemplar e-nose recordings. Voltage recordings were normalised by subtracting the sample 
value at t=0 s from all samples. Plants were being cut at t=20 s. The change in sensor signal after 20 s indicates 
the detection of plant volatiles. The pattern of different relative response magnitudes across sensors may hold 
information about the identity of the plant. We trained a linear SVM to discriminate between signals generated 
from different plants across 4 fan speeds. Median recognition accuracy for d=0.5 m was 0.46 ([0.42,0.58] 1st/3rd 
quartile range, 80/20 random train/test split, 50 repeats; Fig. 1D). There was considerable variability, and the 
median accuracies were only moderately different from random choice (0.2). At fan distance d=1 m accuracy 
was reduced to 0.33 ([0.25,0.33], Fig. 1E), potentially due to the increased intermittency of the flow.  

Conclusion and outlook: 

Our in-house MOX sensor e-nose can detect volatiles generated by plants upon physical damage. Plant 
recognition accuracy was moderate and adversely affected by increased intermittency of the flow. In the future 
we aim to increase the invariance to intermittent flow by selecting transient features like e.g. “bouts” of odor 
encounters [3], that might improve recognition accuracy in uncontrolled conditions. 
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Abstract: This study aimed to investigate the effect of graft size on the strength of reconstructed ACL using BASHTI 

technique. 20 laboratory samples of BASHTI fixation were built using bovine digital tendons in four different sizes and 

artificial bones while other geometrical parameters were selected the same for all of the samples. A loading scenario 

simulating the ACL real condition was used to observe the fixation strength. The results showed that BASHTI is an 

acceptable fixation method for ACL reconstruction. Also, it was observed that the graft size has a significant effect on the 

biomechanical properties of this fixation method. 

 

Keywords: BASHTI technique, ACL reconstruction, Ligament size, Fixation strength  
 

Introduction 

Anterior cruciate ligament (ACL) injury is common, especially between heavy sports athletes. Different 

techniques have been used for the fixation of the ACL graft. Most of these techniques use an external implant. 

There are problems associated with these treatments such as tendon twist, possible impingement [1], or tunnel 

enlargement [2]. In 2015, a new method was introduced called bone and site hold tendon inside (BASHTI) 

technique [3].  BASHTI is an organic and implant-less ACL reconstruction method that all of the components of 

the fixation comes from the human body. This technique mainly uses the patient's tibia bone instead of the 

interference screw to build the fixation [3] (Figure 1). As a result, there is no need for high-cost external implants 

such as an interference screw. Recent studies investigate using sheathed core bone plug for this fixation and 

increasing the reliability because although it could have some disadvantages such as ultimate load to failure and 

equivalent stiffness, it is hard to insert the block into the structure without the sheaths. Also, one of the failure 

modes in BASHTI technique is the fracture of the central core during the insertion procedure; using the sheathed 

core bone plug decreases the possibility of this [4]. 

 

 

Figure 13. BASHTI fixation Model 

 
Another study discovers the effect of frequency of insertion on the maximum shear strength of the structure, in 

which two insertion methods were compared; a group of specimens was inserted using a hand-hammer, and 

another group was inserted using an auto hammer. The results indicated that the maximum shear strength was 

higher in the specimens, in which a hand-hammer was used. It shows that the maximum shear strength is 

influenced by the frequency of insertion. BASHTI technique in this study is used for biceps tendon reconstruction 
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[5, 6]. Also, it has been shown that this method provides suitable strength in comparison to using an interference 

screw to fix the injured ACL [7]. Moreover, study on the influence of the geometrical parameters on the fixation 

strength of BASHTI technique also defines a tendon compression (TC) parameter and investigates the effect of 

TC on the maximum strength. It was concluded that TC often increases the fixation strength. However, an over-

compression can occur in samples with higher TC, which negatively affects the fixation strength [8]. Bone density 

and also geometry parameters such as graft size, core bone diameter, and the bone tunnel diameter are some 

important parameters that could affect the final biomechanical parameters of the BASHTI fixations for ACL 

reconstruction [9, 10]. This study aims to investigate the effect of the ligament size on the final strength of 

BASHTI fixation technique under an ACL loading condition. Four different ligament sizes are used to prepare 

specimens, which undergo a three-step loading. The maximum strength and the level in which it occurs are 

discussed. 

Experimental 

20 laboratory samples of the reconstructed ACL were prepared using bovine digital tendons and Sawbones 

artificial bone blocks (Pacific Research Laboratories, Malmo, Sweden). The Sawbones with a density of 320 

kg/m3 were selected to represent the tibia bone properties [11]. Tendons were harvested from dissecting 

bovine’s leg and were separated from the muscles around it without any injuries in specimens. To have the same 

mechanical properties, cows with the same race were chosen. The tendons were harvested shortly after being 

slaughtered, and they were frozen freshly at -20°C [12, 13]. Tendons are also kept moist during the test so that 

the properties remain the same. 

The specimens were divided into 4 Groups considering the tendon sizes of 6 mm, 7 mm, 8 mm, and 9 

mm. The bone tunnel size set to 10 mm, and the core bone diameter was 8.5 mm for all four groups. Tunnels 

and core bones were produced by special drills. The final grafts were prepared and fixed with the hand-hammer 

[5, 6] (Figure 2. a & b). Samples were tested under a three-step loading scenario simulating the real condition of 

an ACL reconstruction, which is 10 cycles of 0.1 Hz periodic loading between 10 N and 50 N as the pre-load [13], 

150 cycles of 0.5 Hz periodic loading between 50 N and 200 N immediately followed by a 20 mm/min pull-out 

loading to evaluate the final strength and stiffness of BASHTI fixation samples of each group (Figure 2. c). 

 

                                      
 

Figure 2. a & b. Hammering the core bone into the bone tunnel, c. Sample on the testing machine 

 

Results and discussion 

All the samples from the groups 1 and 2 failed during the second cyclic loading step while all the samples from 

the groups 3 and 4 reached the pull-out loading step. The average of maximum strength load for the groups 1 

to 4 were 77±40 N, 87±44 N, 386±128 N, and 348±146 N (95% CI), respectively, using the sample t distribution. 

These data were statistically analysed using ANOVA one-way method and it was calculated that the ligament 

size had a significant effect on the BASHTI fixation (p < 0.001). It was observed that the tensile strength of this 

fixation is higher than 200 N (i.e. the required strength for knee active motions during rehabilitation [14]) for 

groups 3 and 4. So it could be concluded that this fixation method is acceptable for ACL reconstruction. Also, it 

a b c 



 

 

could be seen from the results of the groups 3 and 4 that increasing the ligament size, while the core bone and 

the tunnel diameters were considered constant, does not necessarily increase the strength of BASHTI fixation. 

It is believed that when the tunnel and the core bone diameters are considered constant and the ligament size 

increases too much, the site gets saturated, and the core bone does not penetrate the bone tunnel properly to 

create a stable fixation. 

 

Table 3. Results of four groups 

Group No. 
Geometry (mm) Tensile 

Strength (N) Tunnel Core Bone Tendon 

1 10 8.5 6 77±40 

2 10 8.5 7 87±44 

3 10 8.5 8 386±128 

4 10 8.5 9 348±146 

 
Conclusion 

BASHTI technique is an acceptable alternative for the conventional ACL reconstruction method. The experiments 

showed that the ligament size had a significant effect on fixation strength. Also, it was shown that the increase 

in the ligament size when other geometrical parameters are considered constant, may cause an increase or 

decrease in the fixation strength according to the value of the geometrical parameters. 
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Carbon reduction technologies remain one of the leading research topics currently. Heat pumps offer an efficient 
way for energy conservation in both heating and cooling applications. The utilisation of new refrigerants with 
lower global warming potential (GWP) reduces the release of carbon content. The most commented refrigerant 
is R132a, with a high GWP of around 1300 for the heat pump system. In recent years, R32 has been researched 
extensively as an alternative for R132a as R32 has a lower GWP of about 700. In this study, a small-scale test rig 
of the R32 heat pump for domestic hot water application has been developed and investigated experimentally 
and theoretically. The test rig consisted of a number of essential components, including an R32 compressor, 
finned tube heat exchanger, water pump, connections, data logger etc. This study aims to analyse the 
performance of a heat pump water heating system with R32 under different environmental and load conditions. 
In this paper, the experimental investigations were mainly carried out on an R32 heat pump system with 
different ambient temperatures and workloads. Subsequently, the effects of different ambient temperatures of 
35⁰C, 25⁰C and 16.5⁰C on the system performance are evaluated, compared and analysed. In addition, the 
effection of different water mass flow rates of 0.005 kg/s, 0.007 kg/s, 0.015 kg/s, 0.023 kg/s, and 0.035 kg/s on 
the system performance and investigated as well. The calculated COPs, heat transfer rates and maximum outlet 
water temperatures of the R32 heat pump system at respective loads and conditions to obtain the results has 
been analysed. The test results and analysis are essential to understand the system operation at different 
ambient temperatures and situations which can significantly contribute towards optimal R32 heat pump design 
and system performance controls. 
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Cortical neurons that exhibit asynchronous irregular spiking activity are able to encode and propagate multidimensional 
population codes more efficiently. This activity also enables neural populations to react more rapidly to noisy stimuli. Loose 
temporal balance of excitatory/inhibitory synaptic input currents into each neuron has been suggested as the cause of 
irregularity in cortical spike trains [1]. Large simulated networks of integrate-and-fire point neurons with sparse, random 
connectivity, referred to here as loosely balanced networks, have been used to study such sustained asynchronous irregular 
(AI) activity [2]. This self-sustained AI activity facilitates rapid response to small changes in input [3]. For such output spike 
train activity to emerge, appropriate adjustments of specific parameters are required to achieve AI activity in balanced 
networks with sparse random connectivity. Previously, Vogels and Abbott [3] conducted a grid-based parameter search, 
systematically varying the strengths of the excitatory and inhibitory synapses of all neurons in the network. They 
demonstrated it was possible to achieve AI state activity by meeting three conditions: sustained activity, relatively low firing 
rates, and inter-spike intervals (ISI) CVs near 1. Further, they explored the impact of synaptic conductance on the stability, 
firing rate and irregularity of a balanced network in order to facilitate the propagation of signals. In the current work, we 
demonstrate a cost function that aims to find a configuration of input parameters to a loosely balanced network that 
produces AI behaviour by default. A Constriction-type Particle Swarm Optimisation (CPSO) [4] with global best topology was 
used to automate our search. Fig.1a depicts a schematic of the loosely balanced network utilised in our simulations. Fig.1b 
illustrates our cost functions for each of the recorded spike train statistics calculated. We chose to optimise towards AI 
behaviour. The particle best fitness versus swarm iteration plot is shown in Fig.1c. Fig.1d are the particle fitness and spike 
train statistics recorded and calculated from the simulated network in that position in excitatory and inhibitory conductance 
parameter space over 250 swarm iterations. 

 

Fig. 1 – a. Schematic of the spiking neural network used. b. Cost Functions used by CPSO. c. Fitness Vs Iteration for all Particles. d. Particle 
positions visited coloured by particle fitness and resulting network spike train statistic. 

Our results demonstrate (Fig.1c&d) that our search for AI behaviour was successful, with all but two particles crossing the 
fitness threshold of our cost function. Six of the best scoring particles were initialised in an area that produced a high fitness 
while the two worst particles became trapped in a local minima. This suggests we need to further alter our swarm 
parameters. In comparison to a grid parameter search, this method explores the two dimensional parameter space at a finer 
spatial resolution with the explicit purpose of finding configuration of input parameters that produce AI behaviour. In this 
two dimensional parameter space this method requires far more simulations to adequately explore the global minima in 
which this behaviour is observed. CPSO becomes comparatively more effective than the previous grid search method at 
exploring the parameter space with increasing dimensionality. We aim to use this method to optimise a parameter search to 
reveal areas of input parameters that produce balanced networks with robust specific behaviours to wider range of network 
stimulus. 

References 

[1] Denève, S. et al. (2016). Nat. Neurosci. 19(3), 375 
[2] Brunel, N. (2000). Neurocomputing 32–33(3), 307 
[3] Vogels, T. P. et al. (2005). J. Neurosci. 25(46), 10786 
[4] Clerc, M. et al. (2002). IEEE Trans. Evol. Comput. 6(1), 58 

  



  

PECS 2022  89 

Design of a hybrid concentrated solar – micro gas turbine CHP 

system 

SeyedVahid Hosseini1, Hossein Madani2, Sara Hatami2, Yasser Sorouraddin1, Mahmoud 
Chizari1 

1University of Hertfordshire; 2Samad Power Ltd  

Keywords: Micro gas turbine, Concentrated solar, Hybrid, Power generation  

 

Solar energy can be hybridized with other energy sources to compensate for the fluctuation of solar irradiation 
in energy generation systems [1]. Among other energy sources and devices, a micro gas turbine has the flexibility 
to combine with a solar dish to achieve an optimum hybrid solar system [2, 3]. The combination of a solar dish 
collector with a micro gas turbine has the potential to increase the power density to be used in distributed power 
generation and microgrids. In order to design this type of hybrid system, the solar dish is usually determined 
based on the available irradiation of the installation environment; other components, consequently, are sized 
to achieve the high temperature of the cycle on an established configuration with iterative nested loops method 
[4]. This conventional method lacks configuration flexibility. Therefore, to consider the possibility of different 
configurations, a global method is implemented in this paper and applied for a test case in Pretoria, South Africa.  
In this order, the 0-D governing equations of all the components including both the solar side and gas turbine 
side are presented in a similar generic form and integrated into the global matrix. The heat and pressure loss 
between the components is also represented in the same 0-D manner. A multi-dimensional Newton-Raphson 
method is employed to solve the system of equations to satisfy mass, energy, and heat transfer equations. Two 
different arrangements of the system and the result of simulation for internal parameters are shown in Fig 1. 

 

  

Fig. 1 – Two sample configurations for the hybrid system: a) Hot receiver, b) Cold receiver 

 

With this simulation architecture, the effect of ambient conditions and each component characteristics on the 
overall system performance can be easily evaluated; The effect of recuperator effectiveness on power and heat 
output of the system is shown in Fig. 2.  The simulations reveal that the higher the working temperature of the 
thermal energy storage, the higher the electrical efficiency of the fuel and the higher contribution of the solar 
energy in both configurations.   

 

 

Fig. 2 – a) effect of recuperator effectiveness, TIT and compressor PR, b) effect of ambient conditions  
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Giant Molecular Clouds are the main sites of star formation, composed primarily of molecular hydrogen. They contain 

information on the chemical history of galaxies that is critical to our understanding of galaxy formation and evolution. 

HII regions are mainly made up of ionised hydrogen, and are typically found in GMCs where star formation has recently 

taken place. We have conducted a multi-object spectroscopic survey using the MMT telescope to probe cloud-scale 

metallicities in the Andromeda galaxy (M31), observing almost all of the Herschel-identified Giant Molecular 

Associations in M31 [1]. The MMT is a 6.5m telescope, making it one of the largest optical telescopes in the Northern 

Hemisphere. A range of metallicities have been found in the past for similar targets [2]. By probing these beyond 

simple radial gradients we aim to explore the impact of metallicity on the CO X-factor and on cloud-scale star formation 

laws, as well as the metallicity structure for HII regions in M31. Using Hα and other emission lines, we will both securely 

identify HII regions and obtain metallicity measurements across M31 from emission line ratios. For these 

measurements, we plan to estimate oxygen and nitrogen abundance using strong-line diagnostics. I will present first 

results of this survey. 

As shown in Figure 1, our survey covers the entire disk of the galaxy. These results supplement SMA observations of 

resolved individual GMCs in M31, on scales comparable to Milky Way studies [3,4]. Figure 1 also displays a close-up 

view of one of our sources, and the corresponding spectrum obtained. 

 

Fig. 1 – LEFT: Sources observed with the MMT, shown in red, overlaid on the M31 image from the Digitized Sky Survey (DSS). 

BOTTOM: HST PHAT survey image (F475W, wavelength 4750 A) showing the field of view around one of our˚ sources, labelled 

as ’x’. TOP: An optical spectrum obtained for ’x’. 
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Persistent homology is a branch of algebraic topology that has recently given a lot of insight on how the brain operates. 

However, there is still a lot to be said about the how the higher cognitive functions operate. In this work we are looking 

into the topological properties of the sliding window correlations by developing a method to study the changes of 

topological properties of a dynamical system- brain that is executing a motor task. 

 

Keywords: persistent homology; task-based fMRI; topological data analysis; dynamical systems; functional connectomics; 
 

Introduction 
What happens in the human brain while a person rests or performs a task? The literature provides many studies 

explaining brain activity patterns in the resting state. What is not yet well understood are the processes 

underlying higher order cognitive functions, which can be observed during task execution. In this work we 

investigate the evolution of topological properties of the brain activity during task execution to learn more about 

the underlying functional connectivity patterns. Namely, we analyse how the topological properties - persistence 

of the cycles [1] change over the fMRI recording acquired during simple motor tasks[2]. 

Experimental 
We use motor task fMRI recordings from Midnight Scan Club (MSC) [2] and derive topological properties from 

the sliding window correlations. However, before introducing topological computations, we parcellate the brain 

scans into brain regions defined in the AAL2 atlas[3] (Figure 1.a) and compute an average voxel intensity time 

series for each of the regions(Figure 1.b). Then, we compute Pearson correlation between all regions for a sliding 

window. For each position of the sliding window we are getting a correlation matrix(Figure 1.c), that we later 

use to derive clique filtration [4] which reveals the evolution of topological properties (Figure 1.d). We quantify 

the evolution of the topological properties by studying changes in birth-death diagrams. In the last step, we 

compute pairwise Wasserstein distance between all pairs for correlation matrices and thus obtain Wasserstein 

distance matrix (Figure 2). 

 
Figure 1. Data processing. Midnight Scan Club task-related fMRI scans are parcelled into brain regions according to AAL2 

brain atlas (a); time series are generated as an average brain activity in each of AAL2-defined brain regions and the Pearson 

correlation is computed for a moving window (b); correlation matrices resulting for a moving window (c); graphical 

representation of cycles formed in the filtration of ordered correlation matrix (d). 

a b 

c 
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Results and discussion 
Interestingly, our initial results indicate that some of the task transitions are correlated in time with the 

occurrence of higher ordered topological structures. Figure 2.a shows an example of Wasserstein distance matrix 

for cycles of dimension 4 for one fMRI scan from MSC data set. For many samples the Wasserstein distance is 

zero and closer inspection of their clique filtration revealed that they do not have topological structures of 

dimension 4. However, for some samples the distance is non-zero which shows that there are topological 

structures of dimension 4. Also, the appearance of those topological structures correlates with the onsets and 

offsets of the stages of executed tasks (shown in Figure 2.b). We hypothesise that high-dimensional topological 

structures are related to the brain state transitions. What we found surprising is the fact that not all transitions 

are accompanied by formation of those structures. 

 

 
Figure 2. Wasserstein distance matrix (for cycles of dimension 4) representing the pairwise similarity of topological structures 

in a sequence of correlation matrices (a); information about task execution (b). 

Conclusion 

We present a novel method for studying dynamic systems and show its application to a task-based fMRI 

recordings. This is one of very first attempts on using high dimensional topological structures to study the 

functional dynamics of the brain. An important advantage of our method is the fact that we are working on the 

recordings of individuals and not on the population data, which is the most common practice in the field. By 

focusing on individuals, we aim to get more understanding of differences between individuals’ brain functional 

connectomics. 

a 
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The processing of sensory information is essential for an agent to successfully interact with its 

outside world. While biology-inspired processing strategies have successfully been applied to tasks 
dealing with with vision [1], auditory perception [2], touch [3] and vibration sensing [4], for the sense 
of smell there persists a major performance gap between artificial systems and biology [5]. This is 

particularly evident if one considers the temporal domain: Mammals are able to discriminate 
temporal correlations of rapidly fluctuating odours at frequencies of up to 40 Hz [6], while metal-

oxide (MOx) gas sensor based olfactory systems are usually several orders of magnitude slower [7]. 

Progress in the field is partly hampered by the poor availability of datasets, from which some have 
limitations posed by sensor drift [8]. 

 
Fig. 1 – High-frequency and heater-modulated MOx multichannel electronic nose. 

Our lab has constructed a high-frequency and heater-modulated MOx multichannel electronic nose, 

which we previously used to record natural olfactory scenes. We demonstrated that short data 

sequences are enough to train and test a classifier [9] and for generating spike-events [10]. In an 

upcoming series of experiments, we aim to fully characterise the device in a laboratory setup. 

We will test the capabilities and limitations of the electronic nose under different conditions. First, 

we aim to find the optimal heater modulation that allows for rapid and accurate odour recognition. 
Second, we want to know to what extent the electronic nose matches the capability of mammals in 

rapidly distinguishing correlated and anti-correlated odour pairs. Further, we investigate the 
recognition of an odour within naturalistic plume dynamics, and the distinction of an odour mixture 
originating from single or multiple sources (based on pre-recorded plume dynamics). Finally, we 

want to know the limit of detection for single and multiple odours. We use the setup described in 

[6], which consists of a micro-valve based odour deployment system, that allows for tight control 
over temporal and spatial parameters. 
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1.   Concerns over global warming and carbon emission reduction targets have led to the development of novel 
energy recovery systems. Considerable amount of energy is lost during urban driving due to continues braking, 
which can be recovered and stored. Flywheel energy storage system can recover and store the vehicle’s kinetic 
energy during deceleration with high efficiency. A conventional flywheel can run up to 30,000rpm and can 
deliver up to 40bhp, that can be kept for 20 to 30 minutes. Flywheel energy storage system is very durable, 
smaller, lighter and much more sustainable than a petrol-electric hybrid system with comparable overall fuel 
economy figures to that of hybrid vehicles. The system can reduce the fuel consumption by up to 20% while 
decreasing the carbon dioxide emissions by approximately 400 kg annually for an average lightweight vehicle in 
the United Kingdom, calculations made based on a WLTP Class-3 cycle. 

In order to meet future emission targets for a wide range of vehicle applications, hybrid systems have been 
identified as a key technology. There are currently only electric hybrid systems available to the general public. 
Both electric and hydraulic hybrid systems are commercially available in the bus and truck market. It is possible 
to implement the functionality of a hybrid system using multiple technologies. In this comparison, flywheel 
hybrid systems stand out due to their high power density and good energy density. Hybrid systems are 
comprised of two major components: one for storing energy and the other for moving it from the storage to the 
vehicle [1]. The high-speed flywheel is the energy store in a mechanical flywheel-based hybrid system. 
Continuous Variable Transmissions (CVTs) have been used in the Flybrid system, which is the most famous 
commercial flywheel system on the market. Prior to this application, the Flybrid flywheel had a diameter of 
under 200 mm, weighed about 5 kg, and stored 540 kJ of energy in it. This has a 108 kJ/kg energy density [2]. 

It was assumed that the one-way energy transfer efficiency of kinetic energy recovery system KERS would be 
85% when constructing a lightweight vehicle model with mass 1800kg. Variables include the vehicle's 
deceleration rate and the KERS system's storage power. It appears that up to 800kJ of energy can be stored in 
the flywheel during braking. In all cases, the majority of the available energy is stored when the Flybrid KERS 
power is more than 200kW, regardless of the deceleration rate at which it's used. This is predicated on the 
assumption that the KERS-connected axle can generate sufficient braking force to prevent the vehicle from 
rolling [3]. 

The UK's Department of Transport estimates that the average UK motorist drove 9,200 miles in 2019. When it 
comes to fuel efficiency, the average car in the United Kingdom gets 38.8 miles per gallon, or 13.7 km per litre 
[4]. According to the UK's Department of Transport, the average car in the UK emits 120 grammes of CO2 per 
km, resulting in an annual emissions total of approximately 1,777 kg of CO2 [4]. In this case, it was assumed that 
the flybrid system studied will be mechanically connected to the vehicle via a Continuous Variable Transmission 
(CVT) with an 85 percent fixed efficiency [2]. For vehicles manufactured after 2017, the WLTP cycle is used to 
measure official fuel consumption and CO2 emissions, which includes a typical journey at low, medium, and high 
speeds. In this study, WLTP Class-3 was used to measure the potential fuel savings in an average light-weight 
vehicle in the United Kingdom [5]. According to a WLTP Class-3 cycle, using the flywheel energy storage system 
in a lightweight vehicle (1,800 kg) can reduce fuel consumption by 237 litres and CO2 emissions by 390 kg per 
year. 
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Background and Purpose: The Permanent Magnet (PM) rotor of the motor/generator in the micro-turbine 
analysed in this project is made up of three components: 

• Yoke: a cylindrical component with tapered inner surface, perfectly cylindrical outer surface and stepped 
profile at either end mounted on the turbine shaft 

• Segmented magnet: There are eight identical permanent magnet segments fixed to the outer surface of the 
yoke by adhesive bonding 

• Retaining sleeve: a cylindrical sleeve that sits on the outer surfaces of the permanent magnet and stepped 
surface of the yoke. 

Rotation of the rotor causes outward radial displacement due to centrifugal force on the assembly components. 
The magnitude of centrifugal force a body is directly proportional to its radial distance from the axis of rotation 
and the density of its material [1]. Temperature creates thermal stresses in the assembly that cause the 
components to expand outwards as all materials used in it have positive coefficient of thermal expansion and 
the radial displacement is directly proportional to coefficient of thermal expansion and radius of the component. 
Therefore, at operating state rotation and high temperature tend to separate the contact layers between the 
various components of the rotor assembly as the radial deformation of outer layers will be greater than that of 
inner layers assuming uniform mass density and coefficient of thermal expansion across all layers [2]. In order 
to compensate for this, the assembly has to be held together by interference fit and/or the mass density and 
coefficient of thermal expansion of outer layers should be kept to a minimum [3]. The aim of this project is to 
analyse the shaft assembly with CFRP sleeve and Inconel sleeve separately for strength and contact separation 
to determine which one offers least contact separation and highest strength.  
 
Methods: This paper uses finite element methods to determine the radial displacement and radial stress at the 
interfaces between the components to check for contact separation, and the equivalent stresses throughout the 
assembly to determine strength which is expressed in terms factor of safety and von-Mises criterion of failure. 
Results and discussion: The results of the analyses as shown in Fig 1 (a) and Fig 1 (b) were studied and the 
following conclusions were drawn. 
 

• There is zero contact separation in the case of either CFRP or Inconel 718 sleeve: Fig 1(a) 
• PM rotor with CFRP sleeve showed 22.3 % higher factor of safety than that with Inconel 718 sleeve and is 

hence the more optimum choice: Fig 1 (b) 
 

                 
Fig 1: Results of FEA analysis 
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There are a range of metrics that can be applied to the artifacts produced by procedural content generation, 
and several of them come with qualitative claims. In this paper [1], we adapt a range of existing PCG metrics to 
generated Minecraft settlements, develop a few new metrics inspired by PCG literature, and compare the 
resulting measurements to existing human evaluations. 

 

Fig. 1 – On the left, a sample of generated Minecraft Settlements. On the right, Spearman’s Rank Correlations between 
metrics and GDMC scoring. Bold correlation have a p-value below 0.01. Due 

to fixed sample size p-values directly depend on correlation value. 

 

We test our metrics on a sample of entries from the Generative Design in Minecraft Competition (GDMC)[2], 
which are settlements generators submitted by the participants and rated by a human jury. 

The aim is to analyse how those metrics capture human evaluation scores in different categories, how the 
metrics generalize to another game domain, and how metrics deal with more complex artifacts. We provide an 
exploratory look at a variety of metrics and provide an information gain[3] and several correlation analyses. We 
found some relationships between human scores and metrics counting specific elements, measuring the 
diversity of blocks, and measuring the presence of crafting materials for the present complex blocks. Metrics 
focusing on the layout of the level and aiming at capturing it structures are overall less performing. 

These results encourage us to keep investigating the topic of automated metrics, and to pursue our search for 
embodied metrics, targeting in particular procedurally generated virtual space. 
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Abstract 

In this study carbon fibre reinforced composites of various stacking configuration were modelled using the orthotropic 

material model and simulated for three-point bending using ANSYS finite element software. The composites were modelled 

using the shell element. The results showed that the stacking sequence influence on the laminate bending resistance and 

stress distribution within the plies. 

Keywords: composite laminate; finite element analysis; three-point bending; ply stress. 

1.     Introduction 

Advanced composite materials have become an alternative to metals in certain applications due to their 
desirable characteristics such as higher stiffness, higher strength, low density, better fatigue, and corrosion 
resistance [1]. These attributes make them acceptable in the aerospace, automotive and medical industries. 
Static analysis involves three-point flexure tests in bending of composites. Nunes et al [2] used three-point 
bending flexural test to predict the stiffness of anisotropic composite plates in bending and found out that the 
flexural behaviour of the composite plate depended on factors such as fibre orientation, laminate stacking and 
the temperature. In another report, Cantwell et al [3] mentioned that the change in the thickness of composite 
laminates affect the mode of fracture and Moura and Goncalves [4] conducted three-point beam impact tests 
on carbon fibre composites structures and concluded that the values were elastic deflection to failure exceeding 
the peak force and the initiation of fibre failure at the back face.  

In some other investigations, Caminero et al [5] discussed about the damages in CFRP composites due to flexure 
and impact and concluded that stacking sequence has significant effect on the bending response. Dylewski and 
Login [6] used the solid and shell elements available in HyperWorks finite element code to model 3-point 
bending in composite beams and compared the results with experiment and analytical results; while Azzam and 
Li [7] subjected [0/90/-45/45]2s and [45/45/90/0]2s composite laminates to three-point bending and observed 
that the former to be brittle in behaviour while the latter revealing non-linear characteristics. It has been 
established by researchers that the ply orientation of composite laminates is dependent on the application and 
the desired mechanical properties. Also, composites are susceptible to transverse damage such as matrix 
cracking and delamination as a result of loading in the out of plane direction. In this study three-point bending 
simulation of composite laminates modelled as a shell were conducted and the results due the effect of the ply 
directions compared. 

2.     Description of Finite Element model 

Composite laminates made of 16 plies laid up at different orientation with each ply having a thickness of 0.25 
mm, were modelled with orthotropic material properties and shell element 181 in ANSYS finite element code. 
The laminate configurations were [0/90/45/-45]2s , [0]16 , [90/45/-45/0]2s , [0/90/0/90]2s , [-30/60/-60/30]2s with 
the dimensions of 197 mm as length and 25.26 mm as the width. Material strength limits as well as damage 
initiation criteria to define the type of criterion for determining material damage onset and damage evolution 
law which defined how the material degraded following damage initiation were modelled into the composite. 
The models were simply supported by constraining the translational degrees of freedoms at locations of 36 mm 
from the edges of the width and a total load of 470 N applied along to the nodes of the centre in the z-direction. 
The solution was controlled in steps of the loading to obtain the deformation as the loading progressed. 
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3.     Discussion of Results 

The displacement results of the composites laminates in the steps of load increase are shown in Fig. 1(a) and 
representative result of the contour distribution in Fig. 1(b). The unidirectional composite laminate [0]16 had the 
smallest displacement followed by the cross-ply laminate [0/90/0/90]2s, then quasi-isotropic laminate 
[0/90/45/-45]2s, but the displacements of the composites [-30/60/-60/30]2s and [90/45/-45/0]2s being identical.  

 

Fig. 1(a): Comparison of the laminate displacement 

 

Fig. 1(b): Representative image of the 
laminate displacement 

It could be seen that laminates with 0° ply orientation on the surface had a smaller displacement compared to 
the others indicating a higher stiffness, this is collaborated by the study from Ribero et al [8]. This shows that 
the ply orientation affects the flexural strength of the composite laminate. 

 

 

Fig. 2: Stress distribution due to ply orientation. 

The stress distribution on each layer of the composite laminate was different due to the difference in ply 
orientation and the orthotropic nature of the composites. Laminates with 00 ply on either surface, experienced 
a higher stress on the outer most layer due to the high stiffness of the 00 ply compared to laminates with 900 ply 
on the outer most layers. On the hand, laminates with 900

 ply on the top and bottom surface experienced a 
higher stress on the fourth ply on either side which corresponded to the 00

 ply as shown in Fig. 2. 

4.     Conclusion 

Three-point bending finite element simulation was used to predict the influence of fibre orientation and 
laminate stacking sequence on the flexural stiffness of composites. From the analysis it was seen that the 
unidirectional laminate had the smallest displacement followed by the cross-ply laminate then the quasi-
isotropic laminates. Small displacement indicated that the unidirectional laminate was the stiffest, because of 
the direction of the reinforcement and loading being perpendicular. 
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Star formation can be revealed by radio observations through two types of emission: thermal - which is emitted 
by electrons in the plasma surrounding young massive stars (HII regions), and non-thermal – which is emitted 
by high energy electrons as they encounter magnetic fields, accelerated in the shockwaves created by 
supernovae of these same stars when they reach the end of their short lives. This project aims to see to what 
extent the non-thermal radio continuum emission can be calibrated as an extinction-free star formation rate 
(SFR) indicator. This will be performed by mapping four nearby spiral galaxies at multiple radio wavelengths (6 
cm, 13 cm, 20 cm) using combined single-dish (Green Bank Telescope) and interferometric (Very Large Array) 
radio observations. The thermal and non-thermal emission can be separated using a Bayesian separation process 
outlined in Westcott et al. (2018) [1]. High resolution means the resulting non-thermal maps can be used to 
investigate the SFR on a spatially resolved basis, e.g., looking at SFR density, or the effect of the local morphology 
(core, arm, inter-arm spacing). As radio frequency astronomical surveys move to higher sensitivities and 
resolutions, they will begin to uncover fainter populations of galaxies. For ‘normal’ star forming galaxies, a 
calibrated radio continuum – star formation rate (RC-SFR) relation, or Condon relation [2], would allow these 
surveys to directly uncover SFRs of these galaxies through an extinction-free method.  

 

Fig. 1 – Interferometric radio continuum images of the ‘fireworks galaxy’ NGC6946 at (Left) 6 cm, (Centre) 13 cm, and 
(Right) 20 cm wavelengths. 
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Abstract: The strength of nanofiber patches need to be evaluated and validated using a reliable testing machine. This 

study introduces the design of a testing machine which has been prototyped, to evaluate the mechanical strength of 

nanofiber patches in biaxial plane mode. In parallel a finite element model was created to simulate the experiment and 

the model was validated by the experimental data obtained from the machine. 

Keywords: Poly Nanofiber Patch, Mechanical Testing Machine, Bi-Axial Tensile Test, Numerical Simulation 

Introduction 
This paper will investigate the performance of nanofibers under bi-axial tensile loading. With the increasing 

demand for nanofibers, it is crucial for accurate testing methods and machinery to be developed. This paper will 

test nanofiber specimen using a numerical and experimental method. This facilitates for the comparison of both 

sets of data and the validation of the prototype built. Nanofibers require extreme precision when being tested, 

therefore it is important for these machines to be developed and further improved. This project tests the 

performance of a prototype developed at the University of Hertfordshire by Elif Sensoy [1]. The data obtained 

from the experimental procedure is to be compared with data yielded from the numerical experiment, this gives 

insight into the behaviour of nanofiber and their behaviour under biaxial tensile loading and how failure occurs. 

This data will also allow for a deeper understanding of the mechanical properties of nanofibers. This project will 

compare two sets of data to obtain an understanding of the behaviour of nanofibers with different ply numbers 

and dimensions under biaxial tensile loading and will also allow for the validation of the prototype used 

throughout the project. 

Methods 
The material selected for testing was Polyvinylidene fluoride (PVDF) nanofiber, but due to procurement 

problems an alternative material was selected, tissue paper from Andrex. Two testing methods were performed 

to test the specimens, numerical and experimental testing. In both methods the specimens were tested biaxially 

and the dimensions of the specimens tested were 90x90mm 1 ply, 90x90mm 2 plies, 100x100mm 1 ply and 

100x100 mm 2 plies, respectively. 

Numerical method: For the numerical method the first step was to obtain the mechanical properties of the 

material, due to the company Andrex, Kimberly Clark not willing to provide the mechanical properties, they were 

acquired from research papers online where; Tensile strength 74N/m, Density 0.9 𝑔/𝑐𝑚3, Thickness 0.19 mm 

[2], Tensile Index 1.6 Nm/g, Youngs Modulus 2.8 MPa [3], and Poisson ratio 0.169 [4]. For 1 ply specimens the 

thickness was assumed to be 0.095mm. After obtaining the properties, the four-square shaped specimens were 

then modelled on CAD software Solidworks and saved as SLDPRT files to be able to use them as geometry. 

Following this on ANSYS, explicit analysis is selected as the analysis, as it is 

suitable for capturing the physics of short-duration experiences for models 

undergoing highly non-linear transient dynamic forces. A new custom 

material is then created using the mechanical properties from the research 

papers and the geometry created on Solidworks is then imported to ANSYS. 

The material is assigned to the model geometry and then meshed with an 

element size of 1 mm. An end time of 0.005 s is set in the analysis settings 

for the duration of the analysis. The boundary conditions are then set 

according to how the prototype works, where the models will be 

experiencing biaxial forces of 10 N in four different directions as shown in 

Figure 1. Finally, solution outputs total deformation, equivalent stress and 

maximum principal elastic strain are selected, and the simulation is solved. Figure 14 Force set up 
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The post processor tool is then used to evaluate and interpret the results, where contours, graphs and 

animations can be generated.  

Experimental method: For the experimental testing procedure, 

specimens of the dimensions listed above were prepared, 10 of 

each dimension, 40 specimens in total. During preparation, the 

samples should be carefully prepared to ensure than the samples 

do not sustain damage which would affect the test results. After 

preparing the specimens, the prototype is powered up and set up 

ready for testing, the specimens are then carefully secured within 

the grippers of the prototype as shown in Figure 2 and tested. The 

step-by-step procedure for testing of the specimens are as 

indicated by Sensoy et al. [1].  

Results and discussion 

Figure 3 shows the behaviour of 100x100mm 1 ply specimen under bi-axial loading where, (a) total deformation, 

(b) equivalent stress, (c) elastic strain, and (d) the tested specimen can be seen. It can be observed that the 

experimentally tested specimen in picture (d) fractures in a similar pattern to the numerically tested specimens. 

From (a), (b), (c), and (d) it can be seen that the specimen experiences more stress, strain and deformation near 

the corners, and near the centre. 

 
Figure 16 Behaviour of 100x100mm 1 ply specimen 

 

Table 1 shows the experimental results obtained 

for the 40 specimens tested on the prototype, 

where the results are quite consistent. The results 

for the 2 plies specimens are more consistent 

compared to the 1 ply specimens since the 1 ply 

specimens were obtained by separating 2 ply 

sheets, during this process some of the 1 ply 

specimens might have sustained some damage 

such as micro tears in the specimens, causing 

larger fluctuations in the results. The fluctuations 

could also be due to the embossing in the material. 

 

 

Figure 15 Prototype layout 

Table 1 Experimental results 
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Table 2 shows the test results from the experimental and numerical testing, where the experimental results are 

an average for each specimen. The experimental results show that 2 plies specimens experienced a greater 

average force to fracture than the 1 ply specimens, which is due to the thickness of the specimens. It can also 

be seen that the 100x100 1 ply specimens experience more force to fracture compared to the 90x90mm 1 ply 

specimens, this is similar for the 2 plies specimens, it is due to the size of the specimens. The 2 plies specimens 

also fracture at a greater displacement compared to the 1 ply specimens; this is due to higher strength. From 

the numerical results, it can be observed that the 1 ply specimens, 90x90mm and 100x100mm, experience more 

deformation compared to the 2 plies specimens, this demonstrates that the 2 plies specimens have higher 

mechanical strength than the 1 ply specimens, as they are being tested with the same load, the 1 ply will have a 

greater deformation. Thus, the 1 ply will fracture under smaller forces, this is due mainly to the thickness and 

size for the specimens. The variations in stress can also be observed where 90x90mm 2 plies experience more 

stress and strain than the 1 ply. The 100x100mm specimens experience less stress, deformation, and strain than 

90x90mm specimens. A difference is also seen between the 100x100mm 1 ply and 2 plies, this is due to the size 

of the specimen, larger specimens under the same force will experience less stress, deformation, and strain. 

When comparing the 2 sets of results, it can be observed that a difference in thickness or size of the specimens 

will affect the test results. Thinner or smaller specimen fracture under smaller forces. Throughout the 

experimental testing, the prototype provided consistent results except for the 1 ply specimens which have some 

larger discrepancies, this is due to micro tears or the embossing in the specimen’s microstructure. However, due 

to procurement problems for the selected nanomaterial and data limitations causing the unavailability of the 

exact mechanical properties of the test specimens, mechanical properties from research literature were used 

for testing, rendering data to data comparison not possible. However, the results obtained from simulations 

gave an insight into what to expect in the experimental results.  

Conclusion 
To conclude, both experiment methods demonstrated that the thickness and size of the specimens has a major 

impact on the behaviour of the material under stress and how defects in the specimens affect results. The data 

from the two experiments showed some similarity but were not able to be fully compared. The prototype was 

able to provide accurate and repeatable results, validating the reliability of the results obtained through the 

experimental test procedure, this could be observed from the consistency of the test results generated. 
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Abstract: ACL rupture affects lives of many athletes every year. The injury results a severe knee pain and limit the patient’s 
mobility. There are various surgical methods to treat such injuries, among them, Suspensory Fixation is considered as a non-
invasive effective method. This study presents a design for an in vivo bionic tendon clip to assist the surgeon to fix the third 
limb of tendon graft tightly to other limbs while preventing any inner fibers slippage and increasing graft strength. 

Keywords: Knee; Anterior cruciate ligament; Bionic clip, suspensory fixation; double and triple tendon grafts  

Introduction:  Double-bundle ACL reconstruction tries to recreate the anatomy of native ACL, by reconstructing 
two bundles. Some recent studies have shown there is significant anteroposterior and rotational stability with 
this technique. Double-bundle ACL reconstruction requires grafts with an approximate diameter of 7 mm, using 
autografts is preferred as it is much easier to access and in the case of athletes under 30, is the gold standard. 
The downside of autografts is the limited quantity of tissue available. One potential way to provide grafts with 
the required diameter and mechanical strength is to triple the graft. Some controlled studies including [1] have 
shown that there is no significant difference between doubled tendons and tripled whip-stitched ones, although 
it was observed that there was a notable displacement of third tendon limb, so it was then concluded that 
whipstitching third limb not only didn’t have a noticeable effect on graft stiffness but also increased the chance 
of failure. This study aims to develop a method of tightening the end of the third limb without whipstitches to 
increase stiffness and eliminate possible elongation. Such a clip must be capable of withstanding regular forces 
applied to the ACL tendon during daily activities. Attempts made to design such bionic tendon clips resulted in 
the development of six prototypes. Four of them are shown in (Fig. 1). These prototypes will be developed and 
tested in the future. 
 
Methodology: Eleven prototypes will be developed which six of them were chosen to be developed due to 
concerns regarding size and simplicity of use. Designs of these six prototypes will be developed and completed 
and some of them will be manufactured. The use of a bionic sync sheath between clip and tendons has been 
proven to increase tendon stiffness [2] thus some designs will be sync sheath compatible. The tests will be done 
on pieces of silk rope in the preliminary stages and the later tests will be done on bovine flexor tendon grafts. 

 
Fig. 1 – Schematics of 4 tendon clip designs including, Zip Tie, Flex Hose, Spring Sheath and Suture Pad 

Results: Prototypes of the clips are due to be manufactured, and the samples will be tested on dummy and 

bovine flexor tendon grafts. Following testing process, the design will be optimized.  

Conclusion: The outcome of this research may help to improve the double-bundle suspensory ACL fixation 
surgical method and shorten the process of rehabilitation. The outcome can also be used in the development of 
tendon clips suitable for other tendon injuries. 
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Abstract: The urgent need to address climate change and its adverse effects is felt worldwide. Burning fossil resources is 
primarily human responsibility and potential for emission of greenhouse gases. In other words, climate change is not only 
affecting the environment but also hurting the economy. The UK government has been decided to launch legislation to 
achieve net zero emissions by 2050. This places the UK as the first major economy to make such a commitment and follows 
the recommendations of the Committee on Climate Change's recently published 'Net Zero' report, which showed that 
eliminating emissions by 2050 is technologically feasible. However, the consumers' negative attitudes to renewable 
energy are significant barriers to developing the hydrogen economy as green energy in the UK. The public view has 
concentrated on the impacts of renewable energy on their everyday lives. Meanwhile, the future of the UK's green 
economy still appears uncertain, caused by additional risks to the future of renewable energy developments. For instance, 
for the technology to become part of the UK green energy market, the cost of production must come down. This study 
aims to evaluate the prospective migration of the current hydrocarbon fossil fuel paradigm to renewable energy feedstock 
and infrastructure.    
 

Keywords: Natural Gas System, Decarbonization, Hydrogen Production and Cost, UK’s Hydrogen Roadmap, 
PESTEL analysis  
 

Introduction  
The urgent need to address climate change and its adverse effects is felt worldwide. Burning fossil resources is 
primarily human responsibility and potential for emission of greenhouse gases. In other words, climate change 
is not only affecting the environment but also hurting the economy. The UK has commenced being pioneer by 
implementing policies in economics and society to tackle carbon emissions while reducing carbon dependence 
and emissions. However, it is among the largest consumers of natural gas globally and remains dependent on 
fossil fuel to meet their demands. A PESTLE analysis will examine the important external elements that influence 
an organisation (Political, Economic, Sociological, Technological, Environment and legal). It can be applied to a 
variety of settings and can assist people professionals and senior managers in making strategic decisions [4]. This 
analysis will identify the present state of the UK's respective PESTLE factors, and interrogate these factors based 
upon published academic literature and current industry practice and emergent developments.  
 

Method 
This study explores the PESTLE (Political, Economic, Social, Technological, Environmental & Legal) model analysis 
for moving from fossil energy to renewable energy in the UK. In this regard, following PESTLE factors has been 
considered for further analysis. 
Political and Legal: The UK government has stated that it will pass laws to attain net zero emissions by 2050. 
This makes the United Kingdom the first major economy to make such a pledge, and it follows the 
recommendations of the Committee on Climate Change's recently released 'Net Zero' study [1,] which stated 
that eradicating emissions by 2050 is technologically achievable. However, it must be considered that the 
political view has a dramatic effect on the future of renewable energy by presenting many opportunities next to 
many risks to the existing and future renewable energy developments. One of the significant risks that can 
identify is the competing interests of governmental parties on an ever-increasingly tight budget which can affect 
the process of developing the renewable energy roadmap [3]. 
Economy: The future of the UK’s green economy still appears uncertain, caused by additional risks to the future 
of renewable energy developments. For instance, for the technology to become part of the UK green energy 
market, the cost of production must come down. Economists believe that if the public sector investment has 
pledged first into renewable energy technology, they can encourage private investors to invest in the sustainable 
energy development process [3]. However, because renewable energy production is still in its infancy, it poses 
a considerable risk to investors and insurers, as seen by the "small number" of insurers now active in the field. 
Financial institutions have been limited in the amount of financing they can provide as a result of the global 
economic crisis, according to Vivid Economics, and "lending is becoming increasingly selective and examining 
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investment ideas much more thoroughly" [3]. In this regard, the UK government announced the Green Finance 
Strategy on July 2, 2019, in order to support the UK's economic policy of robust, sustainable, and balanced 
growth, as well as the delivery of our contemporary Industrial Strategy and our domestic and international 
obligations on climate change, the environment, and sustainable development. 
Social: The consumers' negative attitudes to renewable energy are significant barriers to developing the 
hydrogen economy as green energy in the UK. The public view has concentrated on the impacts of renewable 
energy on their everyday lives [2]. In this aspect, using green energy, consumer adaptation, and non-convinced 
of safety of using sustainable energy such as Hydrogen is very low, which can directly affect the green energy 
market. According to the study made by Starostka-Patyk et al., enhancing the transparency of social and 
environmental factors can increase social responsibility by utilising renewable energy. Meanwhile, residents' 
awareness can be raised by education and cognitive initiatives, which can help to remove the aforesaid hurdles 
[5]. 
Technology: Technological risks of sustainable energy can mitigate by using cooperating design steps, 
knowledge from other industries' development plans, and monitoring. The present risks include installation, 
commissioning, network connection, maintenance, removal, and recycling.  
Environmental: To reduce greenhouse gas emissions, air pollution, and acid rain damage, the UK government 
has committed to meeting EU climate change targets, as well as providing and transferring FOCIL Fuel using 
renewable energy. The Department for Environment, Food and Rural Affairs (DEFRA) which oversees 
environmental policy and regulations, particularly those relating to renewable energy and its contribution to 
economic growth. DEFRA is aided in its work by a variety of governmental bodies, many of which are interested 
in sustainable energy Fuel and Technology, allowing them to tap into a wider spectrum of knowledge [6]. 
 

Result and conclusion 
The findings show that changes to legislation and government policies, such as establishing a market for low-
carbon gases, consumer adaptability and motivation programmes, carbon taxes, energy security and supply, and 
renewable energy generation, are all economically viable. However, the outcomes of this study show that there 
are various stakeholders who are involved in multiple areas of the PESTLE analysis and could influence the 
market's development on their own. With involvement in finance, regulation, the environment, legislation, and 
a social commitment to the public, the UK government is possibly the most important of these stakeholders. At 
the very least, the near-term future will be positive if they continue to invest in the renewable energy sector. 
The ideal strategy for developers to manage risk, according to this literature review, is to analyse each 
development stage separately, considering all risks and stakeholders present at that time. The developers should 
move on to the next level after all hazards at that stage have been addressed to a sufficient degree. 
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Abstract: Designing a tree root protection or sidewalk support cell with sufficient strength is a challenging problem. Super 

Laminate Fiber Reinforced Plastic (SLFRP), with a customized pattern of fabrics and layer can improve the structure loading 

ability. The current study is intended to develop a new type of sustainable and cost-effective soil cells support system 

using a super laminate method. Therefore, a Finite Element Model was created, and a typical soil cell structure was 

reinforced using Carbon Super Laminate (CSL). Furthermore, a parametric optimization approach was used to improve the 

design parameter. The result of the current study shows that the CSL Fiber Reinforced Plastic process is an effective 

method to improve the strength of urban tree root protection system.  

Keywords: Tree root protection, Soil support cell, Carbon super laminate, Numerical simulation 

Introduction 
Tree roots are opportunistic, seeking out favorable growing conditions in urban green spaces whereas tree root 

systems can damage sidewalk, street and parking lot [1]. While having maximum empty space for root growth, 

they must have sufficient strength [2]. Market research indicates there is growing demand for planting mature 

trees in urban areas worldwide. This research is intended to develop a new type of sustainable and cost-effective 

soil support system by reinforcement of columns with Carbon Super Laminate (CSL). ‘Super laminates’ are a new 

generation of Fiber reinforced polymer (FRP) products. Sheets of carbon fabric up to 60 inches (1.5m) wide are 

saturated with resin and passed through a press that applies uniform heat and pressure to produce the laminate 

[3]. The FRP composites have attracted significant attention in repairing existing and deteriorating structures 

since the traditional rehabilitation techniques have several limitations in terms of durability, self-weight and 

complex installation process [4-5]. The aim of this research is to review and compare the Soil Support Cells (SSC) 

in two simple models and reinforced with CSL, under pressure test load. 

Material Properties: 
The SCC main material is polypropylene. The mechanical properties of this material are listed in the table 1. The 

super laminate that will be used to reinforce the column is QuakeWrap® B20C. QuakeWrap® B20C is a high-

strength biaxial carbon fabric with equal strength in 0° and 90° directions. The fabric is black and is impregnated 

in the field using epoxy QuakeBond™ 300SR Saturating Resin to form a carbon fiber reinforced polymer (CFRP) 

used to strengthen structural elements. The fabric weighs 20oz/yd2 (678 g/m2). The mechanical properties of 

this super laminate are listed in the table 2. 

 

Table 4: Polypropylene mechanical properties [6]         Table 2: Super Laminate mechanical properties [7] 

Properties 

(Unit) 

 

Yang 

Modulus 

(MPa) 

Poisson 

ratio 

Yield 

Strength 

(MPa) 

Value 1461 0.4087 34.6 

 

FEM Modeling 

The Soil Support Cells (SSC) Model is shown in (Fig. 1.a). This model has four columns that are designed to 

withstand axial load. The desired load for each column is 100 KN, which according to the surface area of the 

sheet, a pressure of 1.112 MPa is applied to the sheet surface. The fix support boundary condition is also applied 

on the surface of the sheet on the other side of the column. Also, the symmetry boundary condition is used to 

apply the symmetry boundary conditions, which are located in the X and Y directions on both sides. 

𝐸𝑟𝑟  

(MPa) 

𝐸𝜃𝜃 

(MPa) 

𝐸𝑧𝑧 

(MPa) 

𝜈𝑟𝜃

= 𝜈𝑟𝑧 
𝜈𝜃𝑧 

𝐺𝑟𝜃 = 𝐺𝑟𝑧 

(MPa) 

𝐺𝑧𝜃 

(MPa) 

8500 63600 53500 0.25 0.04 13320 18000 
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Figure1. Soil Support Cells (SSC) Model(a), Von Mises stress distribution in The SSC model without reinforcement(b), Von 

Mises Stress distribution in the reinforced SSC model with CSL(c) 

The (figure 1.b) illustrates the Von Mises stresses of the SSC model under pressure. As can be seen, the maximum 

stress at the edge of the column is about 122 MPa. The stress level in the middle of the column is about 64 MPa. 

To reinforce the column of SSC model, a Carbon super-laminate with a thickness of 1.92 mm has been used. The 

(figure1.c) shows the Von Mises stresses of the SSC model with reinforcement; therefore, the maximum stress 

at the upper edge of the column (location of stress concentration) has reached about 59 MPa and demonstrates 

a 50% reduction in stress compared to the previous model. Von Mises stress values in the middle of the column 

have also been reduced from about 65 MPa in the previous model to about 3 MPa. 

Conclusions 
Results of the analyses of Von Mises stress in the Soil Support Cells modeling for two cases of polypropylene cell 

and the cell reinforcing with Carbon super laminate are presented in this paper. The use of super laminate to 

reinforce the column of the SSC model results in a 50% reduction in von Mises stress (at the stress concentration 

point of the column edge stress) and a reduction from 64 MPa to about 3 MPa in the middle column area. As 

observed in the results, the value of stress in the model without reinforcement is much higher than the strength 

of polypropylene. The stress values in the frame model with the reinforced columns at the stress concentration 

points are invalid. But with a small distance from the stress concentration points of the column edges, the stress 

values are drastically reduced to much less than the strength of polypropylene. This indicates that the goal of 

the reinforcement of the SSC model has been maintained successfully. 
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