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Syzygy modules for dihedral groups

J. D. P. Evans

School of Computing, Electronics and Mathematics, Coventry University, Coventry, UK

ABSTRACT
Let p be an odd prime and K ¼ Z½D2p� the integral group ring of the dihe-
dral group D2p of order 2p. The syzygies XrðZÞ are the stable classes of
the intermediate modules in a free K-resolution of the trivial module. We
will discuss explicitly the interaction of the stable syzygies under � �Z � :
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Throughout, p will be an odd prime and Cp the cyclic group of order p generated by x. We then
denote the dihedral group of order 2p by D2p whose description can be written thus

D2p ¼ hx, y j xp ¼ y2 ¼ 1, yxy�1 ¼ xp�1i:
The integral group ring of D2p will then be denoted by K ¼ Z½D2p�, unless stated otherwise.
Throughout, we work with finitely generated right modules and say that two K-modules

M, M0 are stably equivalent (written M � M0) when M�Ka ffi M0 �Kb for some integers
a, b � 0: We denote the set of isomorphism classes of modules M0 such that M0 � M by ½M�
and call this the stable module of M. Next consider the following free resolution,

� � � ! Fnþ1 !@nþ1
Fn ! � � � ! F2 !@2 F1 !@1 F0 !@0

Z,

where Z is the trivial K-module and each Fi is finitely generated and free. The syzygy modules
ðJrÞr�1 are defined to be the intermediate modules

Jr ¼ Imð@rÞ ¼ Kerð@r�1Þ:
The stable syzygy XrðZÞ is then defined to be the stable class ½Jr� of any such Jr. It is a straight-

forward consequence of Schanuel’s Lemma (cf. [5], p. 94) that XrðZÞ is independent of the choice
of free resolution.

Our goal in what follows is to explicitly discuss the interaction of the above stable syzygies
under the tensor product ��Z � : In the hope of maintaining as succinct a notation as possible,
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we shall hereafter drop the subscript Z wherever it shall cause no confusion to do so. The key
point is that the syzygies decompose into indecomposable modules representing what we may
think of as the x-strand and the y-strand. For clarity, we denote the modules representing the x-
strands of X0ðZÞ, X1ðZÞ, X2ðZÞ, X3ðZÞ as K, P, L, R, respectively.

Theorem A. Let K ¼ Z½D2p� where p ¼ 2nþ 1 is prime. For K as above, we will show that K acts
as the identity within the stable class under the tensor product; that is, K � X ffi X�Ka for some
a � 0, and where X is either K, P, L or R.

Theorem B. Let K ¼ Z½D2p� where p ¼ 2nþ 1 is prime. For K, P, L, R as above, the following
identities hold:

	 P � P ffi L�Kn�1;
	 P � L ffi R�Kn;
	 P � R ffi K�Kn�1:

Using Theorems A and B it follows immediately that the x-strand of the stable syzygies XrðZÞ
(r ¼ 0, 1, 2, 3) forms a cyclic group with identity ½K� and generated by ½P�:

1. Preliminaries 1: the syzygies of cyclic groups

Throughout, we work with Z½G�-lattices, i.e. Z½G�-modules whose underlying abelian group is
finitely generated and free. When M, N are Z½G�-lattices of ranks m, n, respectively, the tensor
product M � N is a Z½G�-lattice of rank mn with G-action given by ð� � xÞg ¼ �g � xg:
Working with lattices confers several advantages, notably that the dual of a short exact sequence
of Z½G�-lattices is again a short exact sequence of Z½G�-lattices (in which the arrows are reversed).
This property extends to exact sequences of finite length (see [4], pp. 117-118). We denote the
category of finitely generated Z½G�-lattices by FðZ½G�Þ:

We first discuss the stable syzygies of Z½Cp�: There are only two such stable syzygies, reflecting
the fact that Cp has period two. Indeed, it is the only such group to have free period two (see [9],
Lemma 5.2, p.205). Whereas the result of this section is certainly well-known, the explicit con-
struction of the isomorphism does not seem to appear in the literature.

As there is no benefit to working with prime numbers, we shall instead work with cyclic
groups of order n � 1: To avoid confusion, it is stressed that for later sections, we will be work-
ing with n¼ p, prime. Furthermore, we shall frequently write p ¼ 2nþ 1 in these later sections.
The n in this description should not be confused with the n used in this section.

We describe the cyclic group of order n as Cn ¼ hx j xn ¼ 1i and set K0 ¼ Z½Cn�: There is a
free resolution of period two given by:

0 ! Z!�


K0!x�1

K0!� Z ! 0

where � is the augmentation map, and �
 is its dual. We denote the augmentation ideal of K0 by
IC ¼ kerð�Þ: We can now read off the syzygies from the above as follows:

XrðZÞ ¼ Z, r � 0ðmod 2Þ;
IC, r � 1ðmod 2Þ:

�
We will show the following:

IC � IC ffi Z�Kn�2
0 : (1.1)

Recall that IC can be written, IC ¼ spanZfx� 1, x2 � 1, :::, xn�1 � 1g: In particular rkZðICÞ ¼
n� 1: Consider the exact sequence, 0 ! IC !i K0 !� Z ! 0 and dualize,

0 ! Z!�


K0 !i



I
C ! 0
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where �
ð1Þ ¼ R ¼Pn�1
r¼0 x

r is central. Therefore, Imð�
Þ is the two-sided ideal of K0, generated
by R. Consequently, we identify I
C with K0=ðRÞ, which is naturally a ring. Next, we put �r ¼
i
ðxrÞ where �0 ¼ 1, and observe that we can write �r ¼ ð�1Þr ¼ �r: If we think of I
C as a
K0-module, then I
C has a Z-basis f1, �, �2, :::, �n�2g, in which we have �n�1 ¼ �1� � � � � � �
�n�2 and the action of x is to multiply by �. It is well-known that ICffiK0I



C: However, once we

introduce the y-action of D2p it will be beneficial to distinguish between IC and I
C:
Now, if n¼ 2 then (1.1) is immediate. We, therefore, let n � 3 and define the following for

1 � r � n� 2 :

VðrÞ ¼ spanZf�rþk � �k j 0 � k � n� 1g  I
C � I
C:

Proposition 1.2. For each 1 � r � n� 2, we have VðrÞ ffi K0:

Proof. Consider the map fr : K0 ! VðrÞ which sends xk 7! �rþk � �k: This map is clearly surjec-
tive by the definition of V(r). Thus, to show f is an isomorphism it suffices to show the defining
set of V(r) is linearly independent. This is straightforward and so the details are omitted. The
reader is directed to [2] for a full proof. w

Proposition 1.3. For any 1 � r � n� 2,

VðrÞ \ ðVð1Þ þ � � � þ Vðr � 1Þ þ Vðr þ 1Þ þ � � � þ Vðn� 2ÞÞ ¼ f0g:
Again, this is straightforward to check. The reader is directed to [2] for the details.
We now set V ¼ Vð1Þ� � � � �Vðn� 2Þ and observe that rkZðVÞ ¼ nðn� 2Þ: Thus, rkZððI
C �

I
CÞ=VÞ ¼ 1: By considering the underlying abelian group of ðI
C � I
CÞ=V, we see that this is iso-
morphic to Z� ðfinite abelianÞ: However, in [2] it was shown that ðI
C � I
CÞ=V is torsion free, and
so is isomorphic to Z: Consider the basis f�i � �j j 0 � i, j � n� 2g of I
C � I
C: By performing
elementary basis transformations (see Proposition 4.11), this can be replaced by the following basis:

f�rþk � �k j 1 � r � n� 2, 0 � k � n� 1g [ fTg,
where

T ¼ 1� 1 þ 1� � þ 1� �2 þ � � � þ 1� �n�2

þ � � � þ � � �2 þ � � � þ � � �n�2

þ �2 � �2 þ � � � þ �2 � �n�2

. .
. ..

.

þ �n�2 � �n�2:

So ðI
C � I
CÞ=V is generated by \ðTÞ, where \ : I
C � I
C ! ðI
C � I
CÞ=V is the natural surjection. It
is clear that T 2 I
C � I
C but T 62 V , and that Tx ¼ T, thereby showing that x acts trivially on
ðI
C � I
CÞ=V: Since x clearly acts trivially on Z, our isomorphism extends to one over K0,
i.e. ðI
C � I
CÞ=VffiK0Z:

For notational convenience, we shall adopt the slight abuse of notation by writing T for the
monogenic module of rank 1. The above arguments have shown the existence of the following
short exact sequence, 0 ! V ! I
C � I
C ! T ! 0: By dualizing and using the self-duality of V ffi
Kn�2

0 and T ffi Z, we, therefore, arrive at the desired isomorphism:

Proposition 1.4. IC � IC ffi T�V ffi Z�Kn�2
0 :

2. Preliminaries 2: useful results for dihedrals

We now summarize several results found in [6]. We find it useful to write p ¼ 2nþ 1, however, the
reader is once again reminded that this n is not the same n as the previous section. As we shall see,
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many of our calculations will not overtly require 2nþ 1 to be prime. Rather, the necessity of this is to
ensure our syzygies are periodic, and to ensure our modules of interest are indecomposable.

Hereafter, we write K ¼ Z½D2p� and K0 ¼ Z½Cp�: Associated to K0 is the canonical injection i :
K0,!K: From this we can induce two maps on the categories of finitely generated lattices, i
 :
FðKÞ ! FðK0Þ and i
 : FðK0Þ ! FðKÞ, where i
 is given by restricting scalars to K0, and i
 is
given by extending scalars; that is, i
ðMÞ ¼ M�K0K: Similarly, we have the canonical injection j :
Z½C2�,!K and this too induces two maps on the categories of finitely generated lattices. Both the
restriction and extension of scalars functors have easily verified properties; they are additive,
exact, and take free modules to free modules. In addition, the restriction and extension of scalars
functors arise in the context of the well-known Eckmann-Shapiro relations. An exposition of
these relations in our context can be found in Appendix B of [5]. A related result is sometimes
referred to as the ‘projection formula for Frobenius reciprocity’ in the literature (see [1]).

Proposition 2.1 (Frobenius Reciprocity). Let i : H  G be the inclusion map of the subgroup H
into a finite group G. If M is a Z½H�-module, and N is a Z½G�-module, then there exists an iso-
morphism u : i
ðMÞ�ZN!’ i
ðM�Zi
ðNÞÞ:

The augmentation ideal of K will be denoted by IG, and the augmentation ideals of K0 and
Z½C2� will be denoted by IC and I2, respectively. By ½aÞ we mean the right ideal generated by a;
that is ½aÞ ¼ fak j k 2 Kg: In particular, any ideal in K is a K-lattice.

In keeping with the notation of [6] we set,

p ¼ ðxn � 1Þðy� 1Þ (2.2)

~q ¼ ðy� 1Þðx� 1Þ: (2.3)

We then define

P ¼ pÞ, R ¼ ~qÞ:½½ (2.4)

The author stresses the importance of the expressions denoted by p and ~q: In addition, we
write Rx ¼ 1þ xþ � � � þ x2n, which we observe is central in K.

Proposition 2.5. The ideal ½x� 1Þ decomposes as a direct sum ½x� 1Þ ¼ P�R:
We provide two alternative descriptions for P and R using the results of Section 1. We saw

that I
C has a Z-basis, f�r j 0 � r � 2n� 1g where 1þ � þ � � � þ �2n ¼ 0: The action of Cp on I
C
may be extended in one of two ways to an action of the dihedral group:

	 Either: mr � y ¼ m�r ¼ m2nþ1�r for 0 � r � 2n� 1;
	 or: mr � y ¼ �m�r ¼ �m2nþ1�r for 0 � r � 2n� 1:

Under the former, we denote ðI
CÞþ, and under the latter we denote ðI
CÞ�:

Proposition 2.6. P ffi ðI
CÞ� and R ffi ðI
CÞþ:

Proof. We use the classification result in Section 5 of [6]. Take �0 2 ðI
CÞ� and note that �0 � xr ¼
�r: Moreover, �0 � y ¼ ��0 by our choice of Galois action. Thus, Johnson’s Mð�Þ property is sat-
isfied. It remains to show the MðRÞ property. Let a 2 ðI
CÞ� be written as a ¼ Rrar�r: Since
1þ � þ �2 þ � � � þ �2n ¼ 0,

�rRx ¼ �rð1þ xþ x2 þ � � � x2nÞ ¼ �r þ �rþ1 þ �rþ2 þ � � � þ �rþ2n ¼ �rð1þ � þ �2 þ � � � þ �2nÞ
¼ 0:

From this we can clearly deduce MðRÞ is satisfied and P ffi ðI
CÞ�, as required. A similar argu-
ment shows R ffi ðI
CÞþ: w
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Note, P and R are not isomorphic as K-modules, nor even stably isomorphic. Nevertheless,
P
 ffi R and R
 ffi P: Next, we define the modules K and L to be

K ¼ Rx, y� 1Þ and L ¼ Rx, yþ 1Þ:��
(2.7)

In [6], it was shown that both K and L have Z-rank 2nþ 2, and that K=K ffi R and K=L ffi P:
Finally, both K and L are self-dual; that is K
 ffi K and L
 ffi L:

3. The module K acts as the identity

With the preliminary legwork complete, we now show Theorem 1; that is, we show

K � ? ffi ?�Kr (3.1)

for some r � 0 and where ? ¼ K, P, L, R: In [6] it was shown K has a Z-basis given by fðy�
1Þxi j 0 � i � 2ng [ fRxg: Define K0 ¼ spanZfðy� 1Þ, ðy� 1Þx, :::, ðy� 1Þx2ng so that K=K0 is
represented by the class of Rx. Observe Rx � x ¼ Rx and Rx � y ¼ ðy� 1ÞRx þ Rx ¼ Rx in K=K0:
Thus, x and y act trivially on K=K0 and it is, therefore, isomorphic to Z: In particular, we have
an exact sequence of the form 0 ! K0 ! K ! Z ! 0: Recall j : Z½C2�,!K: It is straightforward
to show

j
ðI2Þ ffi y� 1Þ:�
(3.2)

Likewise, ½yþ 1Þ, can be thought of as an induced module of Z: Observe that both ½y� 1Þ
and ½yþ 1Þ are self-dual, but are not isomorphic, as K-modules.

We now show K acts as the identity within the stable class of our cyclic group of order 4.
Observe that tensoring with any of the P, R, K or L yields the exact sequence

0 ! K0 � ? ! K � ? ! ? ! 0:

Proposition 3.3. j
ðPÞ ffi j
ðRÞ ffi Z½C2�n:
Proof. Consider the exact sequence 0 ! IC ! K0 ! Z ! 0, and apply the exact functor i
ð�Þ to
yield 0 ! i
ðICÞ ! K ! Z½C2� ! 0: Next, observe that the induced module i
ðICÞ is simply
another description of ½x� 1Þ: So, using the isomorphism ½x� 1Þ ffi P�R (see Proposition 2.5),
we have the following exact sequence,

0 ! R� P ! K ! Z C2½ � ! 0:

Now apply the exact functor j
ð�Þ,
0 ! j
ðR�PÞ ! Z C2½ �2nþ1 ! Z C2½ � ! 0:

This sequence splits and we observe j
ðR� PÞ is stably free of rank 2n. Furthermore, as C2 sat-
isfies the Eichler condition (see [5], pp. 175–176), j
ðR�PÞ is free by Swan-Jacobinski (see [3, 8,
10]). Hence, both j
ðRÞ and j
ðPÞ are projective Z½C2�-modules of equal Z-rank. Since
~K0ðZ½C2�Þ ¼ 0 (see, for example, [7]), any projective module is necessarily stably free. Using
Swan-Jacobinski once more, j
ðPÞ and j
ðRÞ are both free, each of rank n. w

Proposition 3.4. K � RðiÞ ffi RðiÞ�Kn, for 1 � i � 2 where Rð1Þ ffi P and Rð2Þ ffi R:

Proof. Consider the following exact sequence,

0 ! K0 � RðiÞ ! K � RðiÞ ! RðiÞ ! 0:

Note that K0 is simply ½y� 1Þ: So, by using (3.2), two applications of Frobenius Reciprocity
(Proposition 2.1), and Proposition 3.3, we have the following isomorphism:
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j
ðI2Þ � RðiÞ ffi j
ðI2 � j
ðRðiÞÞÞ ffi j
ðZ C2½ �nÞ ffi Kn:

Replacing this in the above exact sequence we, therefore, get

0 ! Kn ! K � RðiÞ ! RðiÞ ! 0

which splits, yielding K � RðiÞ ffi RðiÞ�Kn, as required. w

Proposition 3.5. j
ðKÞ ffi Z½C2�nþ1:

Proof. Start with the following exact sequence, 0 ! K ! K ! R ! 0 and apply j
ð�Þ,
0 ! j
ðKÞ ! Z C2½ �2nþ1 ! j
ðRÞ ! 0:

By Proposition 3.3, we know j
ðRÞ ffi Z½C2�n and so the above exact sequence splits, yielding
j
ðKÞ�Z½C2�n ffi Z½Cn�2nþ1, i.e. j
ðKÞ is stably free of rank nþ 1. Since stably free modules are
free over Z½C2� (Swan-Jacobinski), j
ðKÞ ffi Z½C2�nþ1, as required. w

A similar argument shows the following:

Proposition 3.6. j
ðLÞ ffi Z½C2�nþ1:

Proposition 3.7. K � Ki ffi Ki �Knþ1, for 1 � i � 2 where K1 ¼ L and K2 ¼ K:

Proof. Consider the exact sequence,

0 ! K0 � Ki ! K � Ki ! Ki ! 0:

Using Frobenius Reciprocity and Propositions 3.5 and 3.6, we have

j
ðI2Þ � Ki ffi j
ðI2 � j
ðKiÞÞ ffi j
ðZ C2½ �nþ1Þ ffi Knþ1:

For each 1 � i � 2, the above exact sequence now splits, yielding K � Ki ffi Ki�Knþ1: w

Evidently, Theorem 1 follows directly from Propositions 3.4 and 3.7.

4. P�P� L
In this section, we show

P � P ffi L�Kn�1: (4.1)

Recall Section 1 in which we showed I
C � I
CffiK0T�V, where V ¼ Vð1Þ� � � � �Vð2n� 1Þ
and VðrÞ ¼ spanZf�rþk � �k j 0 � k � 2ng: Moreover, in Section 2 we introduced the following
action of y, �r � y ¼ ��2nþ1�r: As before, f�r j 0 � r � 2n� 1g is a Z-basis for I
C, and under
this action ðI
CÞ� ffi P: We first construct the free part by showing that for r � 2,

Vr ¼ VðrÞ þ Vð2nþ 1� rÞ is a K�module, and Vr ffi K:

Proposition 4.2. Define W to be the ð2nþ 1Þ � ð2nþ 1Þ matrix where

Wij ¼
1, i ¼ 1, j ¼ 2nþ 1;
1, j ¼ i� 1, 2 � i � 2nþ 1;
0, o=w:

8<
:

Then qVr
ðx�1Þ ¼ W 0

0 W

� �
:
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Proof. Label

ei ¼ �rþi�1 � �i�1, 1 � i � 2nþ 1
eð2nþ1Þþi ¼ �2n�rþi � �i�1, 1 � i � 2nþ 1:

Then e2nþ1 � x ¼ �r � 1 ¼ e1 and for 2 � i � 2nþ 1, ei � x ¼ �rþi � �i ¼ eiþ1: Likewise, we
have e4nþ2 � x ¼ �2nþ1�r � 1 ¼ e2nþ2: In general, for 2 � i � 2nþ 1, x acts on eð2nþ1Þþi by
eð2nþ1Þþi � x ¼ �2nþ1�rþi � �i ¼ eð2nþ1Þþiþ1: The result now follows. w

Proposition 4.3. Define the matrix U by

Uij ¼
1, i ¼ j ¼ 1;
1, j ¼ 2nþ 3� i, 2 � i � 2nþ 1;
0, o=w:

8<
:

Then qVr
ðyÞ ¼

�
0 U
U 0

�
:

Proof. With the ei, eð2nþ1Þþi as defined above, first observe e1 � y ¼ �2nþ1�r � 1 ¼ e2nþ2: Now con-
sider y acting on a general basis element of V(r) for 2 � i � 2nþ 1,

ei � y ¼ ð�rþi�1 � �i�1Þy ¼ ð�2nþ2�r�i � �2nþ2�iÞ ¼ ð�2n�rþð2�iÞ � �2nþ2�iÞ ¼ e2nþ1þð2nþ3�iÞ:

Next, let y act on the basis elements of Vð2nþ 1� rÞ: As before, we have
e2nþ2 � y ¼ �r � 1 ¼ e1: For a general basis element 2 � i � 2nþ 1,

e2nþ1þi � y ¼ ð�2n�rþi � �i�1Þy ¼ �rþð2nþ2�iÞ � �2nþ2�i ¼ e2nþ3�i:

w

Proposition 4.4. With W as defined above qregðx�1Þ ¼
�
W 0
0 W

�
:

Proof. Set

fi ¼ xi�1, 1 � i � 2nþ 1
f2nþ1þi ¼ yxi�1, 1 � i � 2nþ 1:

Clearly, f2nþ1 � x ¼ 1 ¼ f1 and fi � x ¼ xi ¼ fiþ1 for 1 � i � 2n: Similarly, f4nþ2 � x ¼ y ¼
f2nþ2 and f2nþ1þi � x ¼ yxi ¼ fð2nþ1Þþiþ1: The result now follows. w

Proposition 4.5. With U as defined above, qregðyÞ ¼
�

0 U
U 0

�
:

Proof. Let fi, f2nþ1þi be as above. First observe f1 � y ¼ y ¼ f2nþ2: For a more general element
where 2 � i � 2nþ 1, we have fi � y ¼ xi�1y ¼ yx2nþ2�i ¼ fð2nþ1Þþ2nþ3�i: Similarly f2nþ2 � y ¼ 1 ¼
f1: For a more general element, f2nþ1þi � y ¼ yxi�1y ¼ x2nþ2�i ¼ f2nþ3�i: w

Proposition 4.6. For r � 2,Vr ¼ VðrÞ þ Vð2nþ 1� rÞ ffi K:

Proof. Immediate since qVr
ðgÞ ¼ qregðgÞ for all g 2 D4nþ2, by Propositions 4.2 - 4.5. w

We are, therefore, left with T þ Vð1Þ which can be used to give us L: Consider the following
map w : I
C � I
C ! Z defined by,

�r � �s 7!
1, if r ¼ sþ 1;
�1, if s ¼ r þ 1;
0, if jr � sj 6¼ 1

8<
:

where Z is taken to mean the trivial K0-module and 0 � r, s � 2n� 1:
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Proposition 4.7. The map w, as defined above, is a K0-homomorphism.

Proof. It is straightforward to check w is well defined and a Z-homomorphism. By applying the
x-action, note that wð�rx� �sxÞ ¼ wð�rþ1 � �sþ1Þ ¼ wð�r � �sÞ ¼ wð�r � �sÞ x since x acts trivi-
ally. We, therefore, conclude that w is a K0-homomorphism. w

Proposition 4.8. The map w : ðICÞ� � ðICÞ� ! Z� induced from w above, is a K-homomorphism.

Proof. Consider how w behaves on �r � �s: By Proposition 4.7, we need only consider the y-
action. There are three cases to consider:

ðaÞ r ¼ sþ 1, ðbÞ s ¼ r þ 1, ðcÞ jr � sj 6¼ 1:

For (a) we have the following:

�sþ1y� �sy ¼
�
X2n�1

i¼0

�i � 1, s ¼ 0;

��2n�1 �
X2n�1

i¼0

�i, s ¼ 1;

�2n�s � �2nþ1�s, 2 � s � 2n� 2:

8>>>>>><
>>>>>>:

As such,

w �
X2n�1

i¼0

�i � 1

 !
¼ wð�1� 1� � � 1� � � � � �2n�1 � 1Þ ¼ �1,

w ��2n�1 �
X2n�1

i¼0

�i

 !
¼ wð��2n�1 � 1� � � � � �2n�1 � �2n�2 � �2n�1 � �2n�1Þ ¼ �1,

and finally wð�2n�s � �2nþ1�sÞ ¼ �1: In each case, y acts by �1 when r ¼ sþ 1: A similar argu-
ment applies to s ¼ r þ 1:

When jr � sj 6¼ 1 there are the following possibilities:

�ry� �sy ¼

1� 1, r ¼ s ¼ 0;
1� �2nþ1�s, r ¼ 0, 2 � s � 2n� 1;
�2n � �2n, r ¼ s ¼ 1;
�2n � �2nþ1�s, r ¼ 1, 3 � s � 2n� 1;
�2nþ1�r � 1, 2 � r � 2n� 1, s ¼ 0;
�2nþ1�r � �2n, 3 � r � 2n� 1, s ¼ 1;
�2nþ1�r � �2nþ1�s, 2 � r, s � 2n� 1:

8>>>>>>>><
>>>>>>>>:

The only cases that do not obviously go to zero are those involving �2n: For �2n � �2nþ1�s

observe 2 � 2nþ 1� s � 2n� 2: It is clear that both r � ð2nþ 1� sÞ ¼ 1 and ð2nþ 1� sÞ �
r ¼ 1 occurs as r varies between 0 and 2n� 1: Hence, the þ 1 and �1 cancel each other out and
the effect is that �2n � �2nþ1�s is sent to zero. Likewise, �2nþ1�r � �2n is sent to zero.

For the case �2n � �2n, we sum over all �r � �s where both r, s vary as above. By the above
remark, we are left with elements of the form 1� �s and �2n�1 � �s where 0 � s � 2n� 1: The
only elements sent to something other than zero in the former is of the form 1� �, and in the
latter �2n�1 � �2n�2: These are clearly sent to �1 and 1, respectively, and, therefore, cancel. It fol-
lows that w will map each of the above elements to zero when jr � sj 6¼ 1: Consequently, y acts
by �1 and w : ðI
CÞ� � ðI
CÞ� ! Z� is a K-homomorphism. w

Let V 0 ¼ Vð2Þ þ � � � þ Vð2n� 1Þ and observe that V 0 is free and V 0  KerðwÞ: Let
\ : ðI
CÞ� � ðI
CÞ�
� �! ðI
CÞ� � ðI
CÞ�

� �
=V 0
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be the natural map and restrict w to ½ðI
CÞ� � ðI
CÞ��=V 0: Then the following is exact,

0 ! KerðwÞ ! ðI
CÞ� � ðI
CÞ�
� �

=V 0 !w Z� ! 0: (4.9)

To emphasize which part of ðI
CÞ� � ðI
CÞ� remains when we quotient by V 0, we write this as
\ðT þ Vð1ÞÞ: Observe that the sum T þ Vð1Þ will not be direct over K. We now prove:

Proposition 4.10. KerðwÞ ¼ spanZf\ð�i � �iÞ j 0 � i � 2ng:
To do so, we first prove several preliminary results.

Proposition 4.11. For each j 2 f0, 1, :::, p� 1g, \ð�j � �jÞ ¼ \ðTÞ þPjþp�2
i¼jþ1 \ð�iþ1 � �iÞ:

Proof. Start with the case j¼ 0 in which we successively subtract the ‘columns’ from T.

1� 1 ¼ T þ �p�1 � �p�2 � ð1þ � þ � � � þ �p�3Þ � �p�3 � � � �
� � � � ð1þ � þ � � � þ �iÞ � �i � � � � � ð1þ �Þ � �

¼ T þ �p�1 � �p�2 þ ð�p�1 þ �p�2Þ � �p�3 þ � � �
� � � þ ð�p�1 þ � � � þ �iþ1Þ � �i þ � � � þ ð�p�1 þ � � � þ �2Þ � �

¼ T þ
Xp�2

i¼1

ð�p�1 þ � � � þ �iþ1Þ � �i:

However, �iþk � �i 2 VðkÞ for some 1 � k � p� 2: Thus, \ð1� 1Þ ¼ \ðTÞ þPp�2
i¼1 \ð�iþ1 � �iÞ:

Now suppose we have shown the result for j 2 f0, :::, p� 2g, i.e. we have shown \ð�j�1 �
�j�1Þ ¼ \ðTÞ þPjþp�3

i¼j \ð�iþ1 � �iÞ: We need to show the result holds for \ð�j � �jÞ: The result
will then follow from a straightforward inductive argument.

\ðTÞ þ
Xjþp�2

i¼jþ1

\ð�iþ1 � �iÞ ¼ \

�
�j�1 � �j�1 �

Xjþp�3

i¼j

�iþ1 � �i þ
Xjþp�2

i¼jþ1

�iþ1 � �i
�

¼ \ð�j�1 � �j�1 � �jþ1 � �j þ �j�1 � �j�2Þ
¼ \ð�j�1 � ð�j�1 þ �j�2Þ � �jþ1 � �jÞ
¼ \ð��j�1 � ð1þ � þ � � � þ �j�3 þ �j þ � � � þ �p�1Þ � �jþ1 � �jÞ
¼ \ð�ð�j�1 þ �jþ1Þ � �j � �j�1 � ð1þ � þ � � � þ �j�3 þ �jþ1 þ � � � þ �p�1ÞÞ
¼ \ðð1þ � þ � � � þ �j�2 þ �j þ �jþ2 þ � � � þ �p�1Þ � �j�
� �j�1 � ð1þ � þ � � � þ �j�3 þ �jþ1 þ � � � þ �p�1ÞÞ

¼ \ð�j � �j þ ð1þ � þ � � � þ �j�2 þ �jþ2 þ � � � þ �p�1Þ � �j�
� �j�1 � ð1þ � þ � � � þ �j�3 þ �jþ1 þ � � � þ �p�1ÞÞ:

(*)

It remains to show ð1þ � þ � � � þ �j�2 þ �jþ2 þ � � � þ �p�1Þ � �j and ��j�1 � ð1þ � þ � � � þ
�j�3 þ �jþ1 þ � � � þ �p�1Þ both belong in V 0: This is left to the reader. w

Corollary 4.12.
	 \ðm2 � m2Þ � \ð1� 1Þ ¼ \ð1� mp�1Þ þ \ðm� 1Þ � \ðm2 � mÞ � \ðm3 � m2Þ;
	 For 3 � j � p� 4, \ðmjþ1 � mjþ1Þ � \ðmj � mjÞ ¼ \ðmj � mj�1Þ � \ðmjþ2 � mjþ1Þ;
	 \ðmp�1 � mp�1Þ � \ðmp�2 � mp�2Þ ¼ \ðmp�2 � mp�3Þ � \ð1� mp�1Þ:
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Proof of Proposition 4.10. Clearly X ¼ spanZf\ð�i � �iÞ j 0 � i � p� 1g  KerðwÞ: For the con-
verse, suppose v 2 KerðwÞ and write v ¼Pp�1

r¼0 ar\ð�rþ1 � �rÞ þ aT\ðTÞ, where ar, aT 2 Z: By
the results of Proposition 4.11, we can rewrite \ðTÞ as \ðTÞ ¼ \ð1� 1Þ �Pp�2

i¼1 \ð�iþ1 � �iÞ: We
can, therefore, rewrite v as

v ¼
Xp�1

r¼0

br\ð�rþ1 � �rÞ þ aT\ð1� 1Þ,

where b0 ¼ a0, br ¼ ar � aT for 1 � r � p� 2 and bp�1 ¼ ap�1: Thus, v 2 X if and only
if v0 ¼Pp�1

r¼0 br\ð�rþ1 � �rÞ 2 X:
Next, since wð\ð�rþ1 � �rÞÞ ¼ 1 and wðv0Þ ¼ 0, it follows that

Pp�1
r¼0 br ¼ 0: In particular:

v0 ¼
Xp�1

r¼0

br\ð�rþ1 � �rÞ �
Xp�1

r¼0

br\ð� � 1Þ

¼
Xp�1

r¼0

br\ð� � 1Þxr �
Xp�1

r¼0

br\ð� � 1Þ

¼ \ð� � 1Þ
�Xp�1

r¼0

brx
r �
Xp�1

r¼0

br

�

¼ \ð� � 1Þ
�Xp�1

r¼0

brðxr � 1Þ
�

¼ \ð� � 1Þðx� 1Þ
�Xp�1

r¼0

brðxr�1 þ � � � þ 1Þ
�

¼ \ð�2 � �Þ � \ð� � 1Þ� ��Xp�1

r¼0

brðxr�1 þ � � � þ 1Þ
�
:

It is, therefore, sufficient to show \ð�2 � �Þ � \ð� � 1Þ 2 X: To do so, first note that for 3 �
j � p� 4, we can rewrite \ð�jþ3 � �jþ3Þ � \ð�jþ2 � �jþ2Þ þ \ð�jþ1 � �jþ1Þ � \ð�j � �jÞ as

\ð�jþ2 � �jþ1Þ � \ð�jþ4 � �jþ3Þ þ \ð�j � �j�1Þ � \ð�jþ2 � �jþ1Þ ¼ \ð�j � �j�1Þ � \ð�jþ4 � �jþ3Þ:

We now have two cases to consider:

	 p� 3 � 0 mod 4 : In this case, it is a straightforward use of Corollary 4.12 to showPp�1
j¼3 ð�1Þj\ðmj � mjÞ ¼ \ðm3 � m2Þ � \ð1� mp�1Þ and so

Xp�1

j¼2

ð�1Þj\ð�j � �jÞ � \ð1� 1Þ ¼ \ð�3 � �2Þ � \ð1� �p�1Þ þ \ð1� �p�1Þþ

þ \ð� � 1Þ � \ð�2 � �Þ � \ð�3 � �2Þ
¼ \ð� � 1Þ � \ð�2 � �Þ:

	 p� 5 � 0 mod 4 : This time,
Pp�1

j¼5 ð�1Þj\ðmj � mjÞ ¼ \ðm5 � m4Þ � \ð1� mp�1Þ: The proof
follows in the same manner as the previous case. We once again reach the desired conclu-
sion,

Pp�1
j¼2 ð�1Þj\ðmj � mjÞ � \ð1� 1Þ ¼ \ðm� 1Þ � \ðm2 � mÞ: w
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With \ as above, we use Proposition 4.6 to construct the following split exact sequence,

0 ! Kn�1 ! ðI
CÞ� � ðI
CÞ� ! \ðT þ Vð1ÞÞ ! 0: (4.13)

Proposition 4.14. L, \ðT þ Vð1ÞÞ 2 Ext1ðZ�, L0Þ:

Proof. Using [6] and a similar argument to that of K, we have the short exact sequence 0 !
L0 ! L ! Z� ! 0: Thus, by (4.9) and Proposition 4.10 it remains to show

X ¼ spanZf\ð�i � �iÞ j 0 � i � 2ng ffi L0:

To do so, denote the bases of X and L0 by fei j 1 � i � 2nþ 1g, ffj j 1 � j � 2nþ 1g,
respectively, where ei ¼ \ð�i�1 � �i�1Þ and fj ¼ ðyþ 1Þxi�1: Clearly, we have an isomorphism as
abelian groups. The result now follows as both sets of basis elements are easily shown to be
equivariant under the actions of x and y. w

Corollary 4.12. L ffi \ðT þ Vð1ÞÞ:
Proof. It is sufficient to show L and \ðT þ Vð1ÞÞ belong to the same class of Ext1ðZ�, L0Þ: First,
recall j
ðZÞ ¼ ½yþ 1Þ and observe j
ðZÞ ffi L0: Using Eckmann-Shapiro, Ext1ðZ�, j
ðZÞÞ ffi
Ext1ðZ�, ZÞ ffi Z=2: Since L is indecomposable, it clearly does not belong in the trivial class.

For \ðT þ Vð1ÞÞ, we observe this is free as a Z½C2�-module. Start with the exact sequence 0 !
Kn�1 ! ðI
CÞ� � ðI
CÞ� ! \ðT þ Vð1ÞÞ ! 0 and apply the exact functor j
ð�Þ,

0 ! Z C2½ �ð2nþ1Þðn�1Þ ! j
ððI
CÞ� � ðI
CÞ�Þ ! j
ð\ðT þ Vð1ÞÞÞ ! 0:

As ðI
CÞ� ffi P, and since j
ðPÞ is free of rank n (Proposition 3.3), j
ð\ðT þ Vð1ÞÞÞ is stably free
of rank nþ 1. By the Swan-Jacobinski Theorem, j
ð\ðT þ Vð1ÞÞÞ is, therefore, free of rank nþ 1,
i.e. j
ð\ðT þ Vð1ÞÞÞ ffi Z½C2�nþ1:

Next, we show j
ðL0Þ ffi Z�Z½C2�n: Consider the exact sequence 0 ! L0 ! L ! Z� ! 0 and
apply j
ð�Þ: Then 0 ! j
ðL0Þ ! Z½C2�nþ1 ! Z� ! 0 is also exact. By comparing this with 0 !
Z ! Z½C2� ! Z� ! 0 we use Schanuel’s Lemma to deduce j
ðL0Þ�Z½C2� ffi Z�Z½C2�nþ1: The
identity now follows from Proposition 29.5 of [4] (p. 122).

We now suppose \ðT þ Vð1ÞÞ is in the trivial class of Ext1ðZ�, L0Þ, i.e. the exact sequence
containing \ðT þ Vð1ÞÞ splits. In particular, so too does the restriction to Z½C2� :

0 ! Z�Z C2½ �n !i Z C2½ �nþ1 ! Z� ! 0:

This exact sequence can be altered so that

0 ! Z ! Z C2½ �nþ1=iðZ C2½ �nÞ ! Z� ! 0 (4.16)

is also exact. By Johnson’s ‘destabilization theorem’ (see [5], p.97), Z½C2�nþ1=iðZ½C2�nÞ is project-
ive. We can, therefore, construct the following split short exact sequence

0 ! Z C2½ �n !i Z C2½ �nþ1 ! Z C2½ �nþ1=iðZ C2½ �nÞ ! 0:

Thus, Z½C2�nþ1=iðZ½C2�nÞ is stably free, and hence free of rank 1. Replacing this in (4.16), we
have 0 ! Z ! Z½C2� ! Z� ! 0: However, this clearly does not split and so \ðT þ Vð1ÞÞ cannot
belong in the trivial class of Ext1ðZ�, L0Þ: Hence, both L and \ðT þ Vð1ÞÞ belong to the non-
trivial class. It, therefore, follows that they are isomorphic, as required. w

Using Corollary 4.15 we can replace \ðT þ Vð1ÞÞ with L in (4.13). We, therefore, have the fol-
lowing split the short exact sequence, 0 ! Kn�1 ! ðI
CÞ� � ðI
CÞ� ! L ! 0: By recalling ðI
CÞ� ffi
P, we have, therefore, shown:

Proposition 4.17. P � P ffi L�Kn�1:
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Furthermore, note the following dual statement:

Proposition 4.18. R� R ffi L�Kn�1

5. P� L�R
The aim of this section will be to construct the following isomorphism:

L� P ffi R�Kn: (5.1)

First, in [6] it was shown that:

	 P has Z-basis fpx, px2, . . . , px2ng,p ¼ ðxn � 1Þðy� 1Þ;
	 L has Z-basis fðyþ 1Þ, ðyþ 1Þx, . . . , ðyþ 1Þx2n, Rxg,Rx ¼ 1þ xþ � � � þ x2n;
	 R has Z-basis fðy� 1Þðx� 1Þ, ðy� 1Þðx2 � 1Þ, . . . , ðy� 1Þðx2n � 1Þg:

We define L0 to be the K-submodule of L with Z-basis fðyþ 1Þ, ðyþ 1Þx, :::, ðyþ 1Þx2ng:
Observe that L=L0 is of rank 1, generated by the image of Rx, upon which x acts trivially and y
acts by multiplication by �1. To reflect this, write L=L0 ffi Z� and construct the short exact
sequence 0 ! L0 ! L ! Z� ! 0: Tensoring with P yields,

0 ! L0 � P ! L� P ! Z� � P ! 0: (5.2)

Proposition 5.3. qZ�ðx�1Þ ¼ 1, and qZ�ðyÞ ¼ �1:

Corollary 5.4. For any module M, qZ��Mðx�1Þ ¼ qMðx�1Þ and qZ��MðyÞ ¼ �qMðyÞ:

Proposition 5.5. The representation of the x-action on Z� � P is given by

ðqZ��Pðx�1ÞÞij ¼
1, j ¼ i� 1, 2 � i � 2n;
�1, j ¼ 2n, 1 � i � 2n;
0, o=w:

8<
:

Proof. Write ei ¼ pxi, where 1 � i � 2n: Then ei � x ¼ eiþ1 for 1 � i � 2n� 1, and e2n � x ¼ p:
Since Rx is central we note pRx ¼ 0: It follows that p ¼ �px� px2 � � � � � px2n ¼ �P2n

i¼1 ei: As
x acts trivially on Z�, the result follows. w

It will be convenient to use the following form for qZ��Pðx�1Þ: A proof is left to the reader.

Proposition 5.6.

qZ��Pðx�1Þ ¼ P1 P2
P3 P4

� �

where P1, P2, P3, P4 are each n� n blocks such that

ðP1Þij ¼
1, j ¼ i� 1, 2 � i � n;

0, o=w;
ðP2Þij ¼

�1, j ¼ n, 1 � i � n;

0, o=w;

((

ðP3Þij ¼
1, i ¼ 1, j ¼ n;
0, o=w;

ðP4Þij ¼
1, j ¼ i� 1, 2 � i � n;
�1, j ¼ n, 1 � i � n;
0, o=w:

8<
:

8<
:
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Proposition 5.7. The representation of the y-action of Z� � P is given by,

ðqZ��PðyÞÞij ¼
1, j ¼ 2nþ 1� i, 1 � i � 2n;
0, o=w:

�

Proof. Consider the y-action on a general basis element of P,

eiy ¼ pxiy ¼ ðxn � 1Þðy� 1Þyx2nþ1�i ¼ �px2nþ1�i ¼ �e2nþ1�i

By Corollary 5.4 we, therefore, have the desired representation. w

Now repeat the process for the x, y-actions on R.

Proposition 5.8. The representation of the x-action on R is given by,

ðqRðx�1ÞÞij ¼
1, j ¼ i� 1, 2 � i � 2n;
�1, i ¼ 1, 1 � j � 2n;
0, o=w:

8<
:

Proof. Set fi ¼ ðy� 1Þðxi � 1Þ, where 1 � i � 2n: Then,

fi � x ¼ ðy� 1Þðxi � 1Þx ¼ ðy� 1Þðxiþ1 � 1Þ � ðy� 1Þðx� 1Þ ¼ fiþ1 � f1

for 1 � i � 2n� 1, and f2n � x ¼ �f1: The result now follows. w

As with Proposition 5.6, we can rewrite qRðx�1Þ as follows:

Proposition 5.9.

qRðx�1Þ ¼ R1 R2

R3 R4

� �

where R1, R2, R3, R4 are each n� n blocks such that

ðR1Þij ¼
1, j ¼ i� 1, 2 � i � n;

�1, i ¼ 1, 1 � j � n;

0, o=w;

ðR2Þij ¼
�1, i ¼ 1, 1 � j � n;

0, o=w;

(8><
>:

ðR3Þij ¼
1, i ¼ 1, j ¼ n;
0, o=w;

ðR4Þij ¼
1, j ¼ i� 1, 2 � i � n;
0, o=w:

��

Proposition 5.10. The representation of the y-action on R is given by,

qRðyÞ ¼ �1, j ¼ 2nþ 1� i;
0, o=w:

�

In particular, qRðyÞ ¼ �qZ��PðyÞ:

Proof. As before, apply y to a general fi to yield,

fiy ¼ ðy� 1Þðxi � 1Þy ¼ ðy� 1Þyðx2nþ1�i � 1Þ ¼ �f2nþ1�i:

w
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To show the equivalence of Z� � P and R, we define the following ð2nÞ � ð2nÞ matrix X,

X ¼ 0 �aT

a 0

� �
, where aij ¼ 1, j � i;

0, j < i:

�
(5.11)

Proposition 5.12. With X as defined in (5.11), qZ��Pðx�1ÞX ¼ XqRðx�1Þ:

Proof. Using Propositions 5.6 and 5.9,

qZ��Pðx�1ÞX ¼ P2a �P1aT

P4a �P3aT

� �
, and XqRðx�1Þ ¼ �aTR3 �aTR4

aR1 aR2

� �
:

We, therefore, have four calculations to check. First we show P2a ¼ �aTR3: Now, ðP2aÞik ¼Pn
j¼1 ðP2Þijajk 6¼ 0 only if k � j and j ¼ n, 1 � i � n: In other words, when k ¼ n and 1 � i �

n then ðP2aÞi, n ¼ �1: For any other entry we get 0: Now, ðaTR3Þik ¼
Pn

j¼1 ajiðR3Þjk
6¼ 0 when i � j and j ¼ 1, k ¼ n: So, when k ¼ n and i � 1 ðaTR3Þi, n ¼ 1 and zero other-
wise. Thus, P2a ¼ �aTR3 as required.

Next, we show P1aT ¼ aTR4 by first observing ðP1aTÞik ¼
Pn

j¼1 ðP1Þijakj 6¼ 0 when j � k, j ¼
i� 1 and 2 � i � n: Putting this together, we see that for i > k where 2 � i � n and 1 � k �
n� 1 we have ðP1aTÞik ¼ 1, and zero otherwise. Likewise, ðaTR4Þik ¼

Pn
j¼1 ajiðR4Þjk 6¼

0when i � j, k ¼ j� 1 and 2 � j � n: So when i > k, 1 � k � n� 1 and 2 � i � n we have
ðaTR4Þik ¼ 1, and zero otherwise.

For P4a ¼ aR1 note ðP4aÞik ¼
Pn

j¼1 ðP4Þijajk 6¼ 0 when either:

	 k � j, j ¼ i� 1 and 2 � i � n, in which case we have þ1; or when
	 k � j, j ¼ n and 1 � i � n when we have �1:

Putting the above two cases together we find that when n� 1 � k � i� 1and 2 � i � n, then
ðP4aÞik ¼ 1: However, if k ¼ n, then ðP4aÞi, n 6¼ 0 only when i ¼ 1: This is due to a cancelation
occurring from the þ1 and � 1whenever i � 2: Putting this together, we have

ðP4aÞik ¼
1, i� 1 � k � n� 1, 2 � i � n;
�1, i ¼ 1, k ¼ n;
0, o=w:

8<
:

Adopting a similar approach shows ðaR1Þik ¼
Pn

j¼1 aijðR1Þjk 6¼ 0 when either:

	 j � i, k ¼ j � 1 and 2 � j � n, in which case we have þ1; or when
	 j � i, j ¼ 1 and 1 � k � n when we have �1:

By putting this together we once more get a cancelation between the þ1, � 1when i ¼
1 and k < n, and so for i ¼ 1, k ¼ n we get a value of �1: When 2 � i � n and i� 1 � k �
n� 1, we get a value of 1: Thus, we conclude P4a ¼ aR1:

Finally, we show �P3aT ¼ aR2: First, ð�P3aTÞik ¼
Pn

j¼1 ð�P3Þijakj 6¼ 0 only if j � k, i ¼
1 and j ¼ n: In other words, we get a value of �1 when i ¼ 1, and zero otherwise. Likewise,
ðaR2Þik ¼

Pn
j¼1 aijðR2Þjk 6¼ 0 only when j � i, j ¼ 1 and 1 � k � n, i.e. when i ¼ 1: In this case

we get �1, and zero otherwise. w

Proposition 5.13. With X as defined in (5.11), qZ��PðyÞX ¼ XqRðyÞ:
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Proof. It is clear that qZ��PðyÞ may be written in the form

qZ��PðyÞ ¼ 0 P0
P0 0

� �

where P0 is an n� n block such that

ðP0Þij ¼
1, j ¼ nþ 1� i, 1 � i � n;
0, o=w:

�

It is then also clear that

qRðyÞ ¼ 0 �P0
�P0 0

� �
:

As such,

qZ��PðyÞX ¼ P0a 0
0 �P0aT

� �
, and XqRðyÞ ¼ aTP0 0

0 �aP0

� �
:

It remains to show aP0 ¼ P0aT and aTP0 ¼ P0a: Observe ðaP0Þik ¼
Pn

j¼1 aijðP0Þjk which is
non-zero when j � i and k ¼ nþ 1� j; that is, when k � nþ 1� i: In this case we get a value
of þ1, and zero otherwise. Likewise, ðP0aTÞik ¼

Pn
j¼1 ðP0Þijakj 6¼ 0when j ¼ nþ 1� i and j � k,

i.e. when nþ 1� i � k: Thus, aP0 ¼ P0aT : A similar proof shows aTP0 ¼ P0a: w

Proposition 5.14. Z� � P ffi R:

Proof. By Propositions 5.12 and 5.13, it remains to show X is invertible over Z: Define the n�
n matrix b by

bij ¼
1, i ¼ j;
�1, j ¼ iþ 1;
0, o=w:

8<
:

Observe ðabÞik ¼
Pn

j¼1 aijbjk ¼
P

j�i bjk: Suppose now that i ¼ k, then ðabÞii ¼ 1 since bji ¼ 0
for any j 6¼ i in the range i � j � n: If i 6¼ k then there are two cases to consider. If k <
i then ðabÞik ¼ 0 since bjk ¼ 0 for any k < i � j � n: If k > i, then ðabÞik ¼ bk�1, k þ bkk ¼
�1þ 1 ¼ 0: Thus, ab ¼ In: A similar argument now shows ba ¼ In, i.e. a�1 ¼ b: Finally, we
define the matrix

Y ¼ 0 b
�bT 0

� �
,

and a straightforward calculation shows XY ¼ I2n ¼ YX, i.e. X is invertible over Z: w

Proposition 5.15. L0 � P ffi Kn:

Proof. Consider j
ðZÞ ffi L0: By Proposition 3.3, j
ðPÞ ffi Z½C2�n: So, by using Frobenius reciprocity
we have L0 � P ffi j
ðZÞ � P ffi j
ðZ� Z½C2�nÞ ffi j
ðZ½C2�nÞ ffi Kn: w

From Propositions 5.14 and 5.15 we can now rewrite (5.2) as, 0 ! Kn ! L� P ! R ! 0:
Dualizing yields a split short exact sequence and so ðL� PÞ
 ffi P�Kn: By dualizing once again,
and since M

 ffi M for any K-lattice M, we reach the desired conclusion; that is,

Proposition 5.16. L� P ffi R�Kn:
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6. P�R�K
To conclude the proof of Theorem 2, we construct the isomorphism,

R� P ffi K�Kn�1: (6.1)

Proposition 6.2. R� P ffi ðZ� � LÞ�Kn�1:

Proof. In the previous section we showed R ffi Z� � P: Using (4.1), we can show
R� P ffi ðZ� � PÞ � P ffi Z� � ðL�Kn�1Þ ffi ðZ� � LÞ�Kn�1: w

Proposition 6.3. Define the ð2nþ 1Þ � ð2nþ 1Þ matrix W as in Proposition 4.2.

Then qZ��Lðx�1Þ ¼
�

W 0ð2nþ1Þ�1

01�ð2nþ1Þ 1

�
:

Proof. Set Ei ¼ ðyþ 1Þxi�1 for 1 � i � 2nþ 1, and E2nþ2 ¼ Rx: Clearly, Ei � x ¼ Eiþ1 for 1 � i �
2nand E2nþ1 � x ¼ E1: Finally, E2nþ2 � x ¼ E2nþ2: The result now follows since x acts trivially on
Z�, i.e. qZ�ðx�1Þ ¼ 1: w

Proposition 6.4. Define the ð2nþ 1Þ � ð2nþ 1Þ matrix U as in Proposition 4.3.

Then qZ��LðyÞ ¼
� �U �1ð2nþ1Þ�1

01�ð2nþ1Þ 1

�
:

Proof. With Ei as above, consider how y acts on the basis elements of L: First, we observe that
E1 þ E2 þ � � � þ E2nþ1 ¼ Rxyþ E2nþ2: Now, E1y ¼ E1 and for a general Ei where 2 � i � 2nþ 1,

Eiy ¼ ðyþ 1Þxi�1y ¼ ðyþ 1Þyx2nþ2�i ¼ E2nþ3�i

E2nþ2y ¼ yþ xyþ � � � þ x2ny ¼ E1 þ E2 þ � � � þ E2nþ1 � E2nþ2:

Finally, apply Corollary 5.4. w

Next, we do the same for K: Similar arguments show the following:

Proposition 6.5. With W as above, qKðx�1Þ ¼
�

W 0ð2nþ1Þ�1

01�ð2nþ1Þ 1

�
:

Proposition 6.6. With U as above, qKðyÞ ¼
� �U 1ð2nþ1Þ�1

01�ð2nþ1Þ 1

�
:

Proposition 6.7. Z� � L ffi K:

Proof. Define

Xij ¼
1, i ¼ j, 1 � i, j � 2nþ 1;
�1, i ¼ j ¼ 2nþ 2;
0, o=w:

8<
:

We claim XqKðgÞ ¼ qZ��LðgÞX for all g 2 D4nþ2: It is straightforward check that

qZ��Lðx�1ÞX ¼ W 0ð2nþ1Þ�1

01�ð2nþ1Þ �1

� �
¼ XqKðx�1Þ:
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Likewise,

qZ��LðyÞX ¼ �U 1ð2nþ1Þ�1

01�ð2nþ1Þ �1

� �
¼ XqKðyÞ:

Since X is clearly invertible, this completes the proof. w

Propositions 6.2 and 6.7, therefore, imply the following:

Proposition 6.8. R� P ffi K�Kn�1:
Evidently, by combining the main results of Sections 4–6, we have proven Theorem 2. We

hope to explore the extent to which this result may be generalized to other metacyclic groups of
order pq (qjp� 1) in an upcoming paper.
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