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Abstract—With the recent increased development of deep
neural networks and dataset capabilities, the Human Action
Recognition (HAR) domain is growing rapidly in terms of both
the available datasets and deep models. Despite this, there are
some lacks at datasets specifically covering the Robotics field
and Human-Robot interaction. We prepare and introduce a new
multi-view dataset to address this. The Robot House Multi-View
dataset (RHM) contains four views: Front, Back, Ceiling, and
Robot Views. There are 14 classes with 6701 video clips for
each view, making a total of 26804 video clips for the four
views. The lengths of the video clips are between 1 to 5 seconds.
The videos with the same number and the same classes are
synchronized in different views. In the second part of this paper,
we consider how single streams afford activity recognition using
established state-of-the-art models. We then assess the affordance
for each of the views based on information theoretic modelling
and mutual information concept. Furthermore, we benchmark
the performance of different views, thus establishing the strengths
and weaknesses of each view relevant to their information content
and performance of the benchmark. Our results lead us to
conclude that multi-view and multi-stream activity recognition
has the added potential to improve activity recognition results.
The RHM dataset is available at: (DOI will be provided prior to
publication).

Index Terms—Human Action Recognition, Human-Robot In-
teraction

I. INTRODUCTION

With the growing prevalence of robots and autonomous
systems in our daily lives, the domain of Human-Robot
Interaction (HRI) is rapidly developing. An essential aspect of
HRI is recognizing human behaviour and actions [1]. This has
resulted in the emergence of the Human Action Recognition
(HAR) domain, as well as the creation of numerous HAR
datasets relevant to different environments. However, finding
a suitable HAR dataset which contains a Robot Viewpoint has
historically been challenging [1].

Human activity recognition using top-view cameras or using
a dynamic Robot View has been less accurate compared to
the front or Back View observation of the activity. We inquire
whether the combination of viewpoints can improve detection
accuracy for top-view and Robot View. To explore this, we
have created a new multi-view HAR dataset, Robot House
(RHM) that contains a Robot Viewpoint, a top view fish-eye
camera labelled here as the Omni View, as well as two wall-
mounted camera views positioned to observe front and back.
These views capture the same task consisting of 14 different
activities of daily living performed in front of the cameras.
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In order to compare and contrast results between different
viewpoints and their combination, we developed a comparison
framework that allowed us to record changes in neural network
models used and their resulting recognition accuracy and other
performance parameters. Our methodology involved perform-
ing comparative analysis using different machine learning
models, as well as Information Theoretic Analysis to identify
and further characterise the relationship between multiple
camera viewpoints.

In II we present a comprehensive overview of the existing
HAR datasets. In section III we introduce the RHM dataset and
analyse it based on Mutual Information in [2], and benchmark
models in IV-B, and conclude in section V.

II. RELATED WORKS

In this chapter, we review the most known RGB/D HAR
datasets with a comprehensive comparison between them.

Investigating existing HAR datasets reveals that these
datasets are categorised according to multiple features, in-
cluding the activity’s theme, camera properties, environment,
subject, situation, or the activity’s scenario. For example, an
activity theme could be a daily, sport, industrial or surveillance
activity performed by an individual or a group in an indoor
or outdoor environment, controlled or uncontrolled, or in the
wild. Additionally, the camera types could be RGB or RGB-
D with static or dynamic positions and single or synchronized
multiple views.

KTH [3] is the first RGB HAR dataset presented in 2004
with six activity classes and 599 videos.Weizmann [4], in 2005,
has 10 classes containing 90 videos. These two datasets were
prepared in an outdoor controlled environment with a static
background. Daniel Weinland et. al in [5] published the first
Multi-View RGB HAR dataset with five views. INRIA XMAS
contains 390 videos with 13 activities in a controlled indoor
environment. MuHAVi dataset [6] is published by Sanchit
Singh et. al with 238 videos in 17 classes and 8 third Person
fixed views (TPV) in an indoor controlled environment. H.
Kuehne et. al in 2011 published a dataset with 51 classes and
6849 videos [7] termed as MHDB51 which is a collection
of static images collected mainly from movies, YouTube and
Google Videos.

UCF HAR datasets are a group of datasets with different
varieties of the number of classes, action types, modalities, and
even views. For example, UCF11 [8] with 11 classes and 1,160
videos, and UCF50 [9] with 50 classes and 6,676 videos are
the early versions of UCF101 [10] with 101 classes and 13,000
videos which is one of the most famous datasets for HAR. All



of them are RGB videos prepared from YouTube clips in a
diverse environment and uncontrolled situation with static and
dynamic scenes. UCF Sport is created from sports actions in
10 classes with 150 videos [11]. UCF-ARG is a Multi-View
dataset with 10 actions and 480 videos in each view [12].
The views are Aerial camera, Rooftop camera, and Ground
camera. These views are fixed and the actions are recorded
in an outdoor controlled environment. ACT4 is a Multi-View
dataset with 4 views, 14 actions, and 6,844 videos [13]. ACT4
is recorded in a controlled indoor environment. ASLAN is
another HAR dataset with 432 classes and 10,000 videos [14].
It is trimmed from YouTube videos in an uncontrolled and
diverse environment.

More recently, due to the use of neural networks and deep
learning models, larger volumes of data has been needed.
This has resulted in the production of some comparatively
large HAR datasets, such as Sport-1M, the first large dataset
with more than 1,000,000 videos and 487 action classes. It
is Annotated on YouTube clips only with a focus on sports
[15]. Also, YouTube-8M is another large dataset with more
than 8,000,000 annotated clips in 4,800 classes with diverse
environment videos [16]. NTU HAR datasets are two Multi-
View RGB+D datasets which have been created in a controlled
indoor environment with daily activities. The first version is
NTU RGB+D with 1,000,000 annotated samples in 60 classes
[17]. The second version is NTU RGB+D 120 with 8,000,000
annotated videos in 120 classes [18].

Kinetics HAR dataset is another well-known and more
usable dataset for action recognition. Kinetics 400 was pre-
sented by Will Kay et. al in 2017 with 400 action classes and
300,000 annotated videos from YouTube clips [19]. Kinetics
600 was published in 2018 with 600 classes and 496,000
annotated videos [20]. Kinetics 700 was presented by Joao
Carreira et. al in 2019 with 650,000 videos in 700 action
classes [21]. Ava Kinetics is a localized human action which
created from kinetics 700 with ava kinetics annotation protocol
[22]. It consists of 230,000 annotated clips with 80 classes.
Kinetic 700 2020 is a 2020 edition of kinetics 700 with at
least 700 videos in each class [23].

Some of the HAR datasets present another view of human
actions which mostly are useful for human-object interaction.
This view is from the human view which is termed as Ego
or First Person (FP) View. 20BN-Something-Something is
presented with FP view of actions [24]. Raghav Goyal et. al
have prepared 100,000 videos in 174 action classes. 20BN-
Something-Something-V2 is published with the same view
(FP) and same classes (174) but with 220,000 videos in [25].
Charades-Ego is another dataset which presented an FP or
Ego view [26]. It provides a Multi-View HAR dataset with
FP and third-person (TP) views. It contains 8000 videos and
68,500 annotated frames in 157 classes.

LEMMA is another Multi-View dataset which contain one
FP and two TP views [27]. Baoxiong Jia et. al prepared
LEMMA with 1,093 videos clip and 900,000 annotated frames
in 641 classes. HOMAGE is the next Multi-View HAR dataset
consisting of FP view [28]. HOMAGE presented one FP and

at least one TP view for each action. Nishant Rai et. al
prepared HOMAGE with 12 different sensors such as RGB,
IR, microphone, acceleration, magnet, and so on. The RGB
modality contains 5,700 annotated videos in 75 classes. EPIC-
KITCHENS-100 is the next Ego view HAR dataset presented
in kitchen actions [29]. EPIC-KITCHENS-100 is the second
version of EPIC-KITCHENS with 149 classes [30]. Dima
Damen et. al in EPIC-KITCHENS-100 presented an EGo view
(FP) dataset with 4053 classes in 700 videos and about 90000
instances.

A few of the HAR datasets use a robot to provide the
dynamic view for Human Action Recognition. The first dataset
with a moving robot is LIRIS [31]. LIRIS is a Multi-View
HAR dataset with one Robot View and one depth TP view. It
contains 10 classes in 828 videos. Another dataset which uses
robots is InHARD [32]. Although InHARD used a robot for
the dataset, all three (Top, Left, and Right) views are static.
Since This dataset has a robot in interaction with a human, so
this dataset is good for Human-Robot interaction works.

In table I, we list 42 HAR datasets with comprehensive de-
tails of each. Assessing the existing HAR datasets as described
above identifies the following omissions:

• Dynamic Perspective (Robot View): There is only LIRIS
[31] with Robot View and motion. In the human-robot
interaction domain, recognizing human actions through
the Robot View is crucial, and the most obvious feature
of a Robot View is the motion frames. We do note that
though some of the existing datasets that can be seen in
the motion part of the table I as dynamic include motions
in some videos, they are not in a separate part as a motion
camera dataset.

• Top View (Fish eye view): For caring scenarios, using fish
eye or ceiling views are common. However, we could not
find a HAR dataset with ceiling views.

• Redundancy: To find the redundancy we have to check the
multi-view datasets. Most of them have a different static
camera at different degrees from the sides, and some with
ego view. There are only LIRIS [31], and InHARD [32]
with Robot View and motion.

In general, based on these conclusions, we prepared the
RHM HAR dataset to cover the HAR dataset lacks.

III. ROBOT HOUSE MULTI-VIEW HAR DATASET

The Robot House Multi-View (RHM) is a new Multi-View
RGB benchmark for Human activity recognition that includes
four viewpoints and focuses on human-robot interaction in
the home caring domain. This dataset fully addresses the
omissions identified at the end of the section II. A frame of
each class and viewpoint is shown in figure 1.

A. Camera Types and Viewpoints

RMH uses robot 1 for the Robot View camera. The second
unique view is a top view using a fish-eye camera, termed
OmniView. There are additionally two wall-mounted cameras
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Dataset Name Year Video An Act FV En Si Mot PoV Modality B MV AT L So U T Acc
BON [33] 2022 2.6K 2.6K 18 Di UC Dy FP RGB Dy No No No C Home Tr No
EPIC-KITCHENS-100 [29] 2021 700 90K 4053 I UC Di FP RGB Dy No No No C Kitchen A Link
HOMAGE [28] 2021 5.7K 5.7K 75 2 I UC Di FP/TP 12 Sensors Dy Yes Yes No C Home A Link
HA500 [34] 2021 10K 591K 500 Di UC St TP RGB Dy No Yes No W Diversity A Link
M-MiT [35] 2021 1M 2M 292 Di UC St TP RGB Dy No No Yes W Diversity A Link
MovieNet [36] 2020 1.1K 65K 80 Di UC St TP RGB Dy No No No M Diversity A Link
Multi-ViewPointOutdoor [37] 2020 2.3K 503K 20 3 O UC Di TP RGB Dy Yes No No YT Sport A No
HVU [38] 2020 572K 9M 3457 Di UC St TP RGB Dy No No No YT Diversity A Link
AViD [39] 2020 80k 80K 887 Di C St TP RGB St No No No W Diversity A Link
LEMMA [27] 2020 1.1K 0.9M 641 3 I C Di FP/TP RGB,D Dy Yes Yes No C Home A Link
InHARD [32] 2020 4.8K 2M 14 3 I C S TP RGB,D Dy Yes No No C Industrial A Link
FineGym [40] 2020 503 32.5K 15 I UC Di TP RGB Dy No Yes No M Sport A Link
Ava Kinetic [22] 2020 500 230K 80 Di UC St TP RGB Dy No No Yes YT Diversity A Link
Kinetic 700 2020 [23] 2020 648K 648K 700 Di UC St TP RGB Dy No No No YT Diversity A Link
Jester [41] 2019 148K 5.3M 27 I C St TP RGB Dy No Yes No C Gesture Tr No
HACS [42] 2019 504K 1.5M 200 Di UC St TP RGB Dy No No Yes YT Diversity A Link
Kinetic 700 [21] 2019 650K 650K 700 Di UC St TP RGB Dy No No No YT Diversity A Link
NTU RGB+D 120 [18] 2019 114K 8M 120 155 I C St TP RGB,D Dy Yes Yes No C Daily A Link
MiT [43] 2019 1M 1M 339 Di UC Di TP RGB Dy No No No W Diversity Tr Link
20BN-sth sth-V2 [25] 2018 220K 220K 174 I UC Di FP RGB Dy No No No W Diversity A No
Kinetic 600 [20] 2018 496K 496 600 Di UC Di TP RGB Dy No No No YT Diversity A Link
Charades-Ego [26] 2018 8K 68.5K 157 2 I C Di FP/TP RGB Dy Yes Yes Yes C Daily A Link
AVA [44] 2017 430 197K 80 Di UC St TP RGB Dy No Yes Yes M Diversity A Link
SLAC [45] 2017 520K 1.17M 200 Di UC Di TP RGB Dy No No Yes YT Diversity A No
MultiTHUMOS [46] 2017 38.6K 38.6K 65 Di UC Di TP RGB Dy No No No W Diversity A Link
20BN-Sth Sth [24] 2017 100K 100K 174 I UC Dy FP RGB Dy No Yes No W Diversity Tr No
Kinetic 400 [19] 2017 300K 300K 400 Di UC St TP RGB Dy No Yes No YT Diversity A Link
M2I [47] 2017 1784 1784 22 2 I C St TP RGB,D Dy Yes Yes No C Diversity Tr No
DALY [48] 2016 8133 8133 10 Di UC St TP RGB Dy No Yes Yes YT Diversity A Link
YouTube-8M [16] 2016 8.2M 8.2M 4800 Di UC Di TP RGB Dy No No No YT Diversity A Link
NTU RGB+D [17] 2016 56K 56K 60 3 I C St TP RGB,D Dy Yes Yes No C Daily Tr Link
Charades [49] 2016 10K 10K 157 2 I UC St TP RGB Dy No No Yes YT Daily Tr Link
UTD-MHAD [50] 2015 861 861 27 5 I C St TP RGB,D St Yes Yes No C Daily Tr Link
ActivityNet [51] 2015 23K 23K 203 Di UC St TP RGB Dy No No No W Diversity A Link
Sport-1M [15] 2014 1M 1M 487 Di UC Di TP RGB Dy No No No YT Sport A Link
Berkeley MHAD [52] 2013 660 660 11 12 I C St TP RGB,D St Yes Yes No C Diversity Tr Link
Multi-View 3D Events [53] 2013 3.8K 383K 11 3 I C St TP RGB,D Dy Yes Yes No C Diversity Tr No
ASLAN [14] 2012 10K 10K 432 Di UC St TP RGB Dy No No No YT Diversity Tr Link
UCF101 [10] 2012 13K 13K 101 Di UC Di TP RGB Dy No Yes No YT Diversity Tr Link
LIRIS [31] 2012 828 828 10 2 I C Di TP RGB,D Dy Yes Yes Yes C Daily Tr Link
HMDB51 [7] 2011 6.8K 6.8K 51 Di UC Di TP RGB Dy No No No YT Daily Tr Link
UCF ARG [12] 2010 480*3 480*3 10 3 O C St TP RGB Dy Yes Yes Yes C Daily Tr Link

TABLE I: Overview of popular HAR datasets and their properties, presented in descending order of year starting from 2022 and ending with 2010. (An: Number
of Annotation, Act: Number of classes, FV: Number of Fixed Views, En: Environment Type (I: Indoor, O: Outdoor, Di: Diverse), Si: Situation (C: Controlled, UC:
UnControlled), Mot: Camera motion capability (Dy: Dynamic, St: Static, Di: Diverse), PoV: Point of View (FP: First Person, TP: Third Person), B: Background
(Dy: Dynamic, St: Static), Mu: Multi-View, At: Atomic, L: Localization, So: Source (C: Created, W: Web, M: Movie, YT: YouTube, U: Usage, T: data preparation
type (Tr: Trimm, A: Annotation), Acc: Accessibility)

https://epic-kitchens.github.io/2021
https://homeactiongenome.org/
https://cse.hkust.edu.hk/haa/
http://moments.csail.mit.edu/
https://movienet.github.io/
https://holistic-video-understanding.github.io/
https://github.com/piergiaj/AViD
https://sites.google.com/view/lemma-activity
https://lineact.cesi.fr/en/inhard-industrial-human-action-recognition-dataset/
https://sdolivia.github.io/FineGym/
http://research.google.com/ava/
http://research.google.com/ava/
http://hacs.csail.mit.edu/
http://research.google.com/ava/
https://rose1.ntu.edu.sg/dataset/actionRecognition/
http://moments.csail.mit.edu/
http://research.google.com/ava/
https://prior.allenai.org/projects/charades-ego
https://research.google.com/ava/
http://ai.stanford.edu/~syyeung/everymoment.html
http://research.google.com/ava/
http://thoth.inrialpes.fr/daly/
http://research.google.com/youtube8m/
https://rose1.ntu.edu.sg/dataset/actionRecognition/
https://prior.allenai.org/projects/charades
https://personal.utdallas.edu/~kehtar/UTD-MHAD.html
http://activity-net.org/index.html
https://cs.stanford.edu/people/karpathy/deepvideo/
https://tele-immersion.citris-uc.org/berkeley_mhad
https://talhassner.github.io/home/projects/ASLAN/ASLAN-main.html
https://www.crcv.ucf.edu/data/UCF101.php
https://projet.liris.cnrs.fr/voir/activities-dataset/
https://serre-lab.clps.brown.edu/resource/hmdb-a-large-human-motion-database/
https://www.crcv.ucf.edu/data/UCF-ARG.php


View Name Motion Position Resolution FR
FrontView Static Wall 640 * 480 30
BackView Static Wall 640 * 480 30
RobotView Dynamic Robot 640 * 480 30
OmniView Static Ceiling 512 * 486 30

TABLE II: RHM Viewpoints details (FR: Frame Rate )

providing a static and side view for all actions in order
to provide a better comparison between the views. The Back
View and Front View cameras are paced in front of each other.
Table II contains more details of the cameras and viewpoints
in RMH.

B. Subject

As a result of COVID-19, populating this dataset with
different participants was not possible, and the actions were
therefore performed by only one person.

C. Content

RHM activity classes are selected from Bedaf et. al work
in [54] which features important daily activities for persons
living independently. The work highlights that companion
robots and ambient-assistive systems could provide a value
proposition should they be able to detect these activities. The
list of the activities are: Walking, Sitting Down, Standing Up,
Lifting Objects, Carrying Objects, Drinking, Stairs Climbing
Up, Stairs Climbing Down, Stretching, Putting Objects Down,
Reaching, Opening Can, Closing Can, and Cleaning

D. Training-Validation-Testing

The RHM dataset has 14 classes in each view and the
number of videos in each class and each view is between 407
to 700. The total number of videos in each view is 6,701 and
for all 4 views is 26,804. The data is split into training (80%),
testing (10%), and validation(10%) for each view. Table III
Shows the number of videos for the training, testing, and
validation in each view, and for all views. Clip length varies
between 1 to 5 seconds.

E. Naming Protocol

RHM contains four folders and the name of each folder
corresponds with the view name. Each splits into training,
testing, and validation folders. The split folder comprises 14
folders which are class names. The clips are inside the class
folders with the ordered numbering. The naming protocol is
like below:

ClassName ViewName clipNumber.avi

For example, Drinking RobotView 103.avi refers to clip 103
of the action class ’drinking’ from the Robot Viewpoint.

F. Time Synchronising

All the clips with the same class name and number with
various view names are synchronised with each other. For
instance, Clip 320 in reaching action, is time-synchronised
with the remaining views.

Train Validation Test
Each View 4278 1076 1347
All Views 17112 4304 5388

TABLE III: Number of videos in each View/Split

Walking

Stretching

Carrying
Objects

Cleaning

Closing
Cans

Drinking

Lifting
Objects

Opening
Cans

Putting
Down

Reaching

Sitting
Down

Stairs
Down

Stairs
Up

Standing
Up (a) Front (b) Back (c) Top (d) Robot

Fig. 1: Example activities of the dataset from all perspectives.
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Fig. 2: Mutual Information analysis for one video across different activity classes and views

Robot View Front View Back View Omni View Kinetic 400
Model Top1 Top5 Top1 Top5 Top1 Top5 Top1 Top5 Top1 Top5

C3D [55] 55.53 93.83 70.3 97.85 69.48 97.84 67.48 97.69 71.4 NA
R3D [56] 61.98 94.28 69.04 97.55 69.33 97.4 69.71 97.25 74.4 91

R2+1D(RGB) [56] 55.6 91.9 65.79 95.91 66.96 96.58 64.73 95.99 72 90
Slow-Fast(8*8-R50) [57] 55.15 91.61 62.28 97.25 63.62 96.43 60.65 96.51 77 92.6
Slow-Fast(8*8-R101) [57] 58.57 92.79 59.39 96.51 60.43 95.61 61.76 96.36 77.9 93.2

TABLE IV: Benchmark model on RHM dataset (No Pre-train) and Kinetic 400. Red data are the best of Top1 and the blue
ones are related to the best of Top5. The underlined values indicate the highest accuracy for top1 and top5 metrics.

G. Naming Protocol

RHM contains four folders and the name of each folder
corresponds with the view name. Each splits into training,
testing, and validation folders. The split folder comprises 14
folders which are class names. The clips are inside the class
folders with the ordered numbering. The naming protocol is
like below:

ClassName ViewName clipNumber.avi

For example, Drinking RobotView 103.avi refers to clip 103
of action class ’drinking’ from the Robot Viewpoint.

H. Time Synchronising

All the clips with the same class name and number with
various view names are synchronised with each other. For
instance, Clip 320 in reaching action, is time-synchronised
with the remaining views.

IV. RHM DATASET ANALYSIS

As we embark on exploring fusion for multiple views, it is
important to consider mutual information, as well single view
performance based on benchmark models comparing different
views, prior to two-stream fusion.

A. Mutual Information

To find out the difference between the viewpoints, we
calculate Mutual information (MI) [2] analysis for a video
in each class and view.
I(X;Y ) is a Mutual Information of two variables X and Y

with joint probability distribution P (X,Y ) [2]:

I(X;Y ) =
∑
x,y

P (x, y) log
P (x, y)

P (x)P (y)
(1)

We adopt MI [2] for a video with m frames as below:

MI(fi, fm) =

m∑
j=1

P (fi, fi+1) log
P (fi, fi+1)

P (fi)P (fi+1)
(2)

Which MI(fi, fm) is the sum of all MI of two adjacent
frames in a video and fi is the first frame, and fm is the last
frame.

Since the MI(fi, fm) adds all MI for every two adjacent
frames together, so we divided the calculated MI by m− 1 to
reach the average result:

Avemi =
1

m− 1
MI(fi, fm) (3)

Which Avemi is the average of all MI of two adjacent
frames in a video, m is the number of frames, and fi is the
first frame, and fm is the last frame.



The video is selected randomly in each class. We extract
the frames of the video and calculate the mutual information
between two simultaneous frames and continue this method
until the last two frames. We then perform the same method
for the same video in another view. For instance, For walking
the video is 100 for all four views. The results of performing
our method to realise the difference between the same video
in all views are in figure 2. High mutual information means
high redundancy and low mutual information means low
redundancy between frames in a video.

As it is clear, Robot Viewpoint has the lowest mutual
information in all actions except reaching, especially in the
actions that involve a significant movement component, e.g.
walking. This result could be estimated since the camera has
motion and the frames have different information. The fish-
eye (Omni) view has the second lowest MI. Front and Back
Views have more mutual information since they are fixed on
the wall and have a fixed viewpoint.

B. Deep models Analysis

Another method for comparing the viewpoints is performing
some benchmark models. We have performed C3D [55],
R2+1D [56], R3D [56], and Slow-Fast [57] models.

Table IV shows the results of performing the benchmark
models on the RHM dataset. We have additionally added
kinetic 400 results to have better information to compare.

One notable outcome of the results relates to the robot’s
viewpoint. For all models, the Top1 and Top5 accuracy are
the lowest for Robot View. It is clear that having motion in
the Robot View is the main reason for these results. Another
interesting result relates to the Omni (ceiling) view, which
achieves two of the best top1 accuracy results. This is because
of having a good and comprehensive viewpoint from the top
for all activities. We also note that the Front View attain the all
top5 best accuracy results except the R2+1D model. In terms
of the top1 and top5, the wall fixed views (Front and Back
Views) are the best which is understandable because they do
not have a motion, and also they have a good viewpoint to
cover all the action areas. In general, the Front View in the
C3D model provides the highest overall accuracy results.

V. CONCLUSION

We introduced the Robot House Multi-View HAR Dataset
(RHM), with Front (static), Back (static), Ceiling (fish-eye),
and Robot (dynamic) views. RHM contains 6,701 videos in
14 classes for each view separately. The total number of clips
for all views is 26,804 videos. The videos with the same
number and the same classes are time-synchronised in different
views. We analysed the RHM with mutual information and
various benchmark models. The Robot View has the lowest
level of mutual information in comparison to other views.
Also, the C3D model and Front View had the best results
in the benchmark analysis. Our future work will focus on
the dynamic choice of complementary channels based on the
affordance of views in support of an activity, guided by the
mutual information. We aim to explore channel combination

and multi-stream activity recongition, with the sole goal of
improving activity recognition for more complex cases.
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