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A B S T R A C T

A physical-optics hybrid method designed for the computation of single-scattering properties of particles with
complex shapes, including surface roughness, is presented. The method applies geometric optics using a
novel ray backtracing algorithm to compute the scattered field on the particle surface. A surface integral
equation based on the equivalence theorem is used to compute the scattered far-field, which yields the
full Mueller matrix and integrated single-scattering parameters. The accuracy is tested against the discrete
dipole approximation for fixed orientation smooth and roughened compact hexagonal columns for 3 values
of refractive index. The method is found to compute asymmetry parameter, and scattering and extinction
efficiencies with mean errors of −1.0%, −1.4%, −1.2%, respectively, in a computation time reduced by 3 orders
of magnitude. The work represents a key step forwards for modelling particles with physical surface roughness
within the framework of physical-optics and provides a versatile tool for the fast and quantitative study of
light scattering from non-spherical particles with size much larger than the wavelength.
1. Introduction

In the field of light scattering, theoretical models for single scat-
tering stand as an indispensable tool with far-reaching applications.
Calibration of laboratory instrumentation often relies on theoretical
calculations, and the discernment of cell health or disease in biomedical
testing is significantly informed by the examination of single scattering
properties [1,2]. Occupational health applications include the moni-
toring of dust size as a means of preventing dust explosions in coal
mines and other settings [3], as well as for the recording of hazardous
substances such as asbestos [4] and flour dust [5]. Weather and climate
models rely on single scattering parameters as essential inputs to radia-
tive transfer computations [6], which are important for understanding
and predicting the Earth’s climate system. A quantitative analysis of
light scattering can provide a useful tool for applications with specific
angular detection ranges and resolution. For example, the instruments
of the Small Ice Detector family [7] detect light scattered in the region
between 6◦ and 25◦ from the forwards direction, while light detection
and ranging (LIDAR) instruments detect direct backscattering. An array
of applications are focused on the inversion problem, where theoretical
models are employed alongside experimental data to determine the
size, shape, and particle complexity of a scatterer [8]. Two-wavelength
detection can provide information about particle size and aid in dis-
crimination of clouds and aerosols, as well as the identification of
aerosol types [9]. Another important application includes multiple
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scattering calculations for determining irradiances in climate studies
and radiances in remote sensing. The accurate calculation of scattering
matrices and integrated parameters, including single scattering albedo,
asymmetry parameter, and scattering and extinction cross sections and
efficiencies, remains central to these applications.

For non-spherical particles, several methods for solving the light
scattering problem to a high degree of accuracy exist, including
T-matrix [10–12], finite-difference time-domain [13–15], and the dis-
crete dipole approximation [16–19]. However, these approaches be-
come computationally expensive as the particle refractive index 𝑛
and size parameter 𝑋 = |𝜋𝑑∕𝜆| increase, where 𝑑 is the maximum
particle dimension and 𝜆 is the wavelength. For large particles, sev-
eral computationally efficient approaches using classical geometric
optics (GO) were initially developed [20–24]. Based on a combina-
tion of ray-tracing and Fraunhofer diffraction, these methods model
the propagation of electromagnetic fields in the short wavelength
limit as straight-line paths, which provides an approximate solution
to the scattering problem with an accuracy that increases with the
minimum dimension of the particle [25]. In recent years, several so-
called physical-optics hybrid methods have been developed, which
improve upon GO by accounting for additional diffractive effects [26–
30]. While these methods have been widely used to model a variety of
particle geometries with smooth surfaces, few can be directly applied
to model particles with surface roughness. Instead, several approaches
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Fig. 1. The scattering geometry. An unpolarised plane wave is incident along the �̂� axis, with perpendicular and parallel electric field vectors defined along the �̂� and �̂� axes,
respectively. The particle is positioned with centre of mass on the origin. The far-field is located at a distance 𝑅 from the origin, with contour lines of constant 𝜃 shown for
convenience.
are focused on the effects of deviations from perfect particle geometries.
For instance, one of the first and now widely used techniques for this
is the ’tilted-facets’ method, which applies a stochastic distortion to the
particle surface [31]. Another approach using distorted smooth particle
shapes in order to mimic varying degrees of surface roughness [32], has
been implemented in several recent works [33–36]. A physical-optics
method based on the subdivision of an incident wave into triangle-
shaped beams was also developed that directly modelled strongly
absorbing hexagonal prisms with surface roughness [37].

In this work, the open-source parent beam tracer (PBT) method [38]
is introduced as a physical-optics hybrid method for directly modelling
light scattering by large, non-spherical particles with complex shapes,
including those with surface roughness. The scattered field is com-
puted in 2 main steps. First, the near-field on the particle surface is
approximated using principles of GO. Improved accuracy is achieved
by computing the propagation direction of waves in the near-field
zone based on macroscopic features of the particle shape. A novel
ray backtracing algorithm is used to attain computational stability for
highly complex particle shapes. Second, a surface integral diffraction
equation [39] combined with the equivalence theorem [40] is used to
map from the near-field on the particle surface to the far-field, where
the Mueller matrix and integrated scattering parameters are obtained.

2. Theoretical basis

2.1. Introduction

The PBT is an analytical method for computing the single-scattering
of an electromagnetic plane wave incident on any large, non-spherical
particle. The particle is assumed to be homogeneous, isotropic, and
dielectric. The scattering geometry consists of a particle with centre
of mass located at the origin and an illuminating incident plane wave
with an electric field given by

𝐄𝑖𝑛𝑐 = 𝐄𝟎𝑒
𝑖𝑘0(�̂�𝟎⋅𝐫−𝜔𝑡), (1)

where �̂�𝟎 = −�̂� is the propagation vector defined along the −�̂� axis,
𝜆 is the wavelength of incident light, 𝑘0 = − 2𝜋

𝜆 is the wavenumber,
𝜔 is the angular frequency, and 𝐄𝟎 is the complex amplitude vector.
The amplitude scattering matrix 𝐒 =

( 𝑆2 𝑆3
𝑆4 𝑆1

)

is then introduced, which
relates the scattered electric field 𝐄𝐬𝐜𝐚 in a particular direction to 𝐄𝑖𝑛𝑐 by

𝐄𝑠𝑐𝑎 =
(

𝐸∥
𝐸⟂

)

𝑠𝑐𝑎
=
(

𝑆2 𝑆3
𝑆4 𝑆1

)(

𝐸∥
𝐸⟂

)

𝑖𝑛𝑐
. (2)

In the near-field, 𝐒 is obtained on the particle surface by a summation
over external reflections and transmitted beams which propagate ac-
cording to GO. In the far-field, the scattered light is assumed to obey
the radiation condition [41], and is a transverse, spherical wave that
2

in general depends on the polar and azimuthal scattering angles, 𝜃 and
𝜙. The forwards scattering direction 𝜃 = 0◦ is defined to be aligned
with the −�̂� axis such that the position of a point at a distance 𝑅 in the
far-field is given by

𝐫 =
⎛

⎜

⎜

⎝

𝑥
𝑦
𝑧

⎞

⎟

⎟

⎠

=
⎛
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⎜

⎝

𝑅 sin 𝜃 cos𝜙
𝑅 sin 𝜃 sin𝜙
−𝑅 cos 𝜃

⎞

⎟

⎟

⎠

. (3)

The incident field is defined by a plane surface positioned above the
particle with a surface normal aligned with �̂�𝟎. For an unpolarised
incident plane wave, the amplitude matrix at any point on this surface
is defined as the identity matrix, 𝐈 =

( 1 0
0 1

)

. The incident amplitude
matrix is defined with respect to the 𝑦𝑧 plane with orthonormal field
unit vectors �̂�⟂ and �̂�∥ along the �̂� and �̂� directions, respectively. A
diagram summarising the scattering geometry is shown in Fig. 1.

2.2. Near-field computation

2.2.1. Macroscopic particle features
In a preliminary study, the internal fields of a smooth and a rough

compact hexagonal column with refractive index 1.31 + 0i at fixed
orientation were compared. The particles were assumed to be homo-
geneous, dielectric, and isotropic. The internal fields were computed
using the discrete dipole approximation (DDA) [19], of which the
accuracy has been well studied [42]. The columns were chosen to have
hexagonal edge length 2.5 μm and prism length 5 μm, with an incident
wavelength of 0.5236 μm. Gaussian random roughness was used for
the rough column according to the method given by Collier et al. [43].
A correlation length of 0.25 μm and standard deviation 0.05 μm were
chosen to yield a mesoscale roughness without excessive deformation
of the overall particle shape. The particles were illuminated with
an 𝑥-polarised plane wave at normal incidence on one of the basal
facets. The computed internal field 𝑥-component is shown in Fig. 2. A
propagating mode resembling a plane wave is observed, which justifies
the use of GO in the near-field zone. Upon visual inspection, it was
found that the internal field behaviour was almost identical for both the
smooth and rough columns. This led to the idea that, accurate results in
a physical-optics hybrid method could be achieved by modelling inter-
nally propagating beams as originating from the macroscopic structures
of the surface, rather than from individual facets of the mesh. To
be more specific, the reflected and refracted propagation direction of
beams in the near-field can be computed using macroscopic properties
of the particle surface. In this way, the limitations of classical GO
when applied to surfaces with features smaller than the wavelength
can be mitigated. Based on this proposal, a parent structure is defined
within the framework of the PBT as a collection of facets which, when
illuminated by a plane wave, produce one reflected (and possibly one
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Fig. 2. Internal field 𝑥-component for 𝑥-polarised normally incident light of wavelength 0.5236 μm for smooth (left) and rough (right) hexagonal columns with aspect ratio 1.
Computed with the discrete dipole approximation [19].
Fig. 3. Sequence of steps showing the proposed method for constructing the parent structures, which are represented by different colours.
refracted) wave with a single propagation direction in the near-field.
For the case of smooth surfaces with dimension 𝑑 ≫ 𝜆, this approach
simplifies to methods that have already been effectively implemented
in many successful physical-optics hybrid methods [40,44,45]. In order
to define the parent structures of the surface, the following method is
proposed:

1. First, a smooth particle geometry is constructed as shown in
Fig. 3(a). Each of the facets represents a parent and should be of
dimension much larger than the wavelength to permit the use of
GO.

2. Second, each parent facet may then be subdivided into a mesh,
where each element of the mesh is a facet assigned to the parent.
This is shown in Fig. 3(b).

3. Third, the vertices of the mesh may be displaced according to
the desired surface texture, as shown in Fig. 3(c).

It may also be possible to define the parent structures in the opposite
direction by starting with a complex-shaped particle mesh and using a
mesh simplification algorithm, such as described in [46], to arrive at a
simplified mesh representing the parents. However, this approach has
not yet been investigated. The surface normal of a parent �̂� is computed
3

as the normalised average of all facet normals �̂� that belong to it. The
angle of incidence 𝜃𝑖 between �̂� and the incident propagation direction
�̂�𝟎 is combined with Snell’s law to calculate a refracted propagation
vector �̂�′ at a transmitted angle 𝜃𝑡 and a reflected propagation vector
�̂�′′, which is illustrated in Fig. 4(a). In essence, mesoscopic features of
the particle surface are designed to have little effect on the propagation
direction of waves in the near-field. However, they have a significant
effect on the phase during the near-field beam tracing (Section 2.2.2),
and the far-field mapping (Section 2.3).

2.2.2. Beam tracing
A novel beam tracing algorithm is employed in order to attain sta-

bility and computational efficiency during the near-field computation
for highly complex particle surfaces that can exceed 104 facets. In the
following method, the notation 𝑓 𝑖 is used to represent the 𝑖th facet
of the surface mesh, with 𝑖 = {1, 2,… , 𝑁𝑓 }, where 𝑁𝑓 represents the
total number of facets. The amplitude matrix of near-field beams as a
function of position are represented by an amplitude matrix at each of
the illuminated facets on the particle surface. The amplitude scattering
matrix at 𝑓 𝑖 is denoted by 𝐒𝐢. When a part of the particle surface is
illuminated by an incident wave, the amplitude matrix at each facet
of the surface is computed. For each illuminated parent structure, a
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Fig. 4. (a) The average normal of a parent structure (blue) is used to compute a reflected and refracted direction of propagation for rays incident the facets assigned to it. Hence,
all the reflected and refracted rays from this surface remain parallel. (b) Beam propagation from a source facet 𝑓 𝑘 to a sink facet 𝑓 𝑗 . Facet centroids are represented by black
dots. A ray is backtraced from the centroid of 𝑓 𝑗 and is found to intersect within the bounded cross section of 𝑓 𝑘. Edges of the beam are represented by dotted lines. It can be
shown that 𝑛1𝑎 = 𝑛2𝑏, and therefore 𝛿𝑗 describes the path length between the centroid of 𝑓 𝑘 and 𝑓 𝑗 . The corresponding phase difference relates 𝐒𝐤 to 𝐒𝐣.
Fig. 5. Visual representation of the ray backtracing algorithm. A beam is emitted along the −�̂� direction from the source facets 𝑓 𝑘 in the illuminating parent. Rays are then
acktraced along the �̂� direction from the centroids of all other facets 𝑓 𝑖 that belong to upward-facing parents. Unobstructed rays that successfully intersect with the illuminating
arent determine the paths along which the beam should propagate. Rays are deliberately allowed to pass through facets of the same parent from which the ray was emitted,
hich improves accuracy for oblique reflection. Different colours represent collections of rays associated with a particular parent. The scale of surface roughness is exaggerated

or clarity.
n
ew reflected and refracted beam is produced. In general, this leads to
everal beams which are propagated in a recursive process. Apart from
he initial illumination by an external plane wave, the propagation of a
eam can be represented by a list of source facets from which the beam
riginates, and a list of sink facets where the beam terminates. The
4

otation 𝑙
𝑚𝑓

𝑗 is used to represent the 𝑗th sink facet in the particle mesh
illuminated by a source facet 𝑓𝑘 in the 𝑙th beam of the 𝑚th recursion.
A visual representation of this is shown in Fig. 4(b). For clarity, the
prescript notation will be temporarily omitted but reintroduced later

for completeness.
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Fig. 6. Diagram summarising the ray backtracing algorithm. The algorithm determines if the centroid of 𝑓 𝑖 is within the bounded cross section of a source beam facet 𝑓 𝑘 when
rojected along the beam propagation direction.
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The general goal here is to determine a mapping which connects the
mplitude matrix at each of the source facets to each of the sink facets.
o obtain the mapping, a novel ray backtracing algorithm is used in
his work for maintaining stability when working with geometries with
arge numbers of facets. For each beam emitted from a parent structure,
he coordinate system is rotated such that the propagation direction lies
long the −�̂� axis. Since there is only one propagation direction, rays
ay be ‘‘backtraced’’ as an auxiliary measure from the centroid of each

acet 𝑓 𝑖 along the reversed direction, which in this case is the +�̂� axis.
f the backtraced ray intersects within the bounded cross section of a
acet that was not part the source (ie. not in the set of values 𝑓𝑘), then
𝑖 is determined to be not illuminated. If the backtraced ray intersects
ithin the bounded cross section of a source facet, then 𝑓 𝑖 is appended

to the list of sink facets. The process is shown in Fig. 5, whereby rays are
backtraced upwards to determine if they intersect with the illuminating
parent. A flow diagram summary of the algorithm is shown in Fig. 6. It
should be noted that the particle mesh should be sufficiently discretised
in order to conserve energy.

For particles with surface roughness, oblique incidence can be dif-
ficult to model with GO. In this scenario, the effect of small bumps
in the surface geometry is magnified, which can cause small peaks in
the surface geometry to produce large occluded shadow regions. This
is problematic because GO assumes a coherent plane wave, which is no
longer satisfied. Furthermore, GO predicts total internal reflection for
very oblique incidence and therefore careful modelling of these cases is
important for maintaining conservation of energy. To circumvent this,
some rays are allowed to artificially pass through facets which belong
to the same parent. In this way, beams at oblique incidence are allowed
to glide over the bumps of a rough surface. An example of this is shown
in the upper left of Fig. 5.

For incidence �̂�𝟎 in a medium with refractive index 𝑛1, the refracted
beam propagation direction �̂�′ in a medium with refractive index 𝑛2 is
given by

�̂�′ =
sin(𝜃𝑖 − 𝜃𝑡)

sin 𝜃𝑖
�̂� −

sin 𝜃𝑡
sin 𝜃𝑖

�̂�𝟎, (4)

nd the reflected beam propagation direction �̂�′′ is given by

̂ ′′ = �̂� + 2 cos 𝜃 �̂�, (5)
5

𝟎 𝑖
here �̂� is assumed to point towards �̂�𝟎 (Appendix). If the angle of inci-
ence is greater than the critical angle, no refracted beam is produced.
t each recursion, a beam is propagated in the −�̂� direction from the
ource along the path of each backtraced ray. For each reflection and
efraction process, the amplitude matrix at 𝑓 𝑗 is computed in a 3-step
rocess:

1. First, for each sink facet 𝑓 𝑗 , the distance along the �̂�-axis from
its centroid to the centroid of the corresponding source facet
𝑓𝑘 is used as the path length 𝛿𝑗 of the backtraced ray. Only
this distance and the amplitude matrix at the source facet is
needed to compute the amplitude matrix at the sink facet, which
is a corollary of Snell’s law and is illustrated in Fig. 4(b).
The amplitude matrices are simply related by a phase factor
exp (𝑖𝑘0𝑛𝛿𝑗 ).

2. Second, for each beam, the angle of incidence 𝜃𝑗𝑖 and refractive
indices are used to compute the Fresnel matrix. At 𝑓 𝑗 , the Fresnel
reflection matrix 𝐅𝐣

𝐑 and Fresnel transmission matrix 𝐅𝐣
𝐓 are

given by

𝐅𝐣
𝐑 =

(

𝑟𝑗∥ 0

0 𝑟𝑗⟂

)

, 𝐅𝐣
𝐓 =

(

𝑡𝑗∥ 0

0 𝑡𝑗⟂

)

, (6)

where 𝑟𝑗∥, 𝑟𝑗⟂, 𝑡𝑗∥, and 𝑡𝑗⟂ are the Fresnel amplitude coefficients
of reflection and transmission. In contrast to the propagation
direction of each beam, the Fresnel amplitude coefficients are
calculated using the angle of incidence between the incident
propagation vector and the local surface normal �̂�𝐣. The angle of
incidence 𝜃𝑗𝑖 , angle of transmission 𝜃𝑗𝑡 , and refractive indices 𝑛1
and 𝑛2 are related via Snell’s law. The amplitude matrices of the
reflected and transmitted beams are computed by multiplying
the incident amplitude matrices with the corresponding Fresnel
matrices.

3. Third, the amplitude matrices of each beam are rotated into the
new plane of incidence. The new plane contains the incident
propagation vector �̂�𝟎 and the normal to the surface at the
point of intersection �̂�. The amplitude matrix is rotated about the
incident propagation vector by the angle made between the old
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and new incidence planes. For an incident propagation vector
�̂�𝟎, and unit vectors perpendicular to the old and new planes
given by �̂�𝐢⟂ and �̂�𝐬⟂, respectively, the new amplitude matrix is
found by applying a rotation matrix 𝐑𝐣, which is given by [47],

𝐑𝐣 =

(

�̂�𝐢⟂ ⋅ �̂�𝐬⟂ −�̂�𝐬⟂ ⋅ (�̂�𝟎 × �̂�𝐢⟂)
�̂�𝐬⟂ ⋅ (�̂�𝟎 × �̂�𝐢⟂) �̂�𝐢⟂ ⋅ �̂�𝐬⟂

)

. (7)

Therefore, the reflected and transmitted amplitude matrices at 𝑓 𝑗 are
given by

𝐒𝐣𝐑 = 𝐑𝐣 ⋅ 𝐅𝐣
𝐑 ⋅ exp (𝑖𝑘0𝑛𝛿𝑗 ) ⋅ 𝐒𝐤, (8)

and

𝐒𝐣𝐓 = 𝐑𝐣 ⋅ 𝐅𝐣
𝐓 ⋅ exp (𝑖𝑘0𝑛𝛿𝑗 ) ⋅ 𝐒𝐤, (9)

respectively, where 𝐒𝐤 is the amplitude matrix at the source facet. In
the next step, the surface near-field is mapped to the far-field using a
diffraction integral equation.

2.3. Far-field mapping

During the far-field mapping process, the near-field on the particle
surface is integrated to calculate the electric field at a position in
the far-field. The diffracted field is assumed to obey the Sommerfeld
radiation condition [41]. There exist both volume and surface integral
equations for computing the diffracted far-fields. The surface integral
method is used here for its superior computationally efficiency and will
be discussed in greater detail below. This section is based on theories
described by Macke [31] and Karczewski [39] for electromagnetic
diffraction at an aperture for an incident monochromatic plane wave.
In this case, the incident electromagnetic field is described by

𝐄(𝑖)(𝐫) = 𝐀𝑒𝑖𝑘0(�̂�⋅𝐫),

𝐇(𝑖)(𝐫) = 𝐁𝑒𝑖𝑘0(�̂�⋅𝐫),
(10)

where 𝐄(𝑖) and 𝐇(𝑖) are the incident electric and magnetic fields at po-
sition 𝐫, 𝐀 and 𝐁 are complex vector amplitudes, and �̂� = (𝐾𝑥, 𝐾𝑦, 𝐾𝑧)
is the propagation vector. For a plane wave, 𝐀 and 𝐁 are related by
𝐁 = �̂�×𝐀. Imposing the Kirchhoff boundary conditions on the aperture,
which approximates the diffracted field on the aperture as that of the
incident field, gives that

𝐧 × 𝐄 = 𝐧 × 𝐄(𝑖),

𝐧 ×𝐇 = 𝐧 ×𝐇(𝑖).
(11)

In this case, the diffracted electric field due to an illuminated aperture
𝑆 at a point  can be given by

𝐄() = ∇ ×Π(𝐢)
𝐦 − 1∕𝑘0∇ × ∇ ×Π(𝐢)

𝐞 , (12)

with

Π(𝐢)
𝐦 = 1

4𝜋 ∬𝑆
𝐧 × 𝐄(𝑖)() 𝑒

𝑖𝑘0𝑟

𝑟
𝑑𝑆,

(𝐢)
𝐞 = 1

4𝜋 ∬𝑆
𝐧 ×𝐇(𝑖)() 𝑒

𝑖𝑘0𝑟

𝑟
𝑑𝑆,

(13)

here 𝑟 is the distance from a point on the aperture  to the point
, Π(𝐢)

𝐞 is the electric Hertz potential, and Π(𝐢)
𝐦 is the magnetic Hertz

potential. For the case of an incident plane wave, Eq. (12) can be
simplified in the far-field limit (𝑟 ≫ 𝑑, 𝜆) to [39]

𝐄() = �̂� × (𝐅 × 𝐀) + (𝐅 × 𝐁) − �̂� ⋅ (𝐅 × 𝐁)�̂�, (14)

here

= 𝐶𝐧∬𝑆
𝑒𝑖𝑘0(�̂�−�̂�)⋅𝐑𝑑𝑆, 𝐶 =

𝑖𝑘0𝑒𝑖𝑘0𝑟0
4𝜋𝑟0

. (15)

Here, �̂� = (𝑘𝑥, 𝑘𝑦, 𝑘𝑧) is the unit vector from the point of integration
over the aperture to the point of observation. It varies for each point
of observation and as a function of position over the aperture. 𝐑 =
6

(𝑅𝑥, 𝑅𝑦, 𝑅𝑧) is the position vector of each area element and 𝑟0 is the
distance from the centre of the aperture to the point of observation.
A subtle point of interest here is that the distance 𝑟 from  to 
has been removed and substituted for the distance 𝑟0. By separating
the components of the bracketed term in the integrand exponent,
the physical representation of each term can be identified. Firstly,
exp (𝑖𝑘0�̂� ⋅ 𝐑) describes how the phase of the incoming plane wave
varies across the aperture. Secondly, if the exponential term in 𝐶 is
included, exp (𝑖𝑘0𝑟0�̂� ⋅ 𝐑) describes (to a first-order approximation) the
phase change of the diffracted wavelet from point  to point  . If the
aperture is planar, the coordinate system may be rotated about the
centre of the aperture so that the aperture lies in the 𝑥𝑦 plane. In this
case, 𝑅𝑧 = 0. Furthermore, if the incident wave can be assumed as
a plane wave, it will be shown that the integral in Eq. (15) can be
converted to a summation around the contour of the aperture [31,48].
This provides a computationally cheap method for mapping from the
near to the far-fields. Under these constraints, Eq. (15) simplifies to

𝐅 = 𝐶𝐧∬𝑆
𝑒𝑖𝑘0[(𝐾𝑥−𝑘𝑥)𝑥′+(𝐾𝑦−𝑘𝑦)𝑦′]𝑑𝑆. (16)

Defining new constants 𝑘′𝑥 = 𝑘0(𝐾𝑥 − 𝑘𝑥) and 𝑘′𝑦 = 𝑘0(𝐾𝑦 − 𝑘𝑦), Eq. (16)
becomes

𝐅 = 𝐶𝐧∬𝑆
𝑒𝑖(𝑘

′
𝑥𝑥

′+𝑘′𝑦𝑦
′)𝑑𝑆. (17)

Now, two new variables, 𝑃 and 𝑄, are introduced to apply Green’s
theorem to convert Eq. (17) to a line integral around the contour of
the aperture. Choosing

𝑄 = 𝑒𝑖(𝑘
′
𝑥𝑥

′+𝑘′𝑦𝑦
′)

2𝑖𝑘′𝑦
, 𝑃 = 𝑒𝑖(𝑘

′
𝑥𝑥

′+𝑘′𝑦𝑦
′)

2𝑖𝑘′𝑥
, (18)

the integral 𝐅 can be rewritten as

𝐅 = 𝐶𝐧∬𝑆

(

𝜕𝑄
𝜕𝑦′

+ 𝜕𝑃
𝜕𝑥′

)

𝑑𝑆 = ∮𝑆

(

𝑄𝑑𝑥′ − 𝑃𝑑𝑦′
)

, (19)

where 𝑑𝑆 = 𝑑𝑥′𝑑𝑦′, since the aperture is planar and located in the 𝑥𝑦
lane. For polygonal apertures with 𝑁 vertices, Eq. (19) can be written
s a summation over the contributions from each edge:

= 𝐶𝐧
𝑁
∑

𝑗=1
∫

𝑗+1

𝑗

(

𝑄𝑑𝑥′ − 𝑃𝑑𝑦′
)

, (20)

here the integration limits indicate that the integral should be eval-
ated for the edge between vertices 𝑗 and 𝑗 + 1. Next, expressions for
′ and 𝑦′ along the edge between the two vertices are derived. The
radient and reciprocal gradient between the two vertices are

𝑗 =
𝑦𝑗+1 − 𝑦𝑗
𝑥𝑗+1 − 𝑥𝑗

, 𝑛𝑗 =
𝑥𝑗+1 − 𝑥𝑗
𝑦𝑗+1 − 𝑦𝑗

, (21)

respectively. Using these expressions, the 𝑦′ dependence in 𝑄 can be
ewritten in terms of 𝑥′ and vice versa for 𝑃 . Eq. (20) then becomes

= 𝐶𝐧
𝑁
∑

𝑗=1
∫

𝑗+1

𝑗

(

𝑒𝑖{𝑘
′
𝑦[𝑦𝑗+(𝑥

′−𝑥𝑗 )𝑚𝑗 ]+𝑘′𝑥𝑥
′}

2𝑖𝑘′𝑦
𝑑𝑥′− 𝑒𝑖{𝑘

′
𝑥[𝑥𝑗+(𝑦

′−𝑦𝑗 )𝑛𝑗 ]+𝑘′𝑦𝑦
′}

2𝑖𝑘′𝑥
𝑑𝑦′

)

.

(22)

After integration and some rearranging, the final expression is given by

𝐅 = 𝐶𝐧
𝑁
∑

𝑗=1
𝛼[𝑒𝑖𝛿 − 𝑒𝑖(𝛿+𝜔1)] − 𝛽[𝑒𝑖𝛿 − 𝑒𝑖(𝛿+𝜔2)], (23)

with, 𝛼 = 1
2𝑘′𝑦(𝑘′𝑦𝑚𝑗+𝑘′𝑥)

, 𝛽 = 1
2𝑘′𝑥(𝑘′𝑥𝑛𝑗+𝑘′𝑦)

, 𝛿 = 𝑘′𝑥𝑥𝑗 + 𝑘′𝑦𝑦𝑗 , 𝜔1 = (𝑥𝑗+1 −
𝑥𝑗 )(𝑘′𝑦𝑚𝑗 + 𝑘′𝑥), and 𝜔2 = (𝑦𝑗+1 − 𝑦𝑗 )(𝑘′𝑥𝑛𝑗 + 𝑘′𝑦). With this formulation,
the integral in Eq. (15) representing the scalar Fraunhofer pattern can
be readily evaluated to yield 𝐅.

To determine 𝐄() from Eq. (14), further work must be done to
account for the vector nature of the scattered light. For this, the
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̂

̂

Fig. 7. The diffraction geometry. An incident beam is diffracted by a planar, polygonal aperture. The coordinate system has been rotated such that the aperture lies in the 𝑥𝑦
plane and the incident beam propagation vector �̂� and parallel field component �̂�∥ are aligned with the 𝑥𝑧 plane. The point of observation in the far-field is denoted by  , and
is located in the direction �̂� from the centre of the aperture. A grid structure is shown as an example of the different angular positions at which the far-field may be evaluated.
Fig. 8. Diagram depicting the azimuthal (blue) and scattering (red) scattering for 2-D
polar plots in the forwards (left) and backwards (right) directions.

coordinate system is rotated about the �̂�-axis such that �̂�∥ lies in the 𝑥𝑧
plane. By using the unitary property and relation between the incident
propagation vector and the electric field component vectors:

�̂�2 = �̂�2∥ = �̂�2⟂ = 1, �̂� × �̂�∥ = �̂�⟂, (24)

the 𝑥, 𝑦, and 𝑧 components of the electric field components can be
expressed in terms of �̂� by

�̂�∥ = 1
𝜂

⎛

⎜

⎜

⎜

⎝

𝐾𝑧

0

−𝐾𝑥

⎞

⎟

⎟

⎟

⎠

, �̂�⟂ = 1
𝜂

⎛

⎜

⎜

⎜

⎝

−𝐾𝑥𝐾𝑦

𝜂2

−𝐾𝑦𝐾𝑧

⎞

⎟

⎟

⎟

⎠

, 𝜂 =
√

1 −𝐾2
𝑦 . (25)

For each point of observation in the far-field, two more unit vectors
𝐥 and �̂� are introduced to define the reference plane for which the
electric field components will be calculated. If �̂�, �̂�, and �̂� are chosen
as a triad of mutually orthogonal unit vectors, and �̂� is again chosen to
lie in the 𝑥𝑧 plane, the components of �̂� and �̂� can be expressed in a
similar manner in terms of �̂� by,

𝐥 = 1
𝜁

⎛

⎜

⎜

⎜

⎝

𝑘𝑧
0

−𝑘𝑥

⎞

⎟

⎟

⎟

⎠

, �̂� = 1
𝜁

⎛

⎜

⎜

⎜

⎝

−𝑘𝑥𝑘𝑦
𝜁2

−𝑘𝑦𝑘𝑧

⎞

⎟

⎟

⎟

⎠

, 𝜁 =
√

1 − 𝑘2𝑦. (26)

A diagram illustrating the arrangement is shown in Fig. 7. In this way,
it may be shown that [39], the far-field amplitude matrix defined with
respect to the directions �̂� and �̂� is given by,

𝐒𝐟𝐚𝐫 = 2𝐹
(

𝑎 𝑏
)

𝐒𝐢𝐧𝐜, (27)
7

−𝑏 𝑎
𝑎 = 1
2
(

−𝑘𝑧
√

𝜂∕𝜁 −𝐾𝑧
√

𝜁∕𝜂
)

, 𝑏 = 1
2
(

−𝑘𝑥𝑘𝑦
√

𝜂∕𝜁 +𝐾𝑥𝐾𝑦
√

𝜁∕𝜂
)

.

(28)

In the application considered here, the incident electric field is replaced
by the amplitude matrix of a transmitted beam. Finally, 2 more rota-
tion matrices are applied to obtain the electric field components with
respect to static scattering planes in the original coordinate system.

1. First, for an incidence direction along the −�̂�-axis, and scattering
direction �̂� pointing from the particle centre of mass to the
observation point, the scattering plane containing both these
vectors has a normal given by �̂� = −�̂� × �̂�. To rotate the far-
field components defined by Eq. (27) into this plane, the rotation
matrix 𝐑𝟏 is applied to rotate the electric field components about
the direction �̂� from the plane perpendicular to �̂� to the plane
perpendicular to �̂�, with

𝐑𝟏 =

(

�̂� ⋅ �̂� −�̂� ⋅ (�̂� × �̂�)

�̂� ⋅ (�̂� × �̂�) �̂� ⋅ �̂�

)

. (29)

2. Second, the initial incident amplitude matrix is pre-rotated about
the 𝐳-axis from the 𝑦𝑧 plane into the scattering plane, which al-
lows for a direct comparison between the incident and scattered
field. For each azimuthal scattering direction, each transmitted
beam is premultiplied by the rotation matrix 𝐑𝟎:

𝐑𝟎 =
(

− sin𝜙 −cos𝜙
cos𝜙 − sin𝜙

)

, (30)

where 𝜙 is measured as shown in Fig. 1. Close to the direct forwards and
backwards directions, 𝜙 and thus 𝐑𝟎 are not well defined. Therefore, in
these cases the PBT obtains 𝐑𝟎 from the values of 𝜙 at 𝜃 = 1◦. The final
expression for the diffracted far field components is given by

𝐒𝐟𝐚𝐫 = 𝐑𝟏 ⋅ 2𝐹
(

𝑎 𝑏
−𝑏 𝑎

)

𝐒𝐓 ⋅ 𝐑𝟎. (31)

To summarise, Eq. (27) relates the parallel and perpendicular diffracted
far-field components from a planar aperture for an incident plane wave,
with the scalar Fraunhofer pattern 𝐹 obtainable from Eq. (23). By a
summation over all diffracted beams, a complete description for the
electric field in the far-field is obtained as an amplitude matrix as a
function of observation position, which can be written mathematically
as

𝐒𝐟𝐚𝐫 =
𝑀
∑

𝐿(𝑚)
∑ ∑ 𝐥

𝐦𝐒
𝐣
𝐟𝐚𝐫 , (32)
𝑚=0 𝑙=1 𝑗(𝑙)
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Fig. 9. The logarithms of the 2-D phase functions for smooth (left and middle-left) and rough (middle-right and right) compact columns with refractive index 1.31 + 0i. The
upper and lower rows of polar plots correspond to the forwards and backwards scattering, respectively, as depicted in the schematic of Fig. 8. The particles and their orientations
as viewed along the direction of incidence are shown for reference.
where 𝑀 is the total number of recursions, 𝐿(𝑚) is the total number of
beams at the 𝑚th recursion, 𝑗(𝑙) are the indices of facets illuminated by
the 𝑙th beam of the 𝑚th recursion, and 𝐥

𝐦𝐒
𝐣
𝐟𝐚𝐫 are the far field amplitude

matrices for each transmitted amplitude matrix 𝐥
𝐦𝐒

𝐣
𝐓. Babinet’s principle

is used to account for the scattering of light which is not directly inci-
dent upon the particle geometric cross section. The externally diffracted
field is computed from the amplitude matrix at facets illuminated by
the initial incident wave as described in Section 2.2.2 but without
applying the Fresnel matrices. The total scattered field is obtained by a
summation of the diffraction of surface fields due to transmission and
reflection with external diffraction. Finally, the Mueller matrix can be
determined from the total amplitude matrix by well-known relations
(ie. Hovenier, Bohren & Huffman, Van de Hulst [47,49,50]).

3. Results

In this section, the results from the PBT for smooth and rough
hexagonal columns with length 𝑙 = 10 μm, and radius 𝑟 = 5 μm are
presented. Rough particles are generated using Gaussian random rough-
ness with correlation length 0.5 μm and standard deviation 0.1 μm as
described by Collier et al. [43]. The accuracy of the results is measured
by comparison with the Amsterdam DDA (ADDA) code [19], which
discretises the scatterer into an array of dipoles. The accuracy of ADDA
has been reported several times in the literature and here the results
are considered as a benchmark for comparison [19,51–53]. While the
formulation of the DDA method is a direct implication of the Maxwell
equations, an exact solution is derived according to the set of dipoles
rather than the original scatterer. Therefore, in this study two main
criteria are considered to accurately represent the particle by an array
of dipoles. Firstly, the number of dipoles per wavelength 𝑑 is chosen
in accordance with the ADDA ’rule-of-thumb’ which requires that 𝑑 ≤
10∕(𝜆|𝑛|). Secondly, 𝑑 is required to be smaller than any characteristic
sizes of the particle. For particles with Gaussian roughness, 𝑑 is chosen
such that at least 10 dipoles per correlation length are present.

The logarithms of the 2-D phase functions for non-absorbing smooth
and rough hexagonal columns in a fixed orientation with refractive
8

index 𝑛 = 1.31+0i are shown in Fig. 9. The results for other elements
of the Mueller matrix for the smooth and rough particles in the same
orientation with refractive index 𝑛 = 1.31+0i are shown in Fig. 11.
The particle orientation is produced by first aligning the prism axis
with the 𝑧-axis, then by rotating with Euler angles 𝛼 = 0◦, 𝛽 =
30◦, 𝛾 = 20◦ according to the ‘‘zyz-notation’’ as given in [54]. The
azimuthal and polar scattering angles may be inferred from the diagram
shown in Fig. 8. The PBT method produces results in ∼ 1∕1000th of
the computation time required for the DDA computations. The 1-D
phase function is computed by integration over phi using a 3-point
Lagrange polynomial interpolation method [55]. The results for 3 sets
of refractive indices in the same orientation are shown in Fig. 10.
For the rough particles geometries, a comparison with GO is included.
The residual 𝜎 is computed using 𝜎 = (𝑆(𝑝𝑏𝑡)

𝑖𝑗 − 𝑆(𝑑𝑑𝑎)
𝑖𝑗 ), and the nor-

malised residual 𝜎 = 𝜎∕𝑆(𝑑𝑑𝑎)
𝑖𝑗 , where 𝑆𝑖𝑗 corresponds to an element

of the Mueller matrix. Table 1 summarises the values for various
integrated scattering parameters of interest. By computing the mean
values averaged over the smooth and rough particle configurations,
the errors in the asymmetry parameter, and scattering and extinction
efficiencies are −1.0%, −1.4%, −1.2%, respectively. For the smooth non-
absorbing (𝑛 = 1.31+0i) particle, the PBT patterns in Fig. 9 closely
resemble those computed with DDA. In the direct forwards scattering,
a strong peak is observed, corresponding to external diffraction com-
bined with any beam entering and being transmitted through a pair
of parallel surfaces. At approximately 60◦ scattering angles, several
regions of high scattering intensity are observed, which correspond
to transmitted beams undergoing 1 or 2 internal reflections. The PBT
method shows a particular improvement over GO in this region, which
increases the accuracy of the asymmetry parameter. In the backscatter-
ing hemisphere, external reflection combined with a transmitted beam
undergoing total internal reflection is observed at approximately 120◦.
In general, PBT computations are able to reproduce many of the key
features seen in the DDA results. However, the accuracy decreases
towards the backscattering, which indicates room for improvement in
the near-field computation for non-absorbing particles as seen here.
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Fig. 10. The 1-D phase function for smooth (left) and rough (right) compact columns. Rows correspond to refractive indices 1.31 + 0i, 1.31 + 0.01i, and 1.31 + 0.1i, respectively.
The particle orientation is the same as shown in Fig. 9.
Table 1
Summary of the asymmetry parameter 𝑔, scattering efficiency 𝑄𝑠𝑐𝑎, and extinction efficiency 𝑄𝑒𝑥𝑡 computed with the DDA and PBT methods for the smooth and rough particles
in the orientation as shown in Fig. 9.

n 𝑔(𝑑𝑑𝑎) 𝑔(𝑝𝑏𝑡) 𝑔(𝑝𝑏𝑡)−𝑔(𝑑𝑑𝑎)

𝑔(𝑑𝑑𝑎)
[%] 𝑄(𝑑𝑑𝑎)

𝑠𝑐𝑎 𝑄(𝑝𝑏𝑡)
𝑠𝑐𝑎

𝑄(𝑝𝑏𝑡)
𝑠𝑐𝑎 −𝑄(𝑑𝑑𝑎)

𝑠𝑐𝑎

𝑄(𝑑𝑑𝑎)
𝑠𝑐𝑎

[%] 𝑄(𝑑𝑑𝑎)
𝑒𝑥𝑡 𝑄(𝑝𝑏𝑡)

𝑒𝑥𝑡
𝑄(𝑝𝑏𝑡)

𝑒𝑥𝑡 −𝑄(𝑑𝑑𝑎)
𝑒𝑥𝑡

𝑄(𝑑𝑑𝑎)
𝑒𝑥𝑡

[%]

Smooth 1.31 + 0i 0.807 0.820 +1.6 2.580 2.537 −1.7 2.580 2.537 −1.7
1.31 + 0.01i 0.941 0.937 −0.4 1.363 1.407 +3.2 2.251 2.154 −4.3
1.31 + 0.1i 0.967 0.966 −0.1 1.112 1.057 −4.9 2.111 2.090 −1.0

Rough 1.31 + 0i 0.769 0.762 −0.9 2.183 2.142 −1.9 2.183 2.142 −1.9
1.31 + 0.01i 0.941 0.906 −3.7 1.278 1.285 +0.5 2.236 2.251 +0.7
1.31 + 0.1i 0.969 0.945 −2.5 1.177 1.135 −3.6 2.244 2.266 +1.0
The scattered intensities for absorbing particles are shown in the 2nd
and 3rd rows of Fig. 10. The PBT results show exceptional agreement
in the forward scattering, with a mean normalised residual of 2% for
𝜃 < 60◦. The PBT overestimates the scattered intensity around 90◦,
which could be a limitation of the surface integral diffraction method
employed. However, the effect of this on the asymmetry parameter
should be small. For the weakly absorbing particles (𝑛 = 1.31+0.01i),
the PBT shows an overestimation in the back-scattered intensity, which
is likely due to an oversimplification of the propagation of light as a
coherent plane wave in lossy media. In fact, the light propagates as an
incoherent plane wave in this case [29,56], which is not fully accounted
for in this model. For the strongly absorbing particles (𝑛 = 1.31+0.1i),
the scattering is dominated by external diffraction combined with
external reflection. The PBT overestimates the side-scattering for rough
absorbing particles. It is thought that a more accurate results could
be achieved by improving the near-field approximation, particularly at
areas of the surface occluded by the roughness.
9

4. Summary and conclusions

In this work, a new physical-optics hybrid method is described. The
method is designed specifically for the computation of single-scattering
properties of particles with complex shapes, including surface rough-
ness. By combining geometric optics with a novel ray backtracing
technique, the near-field on the surface of the particle is computed.
A surface integral equation is then used to compute the scattered far-
field, yielding the full Mueller matrix and optical parameters of interest.
Fixed orientation computations for smooth and roughened hexagonal
columns with 3 different levels of absorption are shown to compute the
asymmetry parameter, and scattering and extinction efficiencies with
mean errors of −1.0%, −1.4%, −1.2%, respectively, in a computation
time reduced by 3 orders of magnitude. The accuracy of the method is
expected to improve when extended to random orientation. In addition,
the physical-optics nature of the technique allows the user to compute
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Fig. 11. Other elements of the Mueller matrix for smooth (left) and rough (right) compact columns with refractive index 1.31 + 0i in the same orientation as shown in Fig. 9.
the 2-dimensional scattered field at arbitrary scattering angles for parti-
cles in fixed orientations. Such an approach may provide a useful tool
for calibrating instruments with specific angular detection range and
resolution, and for interpretation of detected scattering patterns. The
method presented in this work can be used to compute single particle
10
scattering matrices and integrated parameter databases for particles
well defined with respect to size, shape, surface properties, and refrac-
tive index. The application of such databases includes radiative transfer
computations for climate models, and for calibration of instruments
which use light scattering measurements for particle detection and
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Fig. 12. (a) The geometry of the reflection and refraction at an interface. (b) The vector triangle formed between the incident propagation direction, the refracted propagation
irection, and the surface normal. (c) The vector triangle formed between the incident propagation direction, the reflected propagation direction, and the surface normal.
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izing. The method shows improved accuracy over GO, which makes
t a favourable approach for larger particles, where numerically exact
ethods cannot be applied. This work takes one step closer towards
odelling particles with physical (rather than stochastic) roughness
ithin the framework of a physical-optics hybrid method. The method

tands as a versatile tool for the fast and quantitative study of light
cattering from particles with size parameter much larger than the
avelength.
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ppendix. Propagation direction

The expressions for the refracted and reflected propagation direc-
ions, �̂�′ and �̂�′′, respectively, can be derived using vector triangles
nd the sine rule as shown in Fig. 12.
11
.1. Refracted propagation direction

As shown in Fig. 12(b), a vector triangle can be formed such that

�̂�′ = 𝐵�̂�𝟎 − 𝐶�̂�, (33)

here 𝐴, 𝐵, and 𝐶 are unknown lengths. Using the sine rule, the
nknown lengths can be related to the angles of the triangle by
𝐴

sin 𝜃′𝑖
= 𝐵

sin 𝜃𝑡
= 𝐶

sin 𝛽
, (34)

where 𝜃′𝑖 = 𝜋 − 𝜃𝑖, and 𝛽 = 𝜃𝑖 − 𝜃𝑡. Substituting Eq. (34) into Eq. (33)
ives

�̂�′ = 𝐴
sin 𝜃𝑡
sin 𝜃′𝑖

�̂�𝟎 − 𝐴
sin(𝜃𝑖 − 𝜃𝑡)

sin 𝜃′𝑖
�̂�, (35)

which may be rewritten as

�̂�′ =
sin(𝜃𝑖 − 𝜃𝑡)

sin 𝜃𝑖
�̂� −

sin 𝜃𝑡
sin 𝜃𝑖

�̂�𝟎. (36)

For generality, the angles of incidence and transmission may be rewrit-
ten in terms of �̂�𝟎, �̂�, and the refractive indices, 𝑛1 and 𝑛2. The double
ngle formula may then be used to expand the bracketed term, which
ives

̂ ′ =
(

cos 𝜃𝑡 − cos 𝜃𝑖
sin 𝜃𝑡
sin 𝜃𝑖

)

�̂� −
sin 𝜃𝑡
sin 𝜃𝑖

�̂�𝟎. (37)

Snell’s law gives that

sin 𝜃𝑡
sin 𝜃𝑖

=
𝑛1
𝑛2

, cos 𝜃𝑡 =

√

√

√

√1 −
𝑛21
𝑛22

(

1 − cos2 𝜃𝑖
)

, (38)

which allows Eq. (37) to be written as

�̂�′ =

√

√

√

√1 −
𝑛21
𝑛22

(

1 − cos2 𝜃𝑖
)

�̂� −
𝑛1
𝑛2

(

cos 𝜃𝑖�̂� + �̂�𝟎
)

. (39)

Finally, since cos 𝜃𝑖 = −�̂�𝟎 ⋅ �̂�, this can be rewritten as

�̂�′ =

√

√

√

√1 −
𝑛21
𝑛22

[

1 − (�̂�𝟎 ⋅ �̂�)2
]

�̂� −
𝑛1
𝑛2

[

�̂�𝟎 − (�̂�𝟎 ⋅ �̂�)�̂�
]

. (40)

.2. Reflected propagation direction

As shown in Fig. 12(c), a vector triangle can be formed such that

�̂�′′ = 𝑏�̂�𝟎 + 𝑐�̂�, (41)

here 𝑎, 𝑏, and 𝑐 are unknown lengths. Using the sine rule, the
nknown lengths can be related to the angles of the triangle by
𝑎 = 𝑏 = 𝑐 , (42)
sin 𝜃𝑖 sin 𝜃𝑖 sin 𝛼
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𝑎

w

𝐊

U
s

𝐊

F

𝐊

R

where 𝛼 = 𝜋 − 2𝜃𝑖. Substituting Eq. (42) into Eq. (41) gives

�̂�′′ = 𝑎�̂�𝟎 + 𝑎
sin(𝜋 − 2𝜃𝑖)

sin 𝜃𝑖
�̂�, (43)

hich may be rewritten as

̂ ′′ = �̂�𝟎 +
sin(𝜋 − 2𝜃𝑖)

sin 𝜃𝑖
�̂�. (44)

sing the double angle formula to expand the bracketed term, this
implifies to

̂ ′′ = �̂�𝟎 + 2 cos 𝜃𝑖�̂�. (45)

inally, since cos 𝜃𝑖 = −�̂�𝟎 ⋅ �̂�, this may also be rewritten as

̂ ′′ = �̂�𝟎 − 2(�̂�𝟎 ⋅ �̂�)�̂�. (46)
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