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Abstract

With the increasing use of the internet and online platforms, online copyright infringement has become a significant issue for the rightholders, platforms and governments worldwide. To tackle this issue, different jurisdictions adopted different approaches to online copyright enforcement, such as legislative-led, private-led or a combination of these government and voluntary systems, voluntary reactive systems being the most commonly used. However, as the platforms evolved and their services changed from the time that the legislation, such as Digital Millennium Copyright Act in the US and E-Commerce Directive in the EU, a growing need for up-to-date rules that can keep up with the technology has arisen. This triggered the policy reform actions in the EU, which resulted in the Directive on Copyright in the Digital Single Market (CDSMD) in 2019. However, the compatibility of the Directive’s “best efforts” requirements in Article 17 with fundamental rights, namely with Articles 7, 8, 11, 16 and 47 of the Charter of Fundamental Rights of the European Union (Charter), as well as Articles 6, 8 and 10 of European Convention on Human Rights (ECHR), constitutes the most significant concern regarding the new regime that the CDSMD introduces.

The purpose of this study is two-fold: Firstly, to critically assess to what extent would the implementation of Article 17 of the CDSMD be compatible with users’ right to privacy, data protection, freedom of information and an effective remedy and a fair trial under the Charter and the ECHR; as well as online content-sharing service providers’ (OCSSPs) freedom to conduct a business under Article 16 of the Charter. Secondly, if Article 17 were to violate the Charter and Convention, to suggest and appraise a number of procedural safeguards and possible amendments to ensure Article 17 compatibility with Articles 7, 8, 11, 16 and 47 of the Charter, as well as Articles 6, 8 and 10 of ECHR. Thus, this study examines the incompatibilities of Article 17’s obligations and critically examines the safeguards introduced by the CDSMD to suggest recommendations and procedural safeguards for the national implementations that would ensure the Article’s interference with aforementioned fundamental rights is limited and, therefore, its implementation is fundamental right-compliant.
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Chapter 1: Introduction

1.1 Introduction

The internet dramatically changed the world as we know it, especially communications and the ways of sharing and obtaining information. Although the European Court of Human Rights (ECtHR) and the Court of Justice of the European Union (CJEU) have not explicitly accepted the right to internet access as a human right as it would allow users to force states to provide such access, they have protected the exercise of fundamental rights on the internet.\(^1\) Both ECtHR and CJEU protect the enjoyment of internet access and online content against instances of interference by invoking the freedom of expression and information. While securing its irreplaceable place in our lives, the transformative power of information and communication also technologies affected intellectual property rights, especially copyright. The means of creating and accessing copyright-protected works evolved in line with the technology. While contributing to the creation of different types of works, technology also enables users to access and enjoy works in different ways. Especially the rapid growth of the internet and access to it revolutionised the way of accessing and enjoying copyright-protected works such as music, films, books, and games.\(^2\)

The traditional approach of consuming these works, namely, buying physical copies, has slowly been replaced by digital means such as streaming and downloading; more Europeans read, watch, and listen to content online and on several mobile devices.\(^3\) The COVID-19 pandemic increased the importance of the internet dramatically as people search for new ways to connect, stay informed, and be entertained.\(^4\) In line with this, the use of online platforms, especially user-generated content platforms, surged to record levels. Most

---


importantly, users are not only consuming but creating and broadcasting their content, too.\textsuperscript{5} These platforms became the primary source for users to express their creativity and ideas and share information and news.\textsuperscript{6} Every day, more and more people around the world exercise their freedom of expression and right to impart information online and contribute to the diverse culture of the internet.

However, this shift to the online world brought some challenges for copyright law. With the increasing use of the internet and online platforms, online copyright infringement has become a significant issue for the rightholders, platforms and governments worldwide.\textsuperscript{7} In time, as infringers abuse the various services on the Internet, the dialogue about the role of internet intermediaries in online copyright enforcement increased.\textsuperscript{8} The ecosystem in which online infringement of copyright takes place includes different actors such as internet service providers, individual subscribers to this service who download, upload, or share the infringing file; different types of online content providers, including peer-to-peer systems and file hosting sites which enable these acts of individual subscribers and social media platforms which host user-generated content.\textsuperscript{9} While these intermediaries do not undertake the infringing act, because of the acts of mere conduit, caching, and hosting they perform, they can be subject to secondary liability for their users’ acts.

Different jurisdictions adopted different approaches to online copyright enforcement to deal with increasing online infringements of copyright, such as legislative-led, private-led or a combination of these government and voluntary systems, voluntary reactive systems being the most commonly used.\textsuperscript{10} Regarding the policy implementation for online enforcement of copyright, the US was the first country with its 1998 Digital Millennium Copyright Act

\begin{footnotesize}
\begin{enumerate}
\item ibid.
\item ibid. p.19-20.
\end{enumerate}
\end{footnotesize}
(DMCA), which introduced “notice and takedown” and “safe harbors.”\textsuperscript{11} With the introduction of notice and takedown, rightholders are provided with a mechanism that allows them to act against platforms that infringe copyright in a much easy, quick and inexpensive manner compared to injunctions. Moreover, “safe harbors” were introduced by the Online Copyright Infringement Liability Limitation Act to provide exemptions for the liability of intermediary service providers.\textsuperscript{12} This special liability regime also has been established in the EU with E-Commerce Directive, creating a set of safe harbours for internet intermediaries whose activities fall within the hosting, caching or mere conduit.\textsuperscript{13}

As the platforms evolved and their services changed from the time when the E-Commerce Directive was first drafted, the application of safe harbours became more ambiguous. Thus, in time, the voluntary copyright enforcement systems of intermediaries, especially hosting platforms, shifted from reactive to proactive and preventive because of the fear of liability stemming from the lack of legal certainty around safe harbour rules. Consequently, preventive filtering, the most debated voluntary copyright enforcement measure, has become a popular practice amongst online platforms.\textsuperscript{14} Many leading social media platforms implemented upload filters, and some even developed their own content recognition technologies.\textsuperscript{15} However, the voluntary practice of introducing filtering measures by private companies brought problems with compatibility with EU legislation such as the Charter and E-Commerce Directive, established case law of ECtHR and CJEU and general principles of EU law, such as the principle of proportionality. In a series of decisions, both ECtHR and CJEU underlined the disproportionate nature of these filtering measures and their incompatibilities with the Charter.\textsuperscript{16}

\textsuperscript{11} US Digital Millennium Copyright Act of 1998 (‘DMCA’).
\textsuperscript{12} US Digital Millennium Copyright Act, 17 USC § 512.
However, in line with the growing position and importance of the platforms, the pressure regarding their contribution to the online enforcement of copyright has grown, and the approach shifted to the strict liability of intermediaries with strong enforcement of copyright. The combination of this with the growing need for up-to-date rules that can keep up with the technology triggered the policy reform actions in the EU. The Digital Single Market strategy of the EU resulted in two important legislations for the intermediaries, namely the Directive on Copyright in the Digital Single Market and Digital Services Act.

The calls for reform of the EU copyright rules have been answered with the Directive on Copyright in the Digital Single Market (CDSMD) in 2019. Article 17 of the CDSMD lays down filter obligations to prevent future copyright infringements for online content-sharing service providers (OCSSPs). According to the Article, user content must be reviewed by OCSSPs before it can be uploaded and made available to the public to meet the “best efforts” standards set by the Article. As the exception of the liability provided by the safe harbours of the E-Commerce Directive shall no longer apply to the OCSSPs anymore, according to Article 17, online content-sharing service providers should obtain authorisation from the rightholders for the making available of copyright content uploaded by users of their service to avoid liability. If a licence is not concluded, these services must demonstrate that they have made their “best efforts” to obtain an authorisation (Article 17(4)(a)); to ensure the unavailability of specific works and other subject matter (Article 17(4)(b)); to prevent of future infringing uploads (Article 17(4)(c)).

By looking at the primary and secondary sources concerning Article 17, the compatibility of the Article’s “best efforts” requirements with fundamental rights, namely with Articles 7, 8, 11, 16 and 47 of the Charter, as well as Articles 6, 8 and 10 of ECHR, constitutes the most significant concern regarding this Article. All the obligations of the Article, licensing, filtering, notice and takedown and notice and stay down, carry a significant risk of interfering with the fundamental rights of users and OCSSPs as it can disproportionately limit the

19 Article 17(4) of CDSMD, p.120.
20 ibid.
21 Article 14 of the E-Commerce Directive.
practice and enjoyment of these rights. The real-life examples of these interferences with these fundamental rights by the voluntary practice of these obligations provide preliminary evidence for this argument. While licensing obligations can impact users’ freedom of expression and OCSSPs’ right to conduct a business, the list of fundamental rights that are in danger with the filtering obligations include freedom of expression and right to information, right to privacy and protection of personal data, right to an effective remedy and a fair trial of users and right to conduct a business of OCSSPs. The notice and takedown and notice and stay down practices can interfere with users’ freedom of expression, right to an effective remedy and a fair trial, as well as OCSSPs’ right to conduct a business.

To reach the fundamental right-compliant implementation of Article 17, this study first assesses Article 17’s compatibility by examining its impact on each fundamental right. It analyses all aspects of Article 17 and focuses on striking a fair balance between competing fundamental rights of rightholders, users and OCSSPs. Then, by drawing the areas to focus from this analysis, it investigates and generates the ways to tackle the problems caused by the obligations of Article 17. Thus, this study examines the incompatibilities of Article 17’s obligations and parallelly critically examines the safeguards introduced by the CDSMD to suggest recommendations and procedural safeguards for the national implementations that would ensure the Article’s interference with aforementioned fundamental rights is limited and, therefore, the implementation is fundamental right-compliant.

Thus, while introducing new rules for intermediary liability and copyright enforcement, in addition to long-standing challenges with these concepts since E-Commerce, CDSMD also introduces new challenges and brings important questions about the future of the EU’s Digital Single Market and the internet. This study aims to shed light on this future by analysing the new rules to provide solutions to tackle these challenges and ensure an online environment which efficiently accommodates different fundamental rights.
1.2 Aims and Research Questions

The purpose of this study is two-fold: Firstly, to critically assess to what extent would the implementation of Article 17 of the EU Directive on Copyright in the Digital Single Market - Article 17(1) to 17(10) - be compatible with users' right to privacy, data protection, freedom of information and an effective remedy and a fair trial under the Charter and the ECHR; as well as OCSSPs' freedom to conduct a business under Article 16 of the Charter. Secondly, if Article 17 were to violate the Charter and Convention, to suggest and appraise a number of procedural safeguards and possible amendments to ensure Article 17 compatibility with Articles 7, 8, 11, 16 and 47 of the Charter, as well as Articles 6, 8 and 10 of ECHR.

This study, to find the fundamental right-compliant way to implement Article 17 of Copyright in the Digital Single Market Directive, examines the ways of making the Article’s safeguard sufficient to reach the “fair balance” between competing fundamental rights. This analysis focuses on ensuring the fair balance between competing fundamental rights of rightholders, users and platforms enshrined in the Charter and ECHR. These fundamental rights are, namely, rightholders’ right to intellectual property (Article 17(2) of the Charter), users’ freedom of expression and information (Article 11 of the Charter and Article 10 of ECHR), respect for private life (right to privacy) and protection of personal data (data protection) (Articles 7 and 8 of the Charter, Article 8 of ECHR), an effective remedy and a fair trial (Article 47 of the Charter and Articles 13, Article 6 of ECHR) and platforms’ right to conduct a business (Article 16 of the Charter) and freedom of expression (Article 11 of the Charter and Article 10 of ECHR).

The ideal implementation should ensure that it efficiently satisfies the EU law’s guarantees regarding fundamental rights in practice. In order to achieve this aim, first, the compatibility of Article 17 of the CDSMD with the aforementioned fundamental rights, with a special focus on the freedom of expression and information, will be assessed. While analysing every obligation under Article 17(4) and assessing their compatibility with the aforementioned fundamental rights, the focus will be on filtering obligations. The fact that filtering practices are historically known for their interferences with fundamental rights recognised by the ECtHR and CJEU in many decisions, therefore, being the most problematic obligation in the context of fundamental rights protection, constitutes the reason for this focus.
Secondly, as the impact of Article 17 would depend on its implementation, this study will provide recommendations for the efficient implementation of safeguards within the Article, namely Articles 17(5)-(10). Most importantly, it suggests procedural safeguards to ensure that the obligations under Article 17(4)(b) and (c), which require the employment of automated content recognition systems, can be implemented in a way which is compatible with various fundamental rights such as, freedom of expression and information, right to a fair trial and right to conduct a business and capable of striking a fair balance between the competing fundamental rights of rightholders, users and platforms. Most importantly, this study designs an implementation model with a unique filtering system which ensures compliance with the aforementioned fundamental rights.

This project has great significance since the implementation of the new rules gives the Member States a one-of-a-kind chance to tackle long-standing issues with striking a fair balance between competing fundamental rights in the online enforcement of copyright. In addition to national implementations of CDSMD, this comprehensive study conducted throughout the whole timeline of the CDSMD and Digital Services Act will also help with finding ways to make any future online copyright enforcement measure fundamental right compliant and more efficient for reaching the appropriate balance between fundamental rights. So, this project could contribute to the discussions of the Digital Services Act by extending the knowledge regarding the problems with online platforms, especially with the extensive analysis of automated decision-making of upload filters and recommendations that it provides.

Thus, this study’s contribution to theory will rest on the assessment of Article 17’s compliance with fundamental rights and the recommendations for the fundamental right-compliant implementation of the Article. Article 17 provisions must be measured against the benchmark of Articles 7, 8, 11, 16 and 47 of the Charter, as well as Articles 6, 8 and 10 of ECHR. If Article 17 of the CDSMD or its implementation does not adhere to these standards, it is arguable that it might be unlawful. This can be summarised in the following research questions.
1.2.1 Research Questions

The central research question of this research is: How Article 17 of the EU Directive on Copyright in the Digital Single Market could be implemented in a way which is compatible with Articles 7, 8, 11, 16 and 47 of the Charter, as well as Articles 6, 8 and 10 of ECHR?

Related to this core question, to critically examine the extent of the compatibility of Article 17 of the CDSMD with the aforementioned articles of the Charter and the ECHR and to define the issues that implementation needs to tackle, the following questions will be examined:

- Whether and to what extent Article 17 interferes with the fundamental rights of users, namely, freedom of expression and impart information, right to privacy, data protection and right to a fair trial? (Articles 11, 7, 8 and 47 of the Charter, Articles 10 and 6, 8 of ECHR) This question will be answered in Chapter 3.

- To what extent the safeguards provided in Article 17 for the users (Article 17(7), Article 17(8), Article 17(9) and Article 17(10)) can be considered as providing sufficient guarantees to protect the fundamental rights of users, therefore ensuring the Article 17 is compatible with Articles 7, 8, 11, and 47 of the Charter, as well as Articles 6, 8 and 10 of ECHR? This question will be answered in Chapter 3.

- To what extent is Article 17 interfering with the fundamental rights of online content-sharing service providers, namely, the right to conduct a business (Article 16)? This question will be answered in Chapter 4.

- To what extent the safeguards provided in Article 17 for the OCSSPs (Article 17(5), Article 17(6), Article 17(8) and Article 17(10)) can be considered as providing sufficient guarantees to protect the right to conduct a business of OCSSPs, therefore ensuring the Article 17 is compatible with Article 16 of the Charter? This question will be answered in Chapter 4.

Then, in Chapter 5, to suggest and appraise recommendations for national implementations, these questions will be addressed and answered:

- How Article 17 of the CDSMD could be implemented in a way that is compatible with the fundamental rights of users, namely, freedom of expression and impart information, right to privacy, data protection and right to a fair trial (Articles 11, 7, 8...
and 47 of the Charter, Articles 10 and 6, 8 of ECHR) and fundamental rights namely, right to conduct a business of OCSSPs (Article 11 of the Charter)?

- What recommendations that can member states follow while implementing Article 17 into their national law to ensure that the safeguards within Article, Articles 17(5)-(10) are efficiently transposed, so the implementation achieves the “fair balance” between the fundamental rights of users, OCSSPs and rightsholders, thus, the compliance with aforementioned fundamental rights?

- Which procedural safeguards can be adopted by Member States to ensure the fundamental right-compliant implementation of Article 17?

1.3 Methodology and Design

1.3.1 Introduction

In practice, legal research projects rarely adopt a refined version of just one theoretical or methodological perspective. In reality, it is common for research to draw from a number of different methodologies; the early chapters often draw from doctrinal (blackletter) analysis, while the final chapters focus on reform analysis. 22 Thus, following this hybrid methodology, the first part of the dissertation examines Article 17 and its compatibility with the Charter and ECHR adopting doctrinal legal research methodology, and the second part, by conducting reform analysis, provides recommendations for the implementation of Article 17 to improve the parts that found incompatible in practice.

The doctrinal legal research methodology is one of the fundamental methodologies of legal research. This methodology identifies underlying legal principles on which legal decisions are based, and most importantly, it focuses on what the law is; and how it can be most effectively analysed. 23 The purpose of this method is to gather, organise, and describe the law, provide commentary on the sources used, and then identify and describe the underlying

Thus, in the early chapters, this study focuses on the letter and the
effective analysis of Article 17. However, as it investigates an area where the law is
developing, this study looks beyond pure doctrinal analysis by examining and challenging the
application and impact of the law. The examination of CDSMD mainly relies on critical
analysis of primary sources of law, but, in some parts, it goes beyond the pure doctrinal
methodology by considering the social and political aspects of this Directive and the potential
effects of this legislation on society, users and platforms to achieve the required
understanding of the law to develop implementation recommendations.

Therefore, a detailed critical analysis of primary and secondary sources, with a particular
focus on the case law of CJEU and ECtHR, has been provided to constitute a base for the
reform analysis. The legal meaning of Article 17 and its underlying principles have been
discussed, and the decision-making under the EU’s rules of online enforcement of copyright
has been analysed by focusing on the case law interpretation of the regulations. Through this
analysis, uncertainties of the law have been identified, and in addition to identifying the
criticisms of the law, more criticism has been brought regarding the law to provide
recommendations and resolutions regarding the identified problems.

This study is an example of secondary research; it uses existing data to answer the research
questions. Thus, all data collected originates from primary and secondary sources of law; no
fieldwork, interviews, or further empirical data was required. The primary resources that this
study is based on are the EU legislation which includes the Convention, Charter, Regulations,
Directives, Policy Documents, and case law of ECtHR, CJEU including AG Opinions, and
case law of national courts of the Member States, Commission’s reports and consultations. In
addition to EU legislation, US Case law and policy documents have also been analysed.
However, it is important to note the special attention that has been paid to the case law of
CJEU as the study relied on critical analysis of the case law of CJEU for its findings.

The secondary sources of this study comprise academic scholarship from law and other
disciplines, such as media and technology, including empirical research conducted by others.
The relevant secondary sources examined include academic literature, books, journal articles,

24 Maggie Kiel-Morse, ‘Research Guides: Legal Dissertation: Research and Writing Guide: Home’
25 Ibid.
reports, presentations, letters, and opinions, including suggested implementation mechanisms of Article 17 in the literature. However, the secondary resources are not limited to these; in addition to academic scholarship, this study has analysed publications by Member State governments, NGOs, civil society, human rights and user rights organisations, online platforms and other stakeholders. To keep up with the rapid changes within the technology and news about CDSMD, especially regarding the national implementation actions, blog posts from reputable IP blogs and news from reputable legal and tech news sites have been examined, which constitute an important secondary source for this work. It is important to note that most of the sources from which this research draws its critical analysis are in the public domain. In order to gather these primary and secondary sources, this study used legal search engines (LexisNexis, Westlaw, i-law) and the Herts online library.

The in-depth analysis of systematic literature review and critical analysis of case law of CJEU and ECtHR guide this study to define the underlying problems and shortcomings with online copyright enforcement, which can be used to identify the ideal implementation of Article 17 that successfully strikes the fair balance between competing fundamental rights. Thus, the study examines the background of the related notions, such as safe harbours and injunctions, side-by-side with the relevant case analysis and explores problems with the application of these principles to achieve comprehensive findings. While examining Article 17, it assesses its impact on various fundamental rights and its compatibility with the Charter and ECHR. In addition to that, the study includes the examination of the available national implementations, as well as the recommendations from academics. As a result of this systematic investigation, recommendations for an effective regulatory approach for striking a balance between the rights and interests of rightholders and online intermediaries have been made. These include delivering implementation recommendations, including procedural safeguards for the fundamental rights compliant implementation of Article 17, based on the study’s extensive critical analysis.
1.3.2 Thesis Design

Regarding the design, this dissertation follows the compromise model, a model that is accepted as ideal for humanities and social sciences.27

![Diagram of the compromise model]

Figure 1: The compromise model

The compromise model is compromising the two models, namely, “focus down” and “opening out.”28 While the focus down model is undesirable due to its lengthy leading materials, opening out is not very suitable for the secondary research as it requires starting the applied analysis at 30 pages of the start, without providing enough background information and review of the literature. Therefore, the compromise model brings the strengths of both models together and follows a balanced approach to the thesis design. This model seeks to form a strong theoretical or broad-view chapter by saving much of the theory discussion and literature discussion to handle at the end of the argument.29

This model requires lead-in materials to be limited to the first two chapters, which are followed by the core chapters and concluding the dissertation with a long chapter of analysis and discussion.30 The literature review aims to provide areas that readers “need to know” to

---

29 ibid. 63.
be able to appreciate the research contribution of this work.\textsuperscript{31} This gives the readers an appropriate amount of time to warm up to the main themes and questions, as well as any background or set-up material they need to comprehend.\textsuperscript{32} In this way, readers can come into contact with the study’s original work sooner than the classical approach of “focus down”, which is the traditional design that many law dissertations follow. However, contrary to this traditional approach, the compromise model aims to ensure a better appreciation of how the study’s results interlock with the relevant previous research by keeping the lead-in materials to the first two chapters.

The core chapters that follow the literature review and background knowledge examine the compatibility of Article 17 with different fundamental rights by discussing various problems that impact users’ and platforms' fundamental rights. This examination has been undertaken to put forward relevant recommendations that help to tackle these problems for the implementation of Article 17. These concluding materials will focus on bringing together and integrating the conclusions from the core chapters, which investigate the impact of Article 17 on different fundamental rights and then do a more limited opening out from the results of the analysis back into the wider literature, including the very recent reforms under the EU Digital Single Market strategy such as Digital Services Act.

1.4 Thesis structure

This dissertation consists of six chapters. These chapters namely the introduction, literature review, Impact of Article 17 CDSMD on users’ fundamental rights, Impact of Article 17 CDSMD on OCSSPs’ fundamental rights, Fundamental right-compliant Implementation of Article 17 CDSMD and Conclusion.

This chapter, the introduction, constitutes an overview of the thesis by including research aims and questions, methodology, and the study’s contribution to the literature. This chapter also includes introductory information regarding the online enforcement of copyright. In addition to that, this chapter delivers a layout and explains the design of the thesis.

---

\textsuperscript{31} ibid.  
\textsuperscript{32} ibid.
Chapter 2 starts with clarifying the theoretical framework for this research. This chapter includes a review of the key primary and secondary sources relevant to the topic in order to identify the conflicts and gaps within the literature. To provide necessary background information, it provides a detailed account for the liability regime of intermediaries prior to the CDSMD. It investigates different fundamental rights and reviews main concepts such as safe harbours, the notion of fair balance and proportionality and accordingly identifies the gap regarding the importance of balancing fundamental rights. Then, it provides an Article 17-focused literature review by examining Article 17 of CDSMD and reviewing the literature on Article 17 of CDSMD to provide information regarding its legislative history and obligations to assess the compatibility with fundamental rights.

Chapter 3 analyses the impact of Article 17 on users’ fundamental rights and examines its compatibility with different fundamental rights. These are freedom of expression and information, the right to privacy and protection of personal data, and the right to an effective remedy and a fair trial. It includes an in-depth analysis of the identified issues caused by Article 17’s impact and their effects on fundamental rights. In addition to that, it examines various concepts related to Article 17 with different case studies to develop the suggested safeguards that could aid the negative impact of Article 17 on the users’ fundamental rights. This critical assessment also includes some recommendations for the implementation of these obligations that provide a basis for the safeguards suggested in Chapter 5, which aims to eliminate and, where eliminating is not possible, minimise the identified negative impact on fundamental rights.

Chapter 4 focuses on Article 17’s impact on the platforms by examining its compatibility with the freedom to conduct a business. This chapter includes a critical analysis of the impact of Article 17’s obligations on OCSSPs. It demonstrates how different obligations of Article 17, such as licensing, filtering, notice and takedown and notice and stay down, can interfere with OCSSPs’ operations and their right to conduct a business. It discusses the complexity and cost of implementing filtering technologies as well as other main concepts, such as proportionality and transparency obligations, in-depth. This critical assessment includes recommendations that would complement the safeguards suggested in Chapter 5 to minimise or eliminate the identified negative impact within this chapter.
Chapter 5 includes recommendations for the implementation of Article 17 of the CDSMD to tackle the long-standing issues with striking the “fair balance” between competing fundamental rights. It suggests a number of procedural safeguards, both ex-ante and ex-post (preventive and corrective), to ensure that Article 17 can be implemented in a way that is compatible with fundamental rights examined within the previous chapters. These suggested procedural safeguards include a specialised filtering system which explained in detail and supported with relevant legal and practical justifications to reflect how it would work in practice.

The conclusion aims to summarise and open up the thesis, especially with the discussion of suggested procedural safeguards. It includes implications for future practice and future research directions in addition to a brief discussion on the research limitations. This final chapter highlights the significance of the findings and finishes the thesis with concluding remarks.
Chapter 2: Literature review

2.1 Introduction

This literature review provides a comprehensive review of the literature around Article 17 and the fundamental rights that are linked to this Article. It investigates how the law has been interpreted and described by the Courts (CJEU, ECtHR, Member State national courts and US Courts) and academics in addition to providing essential definitions and concepts for the critical analysis of Article 17.

This literature review starts by outlining the theoretical framework for the argument of thesis which includes a justification on why fundamental rights are at the centre of this research and explanation of the overall scope of the dissertation. It continues with background information regarding intermediary liability and online copyright enforcement prior to CDSMD which includes a detailed examination of communication to the public, safe harbours including the problems with this regime. Thus, it identifies issues within online copyright enforcement in order to strengthen the study’s analysis regarding the compatibility of Article 17 of CDSMD with the EU law of fundamental rights.

The examination of Article 17 covers the full timeline of this Article which starts from its proposal stage to national implementations and in addition to that, as DSA is a relevant reform activity in the digital single market, this chapter explores the relationship between CDSMD and DSA. Thus, the chapter continues by explaining the legislative history of the CDSMD, a detailed analysis of its obligations and safeguards in addition to the key national implementations of Article 17 and current research and criticism on Article 17. Thus, it provides a comprehensive review of the literature around Article 17 and the fundamental rights that are linked to this Article.

This chapter investigates how the law has been interpreted and described by the Courts (CJEU, ECtHR, Member State national courts and US Courts) and academics in addition to providing essential definitions and concepts for the critical analysis of Article 17. Most significantly, the chapter explores important concepts of EU law, such as fair balance, proportionality and examines the fundamental rights affected by this Article to provide background information and a foundation for the compatibility assessment of Article 17 with these fundamental rights at issue. The analysis of each right identifies a research gap in
existing literature, and then these gaps will be linked to the project’s aim, which is developing an ideal implementation of Article 17 that respects fundamental rights.

2.1.1 The Theoretical Framework

Before outlining the framework for this research, it is important to note that within legal scholarship, the academic embedding of a research project often takes the form of a summary of the current state of positive law which includes primary and secondary resources of law. However, how the researchers relate to various points of view in their academic discipline and how they assess the literature is less clear; legal researchers often leave them largely implicit in their writings.

The nature of the research questions of this project, which assess the legal scenario and offer a solution to a legal problem, requires the framework to provide the basis for the evaluation or solution in addition to how to link the project to the literature or provide the concepts and the basis for the assessment and the solution. As a result, unlike the social science projects, which supply the conceptual underpinnings for the research and provide a context for the study based on prior empirical research, this study builds its own framework from which its analysis of the research problem is generated.

As can be seen from the aims and the research questions, this study focuses on a number of interconnected phenomena. In order to achieve the aim of this study, which is providing a implementation of Article 17 of CDSMD with Convention and Charter of Fundamental Rights of EU, it examines these phenomena in detail. The first phenomenon has been the increasing attention to copyright protection and stricter intermediary liability, including legislative. First with the growing popularity of injunctions amongst rightholders, and voluntary preventive measures amongst platforms, then, the legislative actions, CDSMD being the most significant and current example that captures this shift.

The enforcement practice of injunctions has gained popularity in recent years to enforce intellectual property rights. European Union law requires Member States to provide injunctions against intermediaries whose services are used by a third party to infringe intellectual property rights; the plaintiffs can apply for injunctions against intermediaries, the internet access providers, who are not liable under tort law. With the rise of the internet, rightholders gained new tools against intermediaries such as de-indexing, freezing orders and, most popular ones against hosting platforms, blocking and filtering injunctions.

According to Article 8(3) of the Information Society Directive, when intermediaries’ services are used by a third party to infringe a copyright or related right, rightholders can request injunctions against them as these intermediaries are best placed to end the infringing activities of third parties. Enforcement Directive provides the same guarantee regarding the availability of injunctions for rightholders in the case of an infringement of intellectual property rights under the third sentence of Article 11. E-Commerce Directive ensures that its safe harbour regime does not affect the possibility of injunctions of different kinds, such as court or administrative orders requiring the termination or prevention of any infringement, including the removal of illegal information or the disabling of access to it.

The safe harbour regime constitutes an important concept that contributes to the research question of this study as the safe harbour regime contributed to the problems with fair balancing and inspired the reform regarding copyright in the EU. This regime puts the “knowledge” of the platform at the core of their liability and provides them protection from, third parties, in this case, users of these hosting platforms’ illegal acts.

38 Recital 59 and Article 8(3) of InfoSoc Directive; Article 11(III) of Enforcement Directive.
40 Recital 45 of E-Commerce Directive.
42 Article 14 of E-Commerce Directive.
However, the lack of harmonisation resulting from the different implementations of safe harbour provisions by the Member States contributed to the lack of legal certainty and, consequently, the inefficiency of the safe harbours.\(^{43}\) Also, the rise of Web 2.0 has led to the unprecedented millions of uploads of copyright-protected content through countless diverse platforms, which disturbed the effectiveness of safe harbour exemption and the clarity of its application. Therefore, the rapid development of technology and the changes within the nature and acts of platforms raised the question of whether the hosting safe harbour regime successfully kept up with the times. The rise of new types of platforms with hybrid activities which are hard to be categorised under the traditional safe harbour intermediaries’ activities resulted in the increased use of injunctions, shift towards the stricter protection of copyright and liability of intermediaries in practice. This wave of stricter protection of copyright through the injunctions created a tension between copyright and competing fundamental rights as these injunctions were exceeding the limits defined in Directives. These are namely, being fair and equitable as well as effective, proportionate and dissuasive and being applied “in such a manner as to avoid the creation of barriers to legitimate trade and to provide for safeguards against their abuse.”\(^{44}\) They should not be unnecessarily complicated, costly and should not entail unreasonable time limits and unwarranted delays. Lastly, E-Commerce Directive, in its Recital, ensures that its safe harbour regime does not affect the possibility of injunctions of different kinds, such as court or administrative orders requiring the termination or prevention of any infringement, including the removal of illegal information or the disabling of access to it.\(^{45}\) Notably, E-Commerce Directive states that these injunctions must follow the limits of EU law; they must respect fundamental rights, the principle of proportionality and fair balance and comply with the general monitoring ban.\(^{46}\) Where copyright is enforced with these types of injunctions, this enforcement imposes a disproportionate limitation on the exercise of other fundamental rights.


\(^{44}\) Article 3 of Enforcement Directive.

\(^{45}\) Recital 45 of E-Commerce Directive.

\(^{46}\) Recitals 10, 46 and 47 and Article 15(1) of E-Commerce Directive. While amending the E-Commerce, DSA preserved the legal base for injunctions and these limits. See Recitals 3, 4 and 28 and Article 7 of DSA.
To deal with this new wave of problems, CJEU has developed various tools, the relevant CJEU framework on injunctions against intermediaries can be collected under five key decisions: the twin judgments in Scarlet Extended\(^\text{47}\) and Netlog\(^\text{48}\) on the relationship between filtering injunctions and Charter; the ruling in UPC Telekabel\(^\text{49}\) regarding the compatibility of blocking injunctions with Charter; Mc Fadden,\(^\text{50}\) concerning the limits of injunctions and lastly, Glawischnig-Piesczek\(^\text{51}\) which opened the doors for worldwide injunctions.

In these cases, CJEU examined the injunctions in the light of the principles of the Union law and assessed their compliance with the Information Society Directive, the Enforcement Directive, the E-Commerce Directive, the Data Protection Directive, the E-Privacy Directive and the Charter of Fundamental Rights. CJEU defined the requirements that injunctions need to meet as being “fair and equitable, not unnecessarily complicated or costly, nor entail unreasonable time-limits”, as well as being “effective and dissuasive.”\(^\text{52}\) For instance, the CJEU found the injunction which requires the platform to implement a filtering system in SABAM found the injunction as not respecting the requirement that a fair balance be struck between the right to intellectual property, on the one hand, and the freedom to conduct business, the right to protection of personal data and the freedom to receive or impart information, on the other\(^\text{53}\) and used proportionality to rule out this type of measures under the EU law.\(^\text{54}\) In that way, CJEU clarified that the fundamental rights discourse is central to assessing intermediary liability caused by injunctions and appropriate remedies.\(^\text{55}\) Also, CJEU strengthened its position regarding the preventive measures for IP infringement which require active monitoring of all the data by stating their incompatibility with EU law.

In addition to CJEU, ECtHR also examined the conflict between injunctions and fundamental rights in many cases and applied the principle of proportionality of the EU copyright to

---

\(^\text{47}\) Scarlet Extended (n 16), paras 49-51.

\(^\text{48}\) Netlog (n 16), para 47.


\(^\text{50}\) Mc Fadden (n 16), para 87.

\(^\text{51}\) Glawischnig-Piesczek (n 241), para 46-48.

\(^\text{52}\) Article 3(2) of the Enforcement Directive.

\(^\text{53}\) Netlog (n 16), para 51; Scarlet Extended (n 16), para 53.

\(^\text{54}\) Eleonora Rosati, ‘Material, Personal and Geographic Scope of Online Intermediaries’ Removal Obligations beyond Glawischnig-Piesczek, C-18/18 and Defamation’ (2019) 41 European Intellectual Property Review 672.

lightly regulated areas like online copyright enforcement procedures.\textsuperscript{56} ECtHR’s case law underlines the requirement for injunctions which require executing monitoring, filtering and blocking to strike the fair balance under the Convention and Charter to and reminds the courts to be very cautious about the scope of the injunctions and the guarantee of judicial review to prevent possible abuses.\textsuperscript{57} There is reasonable stress on the fair balance and proportionality principles regarding the injunctions, as any restriction on fundamental rights must be in line with permissible limitations as set out in international human rights law.

Most significantly, the landmark decision of \textit{Yildirim v. Turkey} gives guidelines on the steps to be taken to achieve a fair-balanced internet injunction. Judge Albuquerque described the minimum criteria that need to be met by legislation concerning Internet access ban measures to be compatible with the EU law. According to this, the measure must have a definition of categories of persons likely to have their publications blocked and access ban orders, limits regarding the territorial scope and the duration, the indication of interests, compliance with proportionality and necessity principles, definition of the authorities, the procedure, safeguards.\textsuperscript{58}

While the stress on the balance within the case law was clear, in practice, enforcement of copyright was getting more complicated. As the application of safe harbours became ambiguous and the use of injunctions increased, to be on the safe side and avoid liability, hosting platforms implemented voluntary preventive measures which includes filtering. However, this self-regulation of platforms introduced new unique problems. These self-regulation actions resulted in different rules being applied to the same situations on different platforms, and the unspecified criteria for blocking and removal of the user uploads further increased the lack of foreseeability and harmonisation and made the puzzling EU online copyright enforcement and disproportionality problems even worse. These voluntary measures raised many issues regarding the principle of horizontal effect and public authorities’ duties for preventing third-party interference with the users' fundamental rights, especially the right to freedom of expression, by limiting the deciding powers of platforms


\textsuperscript{57} Ahmet \textit{Yildirim v Turkey} (n 1); \textit{Ashby Donald v. France} App No. 36769/08 (ECtHR, 10 January 2013); \textit{Jankovskis v. Lithuania}, (n 1).

\textsuperscript{58} Ahmet \textit{Yildirim v Turkey} (n 1), Concurring Opinion of Judge Pinto De Albuquerque.
Regarding uploaded content.\textsuperscript{59} Therefore, one of the most significant negative outcomes has been acknowledged as their negative impact on fundamental rights and consequently, the fair balance which constitutes the main problem that this study aims to tackle.

Against this background, to satisfy the need for reform, especially regarding safe havens and preventative tools on platforms, the EU introduced CDSMD, most specifically, Article 17. According to the Article, traditional hosting safe harbour does not apply to online content-sharing service providers, unless they obtain direct authorisation from the rightholders or satisfy the Article’s “best efforts” requirements.\textsuperscript{60} This assumption of knowledge of the platform brings the risk of direct liability which motivates these platforms to concentrate on ensuring the unavailability of copyright-protected works and prevent future infringing uploads accordingly to the Article’s best efforts standards. This brings the high risk of Article 17 disturbing the balance even further and interfering with competing fundamental rights against copyright, which constitutes another phenomenon that this study focuses on. Thus, to assess the extent of compatibility of Article 17 with fundamental rights, this study, first, critically examines the impact of this article on users' right to privacy, data protection, freedom of information and an effective remedy and a fair trial under the Charter and the ECHR; as well as OCSSPs' freedom to conduct a business under Article 16 of the Charter, which is a right that is often overlooked within the Article 17 debate. Then, suggests that to protect the fair balance and fundamental rights from the negative impact of Article 17’s obligations, the fundamental right-complaint implementation of this Article into national laws of Member States is the only answer.

The problems caused by injunctions regarding the fair balancing of competing fundamental rights show the importance of taking the CDSMD’s implementation as a chance to achieve the desired balance for online copyright enforcement. It is important for rightholders, online platforms, and other intermediaries to find a way to work together to balance their rights and the rights of internet users. A collaboration that takes every actor of the internet’s rights into


\textsuperscript{60} Article 17 of the CDSMD.
consideration is the only way to have a balanced and suitable foundation for law-making. Therefore, it is important to achieve an implementation that ensures a fair balance between the competing fundamental rights of each actor is guaranteed.

The long-standing tension between copyright and other fundamental rights within the EU framework results from a complex relationship between competing fundamental rights; while copyright can serve as the basis for claiming a monopoly on intellectual creation, it also contributes to the availability and free flow of information. Adding the modern means of exercising fundamental rights, such as the internet, to this already complex picture, balancing the competing fundamental rights becomes more challenging than ever. This increases the risk of new enforcement measures interfering with different fundamental rights, instead of solving the well-documented existing problems of online enforcement of copyright. While applying such measures to guarantee the protection of copyright, the Charter, as the primary source for the EU law, should expressly be recognised.

On this point, it is important to define the reason why fundamental rights are at the centre of this research. To outline why the fundamental rights should be considered within the online enforcement of copyright and, therefore, for the implementation of Article 17, one must examine the significance of the fundamental rights.

---

One of the fundamental principles upon which the European Union is built is respect for fundamental rights which is an indispensable prerequisite for the Union’s legitimacy. These rights are safeguards or guarantees for individuals, organisations and businesses that are included in EU law. As a result of the Lisbon Treaty’s entry into force, all actions taken by EU institutions must explicitly take into account fundamental rights.

The Convention was adopted in 1950; however, it has not been formally incorporated into the Union legal order as the EU has not acceded to the Convention even though Article 6(2) Treaty on European Union (TFEU) constitutes a legal obligation to do so. However, it is important to keep in mind that fundamental rights recognised by the ECHR constitute general principles of the European Union’s law in line with Article 6(3) TEU. The rights and freedoms that the Convention guarantees include the right to a fair trial in Article 6, the right to respect for private and family life in Article 8, freedom of expression in Article 10, the right to an effective remedy in Article 13, protection of property in Article 1 of Protocol 1 to the ECHR.

In 2009, with the entry into force of the Treaty of Lisbon, the Charter was given legal effect to provide an enforceable bill of rights for the Union and strengthen the protection of fundamental rights by making those rights more visible in a Charter. The preamble states that the Charter is a reaffirmation of rights as they result from the European Convention for the Protection of Human Rights and Fundamental Freedoms case law of the Court of Justice of the European Communities and the European Court of Human Rights.

The Charter constitutes six chapters, including rights, freedoms and principles that built its legal framework. Chapter I (Dignity), Chapter II (Freedoms), and Chapter VI (Justice) correspond to Articles 2-12 of the European Convention, while Chapter IV (Solidarity) reaffirms European Social Charter and Chapter V (Citizens’ Rights) contains rights of citizens of the Union. Lastly, Chapter VII provides general provisions regarding the scope of the Charter and the guaranteed rights. The relevant rights in the Charter for this study are Article 7 Right to Privacy, Article 8 Right to Protection of Personal Data, Article 11 Freedom of expression and information, Article 16 Freedom to conduct a business, Article 47 Right to

---

62 Article 2 of the Treaty of European Union.
63 Preamble to the Charter, p 8.
64 Preamble to the Charter, p 8.
an effective remedy and a fair trial and Article 52 which defines the scope and interpretation of rights and principles.

The Charter sets the minimum standards for protecting these rights as it states that it shall not prevent Union law from providing more extensive protection while containing rights which correspond to rights guaranteed by the Convention with the same meaning and scope.65 Thus, the Charter contains rights which correspond to rights guaranteed by the ECHR.66 There are differences regarding the expressions used and the terms employed by the ECHR and Charter, yet these provide guidance for the interpretation of the provisions.67 For instance, while the Charter includes a separate right for the protection of personal data in Article 8, ECHR includes the right to respect for private and family life in Article 8. Thus, even though ECHR does not include a data protection right per se, under ECtHR case law, the right to privacy is broad enough to encompass the right to protection of personal data. However, it is important to note that there is an argument in the literature that suggests that the nature of the Charter as a legally enforceable bill of rights for the EU raises the risk of deviations developing between the two instruments.68

Regarding its legal status, Article 6(3) TFEU states that the Charter “shall have the same legal value as the Treaties”, which has been underlined in a series of decisions by CJEU, too.69 Moreover, Article 52(3) of the Charter requires rights contained in the Charter which correspond to rights guaranteed by the ECHR to be given the same meaning and scope as those laid down by the ECHR despite it does not constitute a legal instrument which has been formally incorporated into European Union law. It has been accepted as the freedoms and principles stated in the Charter have the highest level of legal value, referring to the aforementioned general principles, in so far as the former may be identified with the latter, becomes no longer necessary.70 Thus, CJEU has been answering questions requiring interpretation of the fundamental rights by focusing on the Charter in light of the Convention and ECtHR case law.

65 Article 52(3) of the Charter.
66 Article 52(3) of the Charter.
67 Chapter VII of Charter.
70 Case C-70-10 Scarlet Extended SA v Société belge des auteurs, compositeurs et éditeurs SCRL (Scarlet Extended) [2012] ECLI:EU:C:2011:255, Opinion of Advocate General Cruz Villalón, para 30.
As this study critically examines CJEU and ECtHR case law as its main primary resource, it is important to clarify the relationship between the Convention and the CJEU and ECtHR and CJEU. One should keep in mind that, the legally binding character of the Charter in 2009 did not deprive the Convention of its role as a source of fundamental rights protection in the EU as explained above. The European Parliament explains that the Treaty of Lisbon has paved the way for EU accession to the ECHR. However, although both the European Parliament and the European Council stress the need for EU accession there is no significant action taken.

Therefore, in *Tele2/Watson* the CJEU found that the negotiated agreement neither provided the Court's exclusive jurisdiction, nor sufficient protection concerning the EU's specific legal arrangements. In his opinion for this case, the AG Saugmandsgaard-Øe, in assessing the relationship between the Convention and the Charter, advised that according to Article 6(3) TEU, human rights as enshrined in the Convention constituted general principles of EU law. However, the AG acknowledged that since the EU had not acceded to the Convention, the latter could not be considered a legal instrument, which had been formally incorporated into the Union's law.\(^{71}\)

However, by pointing out Article 52(3) of the Charter, which states “...this provision [does] not prevent Union law providing more extensive protection.”, AG stated that CJEU is entitled, to extend the scope of the provisions of the Charter beyond that of the corresponding provisions of the ECHR, where this is necessary in the context of EU law.\(^{72}\) Thus, AG concluded that when it comes to assessing interferences with fundamental rights, it would be inappropriate to impose different criteria on the Member States depending on whether the Convention or the Charter was being examined.\(^{73}\) This outcome is in line with the approach adopted by the Court in *Digital Rights* which has extended the scope of Article 7 and Article 8 of the Charter beyond that of Article 8 of the ECHR. This also shows how the careful alignment of the case law of the Strasbourg and Luxembourg Court is improving.


\(^{72}\) *Tele2/Watson* [2016] Opinion of Advocate General Saugmandsgaard Øe, ECLI:EU:C:2016:572, para 78.

\(^{73}\) *Tele2/Watson* [2016] Opinion of Advocate General Saugmandsgaard Øe, ECLI:EU:C:2016:572, para 141.
which is a welcomed shift regarding the harmonisation and the protection of fundamental rights that strengthens the framework for fair balancing of competing fundamental rights.

The relationship between the CJEU and the European Court of Human Rights (ECtHR) is a long-standing and important one. The ECtHR interprets and applies provisions of the ECHR in its decisions which has binding force on High Contracting Parties.\(^\text{74}\) Since the \textit{Hoechst}\(^\text{75}\), where the first reference to the ECtHR took place within a CJEU decision, the case law of the ECtHR maintains its position in the EU legal system, especially for the CJEU, due to the combined effects of Article 6(3) TFEU and Article 52(3) of the Charter.\(^\text{76}\) It is common practice for CJEU to refer to the interpretations of the ECtHR of corresponding Convention rights when dealing with the rights within the Charter, which prevents the development of an unharmonised system of fundamental rights protection caused by the varying interpretations of the Convention by ECtHR and the Charter by CJEU.

The settled case law of CJEU ensures that the rights guaranteed by the Charter must be given their full effect.\(^\text{77}\) However, these rights under the Charter are not absolute, meaning there could be limitations as long as these limitations meet the requirements in Article 52(1) of the Charter. Any possible interference with fundamental rights and freedoms requires an examination of whether that interference is justified in the light of the conditions set out in Article 52(1) of the Charter to demonstrate its compliance with fundamental rights. These are, namely, being provided for by law and ensuring the respect of the essence of those rights and freedoms, and in the light of the principle of proportionality, being necessary and genuinely meeting objectives of general interest recognised by the Union or the need to protect the rights and freedoms of others.\(^\text{78}\) The criterion of being provided by law implies that the act which permits the interference with those rights must define the scope of the limitation.\(^\text{79}\) It also includes the assessment of the quality of the law in question, which

\(\text{\small \(^{74}\)}\) Article 46 of ECHR.


\(\text{\small \(^{77}\)}\) C-617/10 \textit{Åkerberg Fransson} [2013] EU:C:2013:105, para 45.

\(\text{\small \(^{78}\)}\) Article 52(1) of Charter.

requires the law to be accessible and foreseeable.\textsuperscript{80} Moreover, this requirement also implied that the law has to be compatible with the rule of law which requires providing protection against the interferences with fundamental rights.\textsuperscript{81} It is important to note that a failure to satisfy one condition within Article 52(1), constitutes a violation regardless of conformity with the other two conditions.\textsuperscript{82}

As the focus of this study for the assessment of Article 17 and providing solutions is the third condition, proportionality, it is important to understand the framework around it. In a broad sense, proportionality covers both the necessity and the appropriateness (proportionality \textit{stricto sensu}) according to the settled case law of CJEU.\textsuperscript{83} The assessment of proportionality in the strict sense constitutes the proportionality test in question, and it requires establishing a balance between the extent and nature of the interference and the objectives pursued by the measure.\textsuperscript{84} The first move towards applying the proportionality criterion into the IP framework was made by the InfoSoc Directive and the Enforcement Directive, which include the requirement of proportionality as well as the effectiveness for the measures, sanctions and remedies against infringements of intellectual property rights.\textsuperscript{85}

Thus, assessing the proportionality of legislative measures includes different assessments such as legitimacy, effectiveness and efficiency, interference on fundamental rights and then, a fair balance evaluation.\textsuperscript{86} First, the significance of the aim should be assessed, and the question of whether and to what extent the measure meets this objective should be discussed. Then, the scope, extent and intensity of the measure’s interference with fundamental rights should be assessed by describing the impact and, lastly, by comparing the limitation that the measure brings on competing fundamental rights to the measure’s aim of protecting

\textsuperscript{80} Ahmet Yıldırım v Turkey (n 1), para 57; Dink v Turkey, App nos. 2668/07, 6102/08, 30079/08, 7072/09 and 7124/09 (ECtHR, 14 September 2010) para 114.

\textsuperscript{81} Ahmet Yıldırım v Turkey (n 1), para 59.

\textsuperscript{82} Iain Cameron, \textit{An Introduction to the European Convention on Human Rights} (8th edition, Jusitus 2018).


copyright, an evaluation of the fair balance between the right to intellectual property and other fundamental rights by reconciling the requirements of the protection of those different rights should take place. Where the measure is found to be disproportionate, safeguards that ensure protection for the fundamental rights which are being limited and interfered with by the measure must be introduced. Together with proportionality, the essential but “obscure and amenable” principle, the fair balancing of competing rights has been placed at the heart of the EU law, which can be seen from the stress on the importance of balancing competing fundamental rights in decisions of CJEU and ECtHR. That is why the safeguards of Article 17 will be examined accordingly to these important principles and solutions will be made following the proportionality formula.

Thus, the focus of the study reflects the focus within the primary sources of EU law as, in addition to the case law of the EU, the stress on the fundamental rights and fair balancing has been also a significant part of EU Directives such as InfoSoc Directive, E-Commerce Directive, Enforcement Directive and, with a particular significance for this study, CDSMD.

As stated in its Recital, one of the aims of InfoSoc is to help compliance with the fundamental principles of law and especially of property, including intellectual property, freedom of expression and the public interest. Similarly, Enforcement Directive states that it respects fundamental rights and observes the principles of the Charter. Importantly, it identifies the fair balance that needs to be struck between intellectual property and freedom of expression or protection of personal data as a must. E-Commerce Directive underlines the importance of the effective exercise of the freedoms of the internal market and explicitly

87 C-283/11, Sky Österreich GmbH v. Österreichischer Rundfunk [GC] [2013], ECLI:EU:C:2013:28, para. 60; Case C-275/06, Productores de Música de España (Promusicae)/Telefónica de España SAU (‘Promusicae’),[2008] ECLI:EU:C:2008:54, paras 65 and 66; Big Brother Watch and others v United Kingdom, (ECHR, 13 September 2018), 2.42.
90 Promusicae (n 87); Opinion of AG Villalon in Scarlet Extended (n 70), para 71.; Scarlet Extended (n 16), para 50; Netlog (n 16), para. 49; Scarlet Extended (n 16), para 50; Opinion of AG Villalon in Scarlet Extended (n 70), para 71. C-314/12 UPC Telekabel Wien GmbH v Constantin Film Verleih GmbH [2013] ECLI:EU:C:2013:781, Opinion of Advocate General Cruz Villalón, para 86.
91 Recital 3 of InfoSoc
92 Recital 32 of Enforcement Directive
93 Recital 2 of Enforcement Directive
mentions Convention by stating that directives covering the supply of information society services must ensure that they are acknowledging freedom of expression as enshrined in Article 10(1) of the Convention. Then, underlines that the removal or disabling of access to illegal information, which includes copyright-infringing content, has to be undertaken in observance of the principle of freedom of expression. It also addresses the right to a fair trial by stating that it is necessary to guarantee victims effective access to means of settling disputes.

The main legislative focus of this study, CDSMD, also underlines the importance of consideration of fundamental rights at various points. The stress on the limited nature of copyright protection can be seen by the increased importance of exceptions and limitations with this Directive. The Directive states the importance of allowing users to upload and make available of their content that benefits from quotation, criticism, review, caricature, parody or pastiche exceptions, which became mandatory with this Directive, for the purposes of striking a balance between the fundamental rights laid down in the Charter. CDSMD respects the fundamental rights and observes the principles of the Charter, therefore, it should be interpreted and applied accordingly. This stress on fundamental right-compliant interpretation and application supports this study’s aim of providing fundamental right-compliant implementation of Article 17. In addition to freedom of expression, CDSMD makes an explicit mention of the right to respect for private and family life and the right to protection of personal data set out in Articles 7 and 8. Also, another important safeguard which provides users with complaint and redress mechanisms serves to the protection of the right to a fair trial of users against the disproportionate copyright protection caused by Article 17(4)’s obligations. However, it is important to note that, in order to tackle the aforementioned issues arising from the enforcement of copyright within the platform, the right implementation should ensure that these guarantees can and will be enforced in practice, therefore, ensuring the effectiveness in practice is constitutes another aim of this study.

94 Recital 9 of E-Commerce Directive
95 Recital 46 of E-Commerce Directive
96 Recital 52 E Commerce Directive
97 Recital 70 CDSMD
98 Recital 84 CDSMD
99 Recital 85; Article 17(9) of CDSMD
100 Article 17(9) of CDSMD
In addition to the legislation, the Courts of the EU, CJEU and ECtHR, have been dealing with issues with striking a fair balance between on one hand right to property and on the other the rights to private and family life (Article 7), secrecy of communications (Article 7), personal data (Article 8), freedom of expression and information (Article 11), freedom to conduct a business (Article 16) and right to a fair trial (Article 47).

In the early decisions such as Scarlet Extended, Netlog and Mc Fadden, the stress was on the fact that the right to intellectual property is not absolute and that a fair balance has to be struck between copyright and other fundamental rights such as the right to freedom of expression. In its evolving journey regarding balancing rights, CJEU has moved from merely requiring the fair balance to be struck to specifying the way to reach the fair balance between these rights. This evolution of the approach of the CJEU to fair balance has been summarised by Chavannes in three steps: traditional balancing as seen in Promusicae, the internal fundamental rights balancing as seen in twin decisions Scarlet Extended and Netlog (SABAM cases), UCP Telekabel, and lastly, rejection of external fundamental rights balancing as seen in Funke Medien.

In Promusicae, CJEU laid the foundation for the application of proportionality and fair balance in cases where IP rights compete with other fundamental rights. CJEU stated that the relevant authorities are obliged to achieve a “fair balance” between the rights to respect for private life and rights to protection of personal data of the internet service provider's customers on the one hand and the rightholders' rights to protection of intellectual property and to have an effective remedy on the other. CJEU stated that where several fundamental

101 Promusicae (n 87); Opinion of AG Villalon in Scarlet Extended (n 70), para 71.
102 Opinion of AG Villalon in Scarlet Extended (n 70), para 71.
103 Netlog (n 16), para. 49; Scarlet Extended (n 16), para 50; Opinion of AG Villalon in Scarlet Extended (n 70), para 71.
104 Opinion of AG Villalon in Scarlet Extended (n 70); Netlog (n 13) para. 50; C-314/12 UPC Telekabel Wien GmbH v Constantin Film Verleih GmbH [2013] ECLI:EU:C:2013:781, Opinion of Advocate General Cruz Villalon, para 86.
105 Scarlet Extended (n 16), para. 46; Netlog (n 16) para. 44; Case C-314/12 UPC Telekabel Wien GmbH v. Constantin Film Verleih GmbH and Wega Filmproduktionsgesellschaft mbH (‘UPC Telekabel’),[2014] ECLI:EU:C:2014:192, para 47; Opinion of AG Villalon in UPC Telekabel (n 62), para 83.
106 Ashby Donald v. France App No. 36769/08 (ECtHR, 10 January 2013); Yildirim v. Turkey; Altiparmak v. Turkey; Jankovskis v. Lithuania; Christophe Geiger, The Future of Copyright in Europe: striking a fair balance between protection and access to information (2010). Intellectual Property Quarterly I.P.Q. 2010, 1, 1-14.; Scarlet Extended (n 16), para 49; Netlog (n 16), para 50.; C Mc Fadden (n 16), paras 83-89.
108 Remy Chavannes, (Speech at the AIPPI Congress, Cancun, 26 September 2018)
109 Promusicae (n 87), paras 65-68.
rights protected under EU law are at stake, it is for the national authorities or courts concerned to ensure that a fair balance is struck between those rights, not just national legislators when implementing EU law. This marked the era of “rampant” harmonisation for the CJEU, where it incorporated fundamental rights in various cases to shape and expand the EU acquis. In L’Oréal, by recalling their Promusicae decision, CJEU held that the copyright enforcement measures imposed on online service providers must strike a fair balance between the various rights and interests.

The CJEU practice has represented the increased European sensitivity to fundamental rights, including the right to seek, receive and impart information in early case law. In the twin SABAM decisions, CJEU concluded that the protection of the right to intellectual property in Article 17 of the Charter is not absolute, and to strike a fair balance, the protection of the other fundamental rights must also be considered. In Scarlet Extended, Court found the injunction in question, which requires the implementation of a filtering system for the protection of copyright, as disproportionately interfering with users’ freedom to receive or impart information safeguarded by Article 11 since these filtering systems block the lawful content as well as the unlawful ones. Lastly, the required measure for the protection of copyright obliged the installation of a complicated, costly, permanent computer system at the platform’s own expense, which would operate unlimited monitoring, therefore, constituted an interference with the freedom to conduct a business enshrined in Article 16 of the Charter.

That is why Court found the injunction in question as failing to strike a fair balance between the protection of the intellectual property right enjoyed by copyright holders, on the one hand, and the freedom to conduct business, the right to protection of personal data and the freedom to receive or impart information, on the other. CJEU case law established that this type of preventive measure favours the IPRs over other fundamental rights such as freedom of expression, data protection, and right to a fair trial, and often undermines these competing

111 Promusicae (n 87), paras 68, 70
113 Case C-324/09 L’Oréal v eBay (‘L’Oréal’) [2011] EU:C:2011:474, para 143.
115 Scarlet Extended (n 16), para. 44
116 Scarlet Extended (n 16), para. 52; Netlog (n 16), para 50.
117 Scarlet Extended (n 16), para 49; Netlog (n 16), para 47.
118 Scarlet Extended (n 16), para. 53; Netlog (n 16), para 51.
fundamental rights, therefore carries a significant risk of disturbing the fair balance by failing to respect the essence of these rights and principle of proportionality.\textsuperscript{119}

Similarly, the notion of fair balance has been underlined again in \textit{UPC Telekabel}, where CJEU conducted an assessment in the light of fundamental rights and proportionality. According to the Court, a blocking injunction that orders the platform to block its customers' access to a copyright-infringing website has to strike a balance between copyrights and related rights, which are intellectual property and are therefore protected under Article 17(2) of the Charter, the freedom to conduct a business that internet service providers enjoy under Article 16 of the Charter, and lastly, the freedom of information of internet users, whose protection is ensured by Article 11 of the Charter.\textsuperscript{120} The Court explained the way of reaching the fair balance in accordance with Article 52(1) of the Charter when implementing an injunction: injunction should not unnecessarily deprive internet users of the possibility of lawfully accessing the information available, and they should have the effect of preventing unauthorised access to protected subject-matter or at least seriously discouraging internet users.\textsuperscript{121} Then, the Court linked the notion of “fair balance” with the “principle of proportionality” and underlined the flexibility of proportionality.\textsuperscript{122} In this way, the fair balance principle has been identified as the foundation for CJEU to undertake a proportionality analysis.\textsuperscript{123} In the same year, while balancing the right to privacy with the freedom to receive and impart information and the right to conduct a business, CJEU stated that Articles 7 and 8 of the Charter “override” these rights; however, the Court added that where there is a large public interest in accessing the information such as the role played by the data subject in public life, this general rule should not be applied.\textsuperscript{124}

Along with CJEU, the European Court of Human Rights also examined these conflicts in many cases while examining the issues concerning online copyright enforcement.

\begin{itemize}
\item \textsuperscript{119} Scarlet Extended (n 16), para. 52; \textit{Netlog} (n 16), para 50; C-682/18 and C-683/18 \textit{Frank Peterson v Google LLC, YouTube LLC, YouTube Inc., Google Germany GmbH (C-682/18) and Elsevier Inc. v Cyando AG, Opinion of Advocate General Saugmandsgaard Æoe}, para 242.
\item \textsuperscript{120} \textit{UPC Telekabel} (n 49), para 47.
\item \textsuperscript{121} \textit{UPC Telekabel} (n 49), paras 62 and 63
\item \textsuperscript{122} Christina Angelopoulos, ‘Sketching the Outline of a Ghost: The Fair Balance between Copyright and Fundamental Rights in Intermediary Third Party Liability’ (2015) info 72
\item \textsuperscript{123} Arai-Takahashi, \textit{The Margin of Appreciation Doctrine and the Principle of Proportionality in the Jurisprudence of the ECHR} (Intersentia, 2002) 193.
\item \textsuperscript{124} C-131/12 \textit{Google Spain SL and Google Inc. v Agencia Española de Protección de Datos (AEPD) and Mario Costeja González [2014] ECLI:EU:C:2014:317} (‘Google Spain’), para 81.
\end{itemize}
These issues have been discussed in many cases, such as Yildirim v. Turkey, Altiparmak v. Turkey, and Jankovskis v. Lithuania, where ECtHR applied its balancing test in various scenarios that involved limitations on fundamental rights. Most significantly, the ECtHR satisfied the need for a general framework regarding the fair balance in Ashby Donald and others v. France. In Ashby Donald, the Court acknowledged the necessity of a comprehensive balancing test between Article 10 of the Convention and Article 1 of the First Protocol and in contrast to the approach of the InfoSoc and CJEU case law, which puts the copyright in the centre while investigating conflicts between fundamental rights, ECtHR has seen these rights as the point of departure by observing copyright as the exception to freedom of expression. In this case, by distinguishing cases by the types of expressions that require protection, ECtHR assesses the margin of appreciation in dealing with interferences of freedom of expression and therefore introduces an external balancing act. Notably, ECtHR underlined the wide margin afforded for the fair balancing of competing private interests or competing convention rights. In the landmark decision for the restrictions on freedom of expression on the internet, Yildirim v. Turkey, Judge Albuquerque described the minimum criteria that need to be met by legislation concerning Internet access ban measures to be compatible with the EU law. The measure must have a definition of categories of persons likely to have their publications blocked and access ban orders, limits regarding the territorial scope and the duration, the indication of interests, compliance with proportionality and necessity principles, definition of the authorities, the procedure, and safeguards.

However, although there is a rich case law considering the fundamental rights and fair balancing of competing rights, both EU and Member States’ national level, it is mostly unclear how to enforce this in practice. Especially, the increasing use of the term ‘user rights’

126 Ahmet Yildirim v. Turkey (n 1); Ashby Donald v. France (n 57); Altiparmak v. Turkey (n 1); Jankovskis v. Lithuania (n 1).
129 Stijn van Deursen and Thom Snijders (n 127).
130 Ashby Donald v. France (n 57) para 40; Delfi v Estonia App no 64569/09 (ECtHR, 16 June 2015), para 139.
131 Ahmet Yildirim v Turkey, (n 1).
132 Ahmet Yildirim v Turkey (n 1), Concurring Opinion of Judge Pinto De Albuquerque.
for copyright exceptions and limitations (E&L) within the InfoSoc Directive by the CJEU, without an explanation of their enforceability, intensified the discussion regarding the copyright versus competing fundamental rights.\(^\text{133}\)

The role of exceptions and limitations in striking the balance between copyright and other fundamental rights is an important one. EU law has an exhaustive list of exceptions and limitations within the InfoSoc Directive which helps with fair balancing while dealing with the complicated relationship between copyright and other fundamental rights.\(^\text{134}\) These exceptions and limitations reflect the three-step test within international copyright conventions such as TRIPS Agreement, WIPO treaties on Copyright, and Berne Convention. According to this test, where reproduction does not conflict with a normal exploitation of the work and does not unreasonably prejudice the legitimate interests of the rightholder, in special cases, reproduction of such works should be allowed.\(^\text{135}\) EU copyright law embraces the three-step test as a regulatory instrument.\(^\text{136}\) Article 5(5) InfoSoc embodies this test and constructs an important tool for fair balancing between copyright and other fundamental rights.

The CDSMD also stressed the importance of copyright exceptions and limitations for user-generated content and introduced an obligation for the platforms to enable users to benefit from these exceptions.\(^\text{137}\) This sparked the discussion in the literature regarding the status of exceptions as rights rather than defences again.\(^\text{138}\) Prior to CDSMD, the discussion regarding this essential concept for the protection of freedom of expression was also intense. The court identified these as an important tool for ensuring a fair balance between copyright protection


\(^{134}\) Article 5 of InfoSoc Directive, p.16; Recital 31 of the InfoSoc Directive regarding the notion of “fair balance.” Noting that CDSMD made quotation, criticism, review and caricature, parody or pastiche mandatory for Member States to implement. See Article 17(7)(a) and (b) of CDSMD.

\(^{135}\) Article 9.2 of the Berne Convention.; Article 5(5) InfoSoc Directive


\(^{137}\) Recital 70 CDSMD; Article 17(7) CDSMD

and freedom of expression. However, in Funke Medien, the three-step test has been used as a tool to limit the scope of the E&Ls. These E&Ls have been used as the internal balancing tool by rejecting the external balancing of fundamental rights, and CJEU stressed the high level of protection for authors’ copyright over freedom of expression and press. While underlying the central position of exception and limitations for the application of fundamental rights in copyright cases and entitling them as “user rights”, Court stressed the limited interpretation of the exception and limitations and the broad interpretation of copyright that authors enjoy. This decision has been read as CJEU putting the interests of rightholders ahead by applying the traditional hierarchal view. However, by prioritising the copyright and strictly restricting the interpretations of exceptions and limitations, CJEU makes it difficult for exceptions and limitations to fulfil their function to secure a fair balance and ensure the protection of user rights. Also, this approach contrasts with ECtHR case law which stresses the derogability of copyright and the possibility of overriding interest of a fundamental right or freedom.

Therefore, the question of whether and how fundamental rights can serve as autonomous grounds for limiting copyright remains to be investigated. Therefore, this study also discusses copyright exceptions and limitations and attempts to clarify the role of fundamental rights in this context. It follows the argument which suggests that these E&Ls can constitute rights for users by focusing on arguments outside the basic rooted assumptions such as ‘author-centeredness of copyright’ as this unnecessarily limits the interpretations and flexibility of copyright, therefore making it challenging to adapt it to modern times.

Thus, there are still uncertainties and a lack of guidance related to the notion of the fair balance between fundamental rights and the current balancing exercises, even though the principle of striking a balance between the different interests involved is reflected in the very

---
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essence of copyright. As can be seen from above, the relationship between fundamental rights and intellectual property law is the subject of a substantial body of literature; however, the role of fundamental rights within European Union intellectual property law has not yet been completely explored. The conflict between constitutional and intellectual property rights has developed throughout time, but despite increasing awareness of the importance of fundamental rights, the law, including the EU’s latest copyright reform CDSMD, has been unsuccessful in reflecting this awareness and, therefore, failed to answer the modern needs of society.

This aforementioned application of fundamental rights as external rules is something that the implementation and enforcement of CDSMD can benefit from as the current problems with online copyright enforcement show that giving more protection over copyright such as filtering obligations is not the solution. According to the Giblin and Doctorow giving more protection over copyright is like “giving more lunch money to your bullied kid.” This would not solve the cause of the problem, on the contrary, it would make it worse, as the bullies, powerful buyers such as big record companies and big tech platforms, will steal also the extra money that you give.

Unfortunately, the long-awaited copyright reform of the EU, CDSMD, is in favour of giving more money. As it follows this trend towards stricter protection of copyright, with the obligations for copyright protection that it introduces, CDSMD has the risk of importing deep-rooted current imbalances. Therefore, to correct the current imbalance caused by the excessive use of copyright, which is contrary to its functions, an implementation which respects limits drawn by fundamental rights as the external is the only way to prevent this from happening. That is why this study will look at the problems raised by Article 17 of CDSMD “through the prism of fundamental rights.”

149 Rebecca Giblin and Cory Doctorow, Chokepoint Capitalism: How Big Tech and Big Content Captured Creative Labour Markets, and How We’ll Win Them Back (Scribe Publications 2022).
As can be seen from the above outline of the relevant theoretical framework, the significance of fundamental rights for individuals, organisations and businesses that are included in EU law suggests that any reform should give due importance to these rights and ensure that they are effective. Thus, this study addresses the relationship between copyright and aforementioned fundamental rights in order to ensure that the law strikes a fair balance between competing rights and interests within the scope of online enforcement of copyright and ensures that the freedom of expression, right to conduct a business, right to a fair trial, right to privacy are protected against the overenforcement of copyright as the right to intellectual property.

The principle of striking this fair balance between the different interests involved is reflected in the very essence of copyright. Ensuring the proportionality of the obligations that would be introduced with the new reform, namely CDSMD, and guaranteeing the proportional balancing of fundamental rights within this Directive and subsequently, its implementations is a must. Therefore, just like any legislative measure, Article 17 must also be subject to the proportionality test to ensure its compatibility with the Charter. This would require different assessments such as legitimacy, effectiveness and efficiency, interference on fundamental rights, and a fair balance evaluation.\textsuperscript{151} Where the outcome of the assessment of proportionality is negative, safeguards that ensure protection for the fundamental rights that are being limited by Article 17 must be introduced.\textsuperscript{152}

As the compatibility of Article 17 with the first two steps of Article 52(1) of the Charter, namely being provided by law and pursuing a legitimate aim which is the protection of copyright, is clear, this study will focus on the proportionality step when examining Article 17. This requires providing a detailed account of safeguards included within the Article. The analysis of Article 17 in the light of proportionality enables this study to further explore the link between copyright enforcement and fundamental rights. Then, in light of an extensive critical analysis of relevant primary and secondary sources, also enables this study to

\textsuperscript{151} Giovani BUTTARELLI, ‘Opinion of the European Data Protection Supervisor on the Proposal for a Council Decision on the Conclusion of the Anti-Counterfeiting Trade Agreement between the European Union and Its Member States, Australia, Canada, Japan, the Republic of Korea, the United Mexican States, the Kingdom of Morocco, New Zealand, the Republic of Singapore, the Swiss Confederation and the United States of America’ (2012).

\textsuperscript{152} Tele2 (n 88), paras 120-122; Digital Rights (n 88), para 68.
determine the fundamental right-compliant implementation of this Article which includes procedural safeguards proposals.

This study, to be able to provide effective and global solutions, examines the pre-CDSMD regime on online platforms in addition to the complete timeline of CDSMD by predominantly focusing on EU law and where it is relevant, US law, especially regarding platform regulation. It is important to note that, this study is not intended to be a comprehensive analysis of fundamental rights, it merely uses fundamental rights as an external balancing tool in line with the CJEU case law. This study aims to contribute to IP law and platform regulation by providing a better understanding of online copyright enforcement and exploring the role of fundamental rights in this context. This includes examining the impact of the enforcement obligations on fundamental rights and the relationship between copyright and other fundamental rights. After determining the importance of fundamental rights, this study proposes a series of safeguards for the fundamental right-compliant implementation of Article 17.

2.2 Intermediary Liability Prior to CDSMD

To understand how the need for reform on copyright rules developed and how the filtering obligations evolved, it is important to examine the law which regulates the relationship between platforms and copyright before the CDSMD. Therefore, this background will examine the framework of intermediary liability regarding copyright infringements prior to CDSMD by focusing on the InfoSoc Directive, E-Commerce Directive and rich case law of CJEU regarding communication to the public, safe harbour provisions, and filtering and blocking injunctions.

2.2.1 Safe Harbours

Depending on the nature of the infringing act, copyright infringement can be primary or secondary, which would result, respectively, direct and indirect liability. While primary infringement requires direct involvement, namely, doing the infringing act by the infringer,
secondary infringement occurs when someone is assisting or facilitating the infringing act, which is subject to additional subjective, such as intention, and objective, such as duties of care, factors. As visible actors with stronger financial standing compared to their users, intermediaries have become tempting targets for legal action regarding the infringing acts of their users.\textsuperscript{153} In the online world, the liability of the intermediaries regarding the copyright infringements by the third party which took place within their service arises from the unauthorised acts of communication to the public (CTTP).\textsuperscript{154} CTTP gives authors the exclusive right to communicate their works to the public and should be interpreted broadly.\textsuperscript{155} The concept of “communication to the public” has been evolving for the intermediaries.\textsuperscript{156} Regarding user-generated content platforms, Court made it clear that the right of communication to the public also covers digital matters like hyperlinking to copyright-infringing content with \textit{GS Media}\textsuperscript{157} and operating a platform on which copyright-infringing content is shared with \textit{The Pirate Bay decision}.\textsuperscript{158} However, there is a consensus in the literature on the fact that identifying hosting providers, especially UGC platforms, as “communicating to the public” has never been a clear conclusion under EU law.\textsuperscript{159}

As online intermediaries have limited knowledge of the data they transmit, store, or host, therefore, their infringing nature, following a strict liability found to be problematic.\textsuperscript{160} Thus, to ensure the desired level of efficiency on the internet and the growth of digital innovation, legislators prescribed the limitation of the liability of the intermediaries in the cases of

\textsuperscript{154} Articles 11, 11ter, 14 of the Berne Convention for the Protection of Literary and Artistic Works; Article 8 of World Intellectual Property Organisation Copyright Treaty. This Article also introduced the “right of making available to the public” as another exclusive right which covers the communication of works through the Internet.
\textsuperscript{155} InfoSoc Directive.
\textsuperscript{157} GS Media (n 156), para 27.
\textsuperscript{158} The Pirate Bay (n 156), para 19.
infringements as a safeguard for the protection of innocent parties’ fundamental rights. For intermediaries, especially for user-generated content platforms, it is not easy or practical for the hosts to control every upload by users. Most hosts do not approve content before they are uploaded to their server. In the pre-CDSMD framework, these intermediaries mostly have been considered secondary infringers, and where they meet certain characteristics of the special liability regime under the E-Commerce Directive, they are not liable but accountable.

The E-Commerce Directive (ECD) includes a separate liability regime for the intermediaries, which reflects the US Digital Millennium Copyright Act 1998 (DMCA)’s “safe harbors.” In the United States, safe harbours are principally dealt with under section 512 of the DMCA and section 230 of the Communications Decency Act. DMCA created these “safe harbors” to regulate the exposure of online service providers to secondary infringement claims for the actions of their users and to provide legal certainty for the internet. Under s.512, online service providers received a series of exemptions on copyright liability as long as they met certain conditions. Under the title “limitations on liability relating to material online”, the Act provides an exemption for four different types of online service providers: where a service provider is transmitting, routing, or providing connections for the material (transitory digital network communication), it can benefit from the s.512 (a) which constitute “mere conduit” exemption. s.512 (b) provides a “catching” exemption for the service providers who perform system catching, intermediate and temporary storage of material. Regarding the information residing on systems or networks at the direction of users, the storage of this material is covered by the ‘hosting’ exemption in s.512 (c). Lastly, for search engines, s.512 (d) includes an exemption for their acts of referring or linking users to an online location containing infringing material. These exemptions are combined with s.512 (i) and (m), which prevent requiring service providers to go beyond the standard technical measures by obliging them to monitor or affirmatively seek facts indicating infringing activity to be able to benefit from these exemptions.

162 Martin Husovec (n 37).
The ECD, by reflecting DMCA, also created a set of “safe harbours” for online intermediaries whose activities fall within the hosting (Article 14), caching (Article 13) or mere conduit (Article 12). ECD provides pan-EU harmonised rules to create a legal framework to ensure the development and free movement of information society services between Member States. To ensure this objective, it limits the liability of these intermediaries under civil, criminal and administrative law when they satisfy the safe harbour requirements. However, these limitations do not affect the application of injunctions of different kinds, such as orders by courts or administrative authorities requiring the termination or prevention of any infringement, including the removal, blocking, or filtering injunctions.

Article 12, which is titled “mere conduit”, requires the Member States to ensure the service provider is not liable for the information transmitted; Article 13 requires the exemption for the automatic, intermediate and temporary storage of the information provided by the recipients of the service and provides the caching exemption and lastly, Article 14 covers the storage of information provided by the recipients of the service which constitute hosting exemption. The general monitoring ban in Article 15 limits the obligations that can be imposed on these services more broadly by ensuring that Member States cannot impose a general obligation to monitor the information or actively seek facts or circumstances indicating illegal activity.

Just like DMCA’s “safe harbors,” ECD safe harbours do not give automatic immunities to service providers just because their services fall within the scope of the definition of the services described in the Articles; these liability protections are subject to certain conditions. For instance, mere conduit exemption requires the service provider not to initiate or select the receiver of the transmission and not to select or modify the information contained in the transmission, while caching exemption requires the provider not to modify the information.

---

165 Articles 12-14 of E-Commerce Directive. As Digital Services Act (DSA) entered into force as of the date of 16 November 2022, Articles 12-15 in the E-Commerce Directive has been deleted. However, DSA maintains the liability exemptions of such providers. This will be examined in detail in Chapter 2.3.3.
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and interfere with the lawful use of technology but to comply with conditions on access to the information and rules regarding the updating of the information.\textsuperscript{171} In addition to this, it requires providers to act expeditiously to remove or disable access upon obtaining actual knowledge regarding the removal of the transmission source, which also applies to the hosting providers.\textsuperscript{172} In addition to these, ECD allows Member States to establish specific requirements that must be fulfilled expeditiously prior to the removal or disabling of information.\textsuperscript{173}

As hosting platforms have their own significance for this study as the main subject of Article 17 of CDSMD, hosting providers’ exemption will be examined under a separate title in more detail.

2.2.1.1 Hosting Providers’ Safe Harbour and Notice and Takedown Regime

Section 512 (c), DMCA hosting exemption, applies where the service provider does not have actual knowledge regarding the infringing material on their service, and it is not aware of facts or circumstances from which infringing activity is apparent.\textsuperscript{174} Where the service obtains such knowledge, it has to cooperate with rightholders to remove infringing content or disable the access ‘expeditiously.’\textsuperscript{175} This establishes the formal notification procedure, known as notice and takedown, which introduces an additional immunity condition for the hosting service provider. The “takedown” can be the removal of the infringing content or disabling access to the infringing information. In practice, upon receiving the “notice,” the intermediary assesses the credibility and accuracy of the complaint and consequently removes the upload or blocks access to it.

DMCA’s notice and takedown mechanism allow rightholders to send takedown requests to these services, which must be expeditiously acknowledged while enabling the targets of notifications to challenge those requests through a counter-notice system by the hosting service.\textsuperscript{176} Unless the rightholder who sent the notice files an action regarding the infringing activity, the counter-notice obliges the hosting service to replace the removed material and ceases disabling access to it not less than 10, nor more than 14, business days following

\textsuperscript{171} Article 13 of E-Commerce Directive.
\textsuperscript{172} Articles 13-14 of E-Commerce Directive.
\textsuperscript{173} Recital 46 of E-Commerce Directive.
\textsuperscript{174} Section 512 (c)(1)(A)(i) and (ii) of DMCA.
\textsuperscript{175} Section 512 (c)(1)(A)(iii) of DMCA.
\textsuperscript{176} Section 512 (g) of DMCA.
receipt of the counter notice. \textsuperscript{177} DMCA provides details regarding the elements of the notification of ‘notice and takedown’ and counter-notice and sanctions in cases of misuse. \textsuperscript{178}

In time, the notice and takedown regime of DMCA became the leading system in practice for the removal of infringing content. \textsuperscript{179} However, many issues have been reported regarding the notice and takedown system, such as their efficiency, accuracy rates, lengthy process times, and problems caused by the imbalance of powers between platforms and users, such as the abuse of this system by rightholders. \textsuperscript{180} These problems were also acknowledged by the US Copyright Office in their extensive report released after the twenty-plus years since section 512 went into effect, where they pointed out the problems with effectiveness and capability to achieve the desired balance between different rights and interests. \textsuperscript{181} However, it is important to note that the report has no significant reform proposals for Section 512; it aims “to fine-tune” some parts to better balance the interests of copyright holders and online service providers. \textsuperscript{182}

In Europe, Article 14(1) of ECD establishes a liability exemption for “hosting activities.” Hosting providers, as their classic definition pictured by Article 14 of E-Commerce, store data provided by their users. \textsuperscript{183} Under Article 14(1) of ECD, they are not liable for the information stored at the request of a recipient of the service. However, hosting safe harbours impose liability on these providers based on knowledge. Similar to DMCA hosting exemption, the applicability of ECD hosting exemption depends on the lack of actual knowledge and where this knowledge is obtained, taking action to end the infringing activity. According to Recital 46 and Article 14 of E-Commerce, they can only benefit from the liability exemption when they are not aware of facts or circumstances from which the illegal activity or information is apparent or when they do not have actual knowledge of illegal activity or information. Moreover, when the service providers fail to expeditiously remove or

\textsuperscript{177} Section 512 (g) of DMCA. 
\textsuperscript{178} Section 512 (c)(3) of DMCA. 
\textsuperscript{179} Kristofer Erickson and Martin Kretschmer, ‘Analyzing Copyright Takedown of User-Generated Content on YouTube’ (2018) 9 Journal of Intellectual Property, Information Technology and E-Commerce Law 2190. 2 
\textsuperscript{180} Jennifer M Urban, Joe Karaganis and Brianna Schofield (n 14). These problems will be examined in detail in Chapter 4. 
\textsuperscript{181} United States Copyright Office, ‘Section 512 of Title 17 A Report of the Register of Copyrights’ (United States Copyright Office 2020). 
\textsuperscript{182} ibid. p.7. 
\textsuperscript{183} Article 14(1) of the E-Commerce Directive, p.13. “Where an information society service is provided that consists of the storage of information provided by a recipient of the service...”
disable access to such information once they are aware of it, the liability exemption will no longer apply.\(^{184}\)

As can be seen from these requirements, the notice and takedown mechanism of the DMCA is implied but not directly provided under Article 14 to provide an opportunity for rightholders to directly request a remedy from the intermediary regarding their users’ infringement.\(^{185}\) However, unlike DMCA, E-Commerce Directive does not harmonise the elements of the safe harbour protection, such as actual knowledge, nor establishes procedures for these; instead, it provides general limits for Member States to comply while designing their notice and takedown system.\(^{186}\) Notably, Recital 46 assigns the principle of freedom of expression as the principle to observe for the removal or disabling of access.\(^{187}\) As a result of having no harmonised notice and takedown procedure under E-Commerce, different practices of notice and takedown have been developed by different Member States.

As acknowledged by the Commission, “...different approaches in the legislation and case law emerging from the Member States and the resulting legal uncertainty...” resulted in an inharmonious and undesirable system regarding the intermediary liability.\(^{188}\) Some Member States have deviated from the wording exclusively for Article 14 of E-Commerce, resulting in inconsistent approaches at the level of national case law.\(^{189}\) Different national implementations attribute different meanings to the same concepts, causing inconsistencies within the liability regime of intermediaries.\(^{190}\)

Most importantly, the rapid development of technology and the changes within the nature of platforms raised the question of whether the safe harbour regime successfully kept up with the times and resulted in mixed views in the literature. Academics such as Bridy\(^{191}\), Reda\(^{192}\),
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Engstrom and Feamster\textsuperscript{193} argued that the safe harbour regime is still adequate; it is continuing to foster the growth of the internet by benefiting the users and creators. They defended that the limited liability system of safe harbours succeeded in striking a fair balance between the interests of rightholders, online intermediaries and users. It has been argued that safe harbours are one of the essentials of the internet as they make creative expression and cultural participation possible for the public, and they are also essential for the wide selection of service providers that keep the internet culture diverse – not just “internet giants.”\textsuperscript{194}

On the other hand, academics such as Friedmann argued that the safe harbour provisions were neither effective nor efficient, as seen from the case law.\textsuperscript{195} It is not surprising that these safeguard policies fail to meet the needs of intermediaries, rightholders and users as they were drafted when social media was just an inexperienced sensation and electronic commerce was observed as "embryonic and fragile."\textsuperscript{196} It has been argued that safe harbour’s protections are not functioning flawlessly anymore \textsuperscript{197} and failing to meet their aim of stimulating growth and innovation within the internet.\textsuperscript{198} As new and improved services have been developed, the application of safe harbour rules has become ambiguous, and the need to distinguish the hosting platforms by their content for determining their liabilities becomes even more critical. In this regard, that distinction has been drawn between user-generated platforms, such as YouTube, Dailymotion and Vimeo, and stream services, such as Spotify or Netflix. While the latter requires the consent of copyright holders to operate legally, the business model of the former revolves around a significant amount of data uploaded by users, which gives the name user-generated content.\textsuperscript{199}

One of the most problematic outcomes of the ambiguity around hosting safe harbour is voluntary preventive measures by the hosting providers. As safe harbours do not take away the possibility for the platforms to be ordered to remove third-party content and prevent the
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alleged infringements from re-occurring in the future via injunctions, rightholders have increasingly used these injunctions against intermediaries. This increased the liability concerns of hosting platforms have put holes in their safe harbour shield and resulted in so-called ‘DMCA plus’ practices, which enforce copyright through self-regulation.\(^\text{200}\) Thus, in time, although there is no requirement for the preventive enforcement of the copyright within DMCA and ECD for benefiting safe harbours, platforms covered by DMCA and ECD started to adopt technological measures such as preventive filtering to ensure their exemption from liability that could arise from the availability of infringing content on their platform.

In the US, *MGM Studios v. Grokster*, which was accepted as a sequel to the landmark *Napster case*,\(^\text{201}\) has significance regarding this shift.\(^\text{202}\) The file-sharing software on a peer-to-peer network that the respondent provided was being used by users to infringe copyright by sharing and downloading copyright-protected works. By applying secondary liability doctrines, the US Supreme Court determined the “only practical alternative” as going against the software distributor for secondary liability.\(^\text{203}\) These software companies were not merely passive or neutral; they were aware of the illegal file sharing, even encouraged their users to commit these acts, and were profiting from the direct infringements of their users.\(^\text{204}\) It is important to note that the fact that there was no attempt to develop filtering tools from these software providers accepted as evidence which underscores their intentional facilitation of their users’ infringement, therefore, played a role in assessing the DMCA safe harbor protection for the respondent.\(^\text{205}\) In conclusion, companies which provided software enabling file-sharing on a peer-to-peer network were held to be liable for copyright infringements committed by users of the software as they were “…distributing a device with the object of promoting its use to infringe copyright, as shown by clear expression or other affirmative steps taken to foster infringement, going beyond mere distribution with knowledge of third-party action…”\(^\text{206}\)


\(^\text{203}\) ibid.

\(^\text{204}\) *MGM Studios, Inc. v. Grokster, Ltd.*, pp,10-24.

\(^\text{205}\) *MGM Studios, Inc. v. Grokster, Ltd.*, pp, 20-23.
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This shift is reflected in the case law of CJEU when assessing the applicability of hosting safe harbours; Frosio suggested that both CJEU and national case law of Member States seem to set apart “bad platforms” from more “neutral” platforms when it comes to deciding whether or not they are responsible from their users’ acts of communication to the public.\(^{207}\) YouTube and Cyando is an important decision which has supported this argument. In this case, the importance of the role played by an operator for its eligibility for the exemption from liability under Article 14(1) of E-Commerce has been underlined once more.\(^{208}\) In light of the previous case law, Court stated that where the platforms’ conduct is merely technical, automatic and passive, and it has no knowledge of or control over the stored content, the platform can be accepted as “neutral.”\(^{209}\) CJEU stressed that the wording of Article 14(1) of E-Commerce shows that, in the absence of a clear and precise notification, the fact that the “provider was generally aware that its services are used to engage in some illegal activities” is not enough to trigger platform’s liability which is something that has been underlined by the Recital 27 of the InfoSoc Directive.\(^{210}\) Thus, to determine the eligibility for the liability exemption of the platform under Article 14(1), the platform's intervention in illegal communication must be examined by considering all the factors characterising the situation, which can indicate the deliberate nature of its actions.\(^{211}\) On this point, one should keep in mind that it is rare for platforms to intervene in illegal communication with full knowledge as in the case of The Pirate Bay, where the platform allowed their users to locate and share the infringing works and explicitly shared their goal of making copyright protected works available.\(^{212}\) In his opinion for the case, AG, referring to The Pirate Bay and MGM Studios v. Grokster, stated that where an online provider demonstrating an intention to facilitate illegal acts also loses the benefit of the safe harbour exemption.\(^{213}\)

The features which help the platform in question, YouTube, to be identified as neutral have been clarified by the Court; these include not intervening with the creation or selection of the
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user uploads, lack of knowledge of the platform operators, lack of control over the access to the information that it stores, an operation that clearly shows the files stored are not originated from the platform, and stated the indexing, recommending and proactive filtering the videos and enabling monetisation do not indicate the active role of YouTube.\textsuperscript{214} Thus, these voluntary measures include automated content recognition systems that enable rightholders to identify the use of their content while helping them to enjoy the revenue generated by advertising placed around their content by allowing monetisation\textsuperscript{215}

However, the efficiency of these voluntary preventive measures, opaque operation and the false positives that they generate are reported as important problems in addition to the other issues arising from the self-regulatory nature of these measures.\textsuperscript{216} While aiming for better protection of copyright, these terms and conditions resulted in different rules being applied to the same situations on different platforms, and the unspecified criteria for blocking and removal of the user uploads further increased the lack of foreseeability and harmonisation critically, which became one of the main motivations for the copyright reform in the EU.\textsuperscript{217}

The ways for EU law to tackle these problems with the safe harbour regime and overall intermediary liability have been investigated by both the Commission and academics.\textsuperscript{218} The main question was, “does the EU need to do a simple review of the existing enforcement framework, or rather a more profound and broader harmonising action on the side of the EU legislature?” \textsuperscript{219} The EU’s answer to this question was twofold; first, the long-awaited copyright reform, the CDSMD, as one of its main aims is to discard the safe harbour regime’s ineffectiveness and the lack of harmonisation that disrupts the enforcement.\textsuperscript{220} Second, the
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Digital Services Act which extended the scope of application but maintained the liability exemptions of ECD for internet intermediaries.  

2.2.1.2 General Monitoring Ban

Another important element of the safe harbour regime that needs to be explored in detail is the general monitoring ban. Traditionally, safe harbour legislation provides mere conduit, caching and hosting exemptions for intermediaries, together with the exclusion of general filtering or monitoring obligation. Monitoring refers to the examination of electronically stored or transmitted information by a service provider, which usually involves ascertaining whether they are lawful or meeting other conditions.

Recital 48 of ECD allows the Member States to impose duties of care on host service providers even if they are protected by the hosting safe harbour, to detect and prevent illegal activity, which includes copyright infringements and to impose these duties of care, they must be reasonable and specified by national law. However, Article 15(1) of the E-Commerce Directive prevents Member State courts from imposing general obligations upon service providers to monitor the information or to investigate facts or circumstances denoting unlawful activity, such as uploading unauthorised copyright-protected material when they transmit, cache, or store information.

Then, Recital 47 introduces an exception to the “general monitoring obligation” with monitoring obligations imposed in a “specific case” by stating when they are issued “by national authorities in accordance with national legislation.” However, the interpretation of the specific monitoring obligations must be narrow, meaning that the obligation must include a clear definition of the scope to avoid the obligation of general monitoring. It has been accepted that vague definitions such as the removal of all illegal videos or the removal of all
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variations in the future oblige the hosting provider to necessarily investigate each and every upload, therefore, constitutes a general monitoring obligation. 226

In brief, Article 15 and Recital 47 of the Directive prohibit the imposition of a general obligation on OCSSPs to monitor the information they store, and any obligation to monitor all content uploaded by users onto a website for the purpose of identifying specific works would constitute a general monitoring obligation. This guarantee regarding the imposition of general monitoring was also confirmed by the CJEU in various cases such as Scarlet Extended, Netlog, and L’Oréal, where the Court stressed that proactive monitoring is prohibited under the EU law and stressed disproportionate interferences of general monitoring practices with various fundamental rights such as users’ data protection and right to privacy and platforms’ right to conduct a business. 227 The interferences of general monitoring practices with Article 7 and Article 8 were also found disproportionate by ECtHR in a series of decisions. 228

However, what constitutes general monitoring has been a recurring question for CJEU and academics since the adoption of the E-Commerce Directive. Different approaches to general and specific monitoring have been summarised in two different schools, namely basic and basic minus, by Senftleben and Angelopoulos. 229 While the basic interpretation of general monitoring suggests that any obligation to monitor all or most of the information constitutes general monitoring, the latter allows monitoring when the platform is searching for infringements of a specific right, thus, determines the generality of the monitoring according to the subject matter which the monitoring seeks to identify in uploaded content rather than what is being monitored. 230 Examples of the basic approach can be found in the early case law of the CJEU, such as L’Oréal, which was the first CJEU case that examined the question of general monitoring in the context of a preventive injunction. 231 While outlining the
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measures for preventing future infringements, CJEU pointed out how defining the border between general monitoring and specific monitoring is challenging and stated that active monitoring of all the data is excluded by Article 15 of the ECD.232 The CJEU’s interpretation of Recital 47 defined specific monitoring as monitoring targeted at a specific infringing activity rather than all incidents that include the notified work.233 In order to ensure that monitoring obliged by the injunction is not general, monitoring should be targeted at the same person in respect of the same right.234 Thus, national measures requiring a platform to actively monitor all the data of each of its customers to prevent any future infringement of intellectual property rights were found incompatible with Article 15 of ECD and the overall objectives of the Enforcement Directive.235

In twin cases of SABAM, the injunction in question required installing a filtering system to prevent copyright infringement of musical and audio-visual works in the SABAM’s repertoire.236 As this type of filtering involves monitoring that would cover all the communications from all the users for an unlimited time, it was found to violate the general monitoring ban.237 In his opinion for the case, it has been clarified by AG Villalón Cruz that technically, it is not possible for filtering technologies to not actively monitor all content by all the users of the platform, including legitimate uploads.238 Thus, the prior notice, which should include the specific works, was not limited enough to ensure the monitoring of this filter is specific as it contained a repertoire. This was the CJEU’s approach, even where the notified work was only a single pre-identified phonogram.239 In Mc Fadden, Court stated that preventive filtering requires monitoring all of the information transmitted and therefore, it is a measure that is excluded by the general monitoring ban.240

However, Glawischng-Piesczek marked the shift in CJEU’s approach to general monitoring. The Court stated that Article 15 of ECD does not prohibit a court from ordering a platform to search for and remove all the equivalent content as well as content identical and similar to that found illegal when the knowledge has been provided by a notification made by the
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person concerned or by third parties.\textsuperscript{241} The Court stated that the monitoring for defamatory content of an equivalent nature should not require a platform to carry out general monitoring.\textsuperscript{242} The Court underlined that where the upload requires an independent assessment of the content to be found unlawful, this type of filtering would require general monitoring; however, as it has been handled by automated search tools and technologies, the search and removal for identical, similar and equivalent content does not constitute general monitoring.\textsuperscript{243}

However, the Court’s decision did not clearly define what constitutes “equivalent content” contrary to the established requirement of removal obligations to be tightly defined.\textsuperscript{244} On this point, as a fundamental practical problem, Rosati pointed out that when users share a post that has been found initially illegal by adding their criticism, even though the meaning would be different from the initial post, these posts will also be removed or blocked like the illegal post “just because it is partially identical to the original publication.”\textsuperscript{245} Moreover, by its nature, the identification of the “equivalent” content via upload filters would require general monitoring of all the data that the platform stores, which is a practice that previous decisions found incompatible with the general monitoring ban. Thus, despite the Court’s emphasis on how this type of injunction does not order the platform to monitor generally\textsuperscript{246}, general monitoring seems technically inevitable in practice.

Thus, contrary to previous case law, this broad category of content (identical, similar and equivalent) has been accepted as specific enough to ensure compliance with the general monitoring ban.\textsuperscript{247} However, it is important to note that this conclusion of the Court was based on the national court’s ruling regarding the illegality of the content in question, which makes its application to the obligations arising from platforms’ duty of care questionable.\textsuperscript{248} Similarly, it is important to bear in mind that, unlike the previous cases, this case concerns defamatory content, which differs from copyright-infringing content considerably. An analysis of this decision’s extended approach to content removal and general monitoring is
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crucial for the future as it might impact the national implementations of Article 17 of the CDSMD.

However, this shift did not reflect in the following joined cases YouTube and Cyando, where CJEU discussed the eligibility of YouTube for the hosting safe harbour exemption under Article 14(1) ECD.\textsuperscript{249} Court did not refer to Glawischnig-Piesczek during the assessment of the general monitoring ban; instead, in line with the early case law, the Court stated that measures requiring implementing a screening system which entails general and permanent monitoring in order to prevent any future infringement of intellectual property rights is incompatible with Article 15(1).\textsuperscript{250} Nevertheless, CJEU referred to Glawischnig-Piesczek’s principles for avoiding general monitoring in the Poland case.\textsuperscript{251} This case concerns Article 17’s filtering and stay down obligations which, due to their operation, would involve implementing preventive measures which monitor uploads for copyright infringements. CJEU, as the limit for this monitoring, referred to Glawischnig-Piesczek and stated that

“...providers of those services cannot be required to prevent the uploading and making available to the public of content which, in order to be found unlawful, would require an independent assessment of the content by them in the light of the information provided by the rightholders and of any exceptions and limitations to copyright.”\textsuperscript{252}

While whether this can be accepted as an acknowledgement from CJEU regarding the shift in the Court’s approach to general monitoring is not clear, in his opinion for the case, AG stated that standards for general monitoring had been changed with Glawischnig-Piesczek’s.\textsuperscript{253} By considering the nature of Article 17’s obligations, the recent approach of the Court and the legislator can be read as to be in favour of the latter interpretation of general monitoring, which contrasts with the early approach of CJEU, which follows the wording of Article 15(1) of ECD strictly by enabling platforms to carry out monitoring according to the, not only a court order that proves the illegitimacy of the content, also the rightholder notifications regarding the specific illegality, without the risk of constituting general monitoring.
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The general monitoring ban in Article 15(1) of E-Commerce has been repeated in Article 17(8) of the CDSMD, which simply states that the application of Article 17 should not lead to any general monitoring obligation. Later, the repealing Act for ECD, Digital Services Act, preserved the ban in Article 8 by laying down a ban on active fact-finding obligations for providers as well as on general monitoring.\textsuperscript{254} Reflecting the Recital 47 of ECD, in its Recital 30, DSA also underlines that the monitoring obligations in a specific case are allowed.\textsuperscript{255} DSA clarifies that nothing in this Act should be interpreted as a general obligation for providers to take proactive measures in relation to illegal content and underlines the required extra attention regarding the prohibition on imposing general monitoring obligations.\textsuperscript{256}

\section*{2.3 The EU Copyright Reform}

This section, by building upon the background information that has been provided so far, will focus on the EU’s copyright reform, Copyright in the Digital Single Market, with particular attention to Article 17. It will give the reader information regarding Article 17’s subject and obligations, with a focus on filtering obligations. It will also pay attention to Article 17’s safeguards and underline the potential impact of Article’s obligations on various fundamental rights by examining the case law of ECtHR and CJEU and the literature.

As seen from the analysis so far of legal environment regarding the online enforcement of copyright within the platforms prior to CDSMD, as the platforms evolved, a trend towards a stricter intermediary liability developed in time. The ambiguity around safe harbour provisions and the increasing popularity of injunctions resulted in voluntary filtering and blocking being permanent enforcement practices, especially within the big platforms, to avoid liability to ensure their “neutral” status. This enforcement of copyright through self-regulation of platforms resulted in unharmonised and disproportionate enforcement of copyright, disrupting the fair balance between copyright protection and other fundamental rights. Moreover, with the rapid technological developments and changes in the nature of and services that platforms offer, a reform in the field of copyright in the EU became a must.
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Against this background, in accordance with the Digital Single Market Strategy, the journey to Copyright in the Digital Single Market Directive has started.\(^{257}\)

### 2.3.1 Directive on Copyright in the Digital Single Market

The Digital Single Market Strategy aims to connect the twenty-eight separate national markets of the EU into a single market. European Commission adopted the Communication on a modern and more European copyright framework in 2015. This Communication contains the main political objectives and areas of action like copyright in the Digital Single Market, ensuring more comprehensive access to content across the EU, adapting exceptions to digital and cross-border environments, achieving a well-functioning marketplace for copyright, and providing an effective and balanced enforcement system.\(^{258}\)

According to the 2015 Communication, the “*Digital Single Market is one in which the free movement of goods, persons, services and capital is ensured and where individuals and businesses can seamlessly access and exercise online activities under conditions of fair competition.*”\(^{259}\)

This strategy rests on three pillars: better access for consumers and businesses to online goods and services across Europe, creating the right conditions for digital networks and services to flourish and maximising the growth potential of the European digital economy.\(^{260}\)

In addition to those, in order to encourage the future generation of content, the Commission further addresses the need to consider measures that would safeguard the fair remuneration of content creators. In the Communication on Online Platforms and the Digital Single Market, Commission also underlined “*a number of specific issues relating to illegal and harmful content and activities online*” and stated that Commission would launch a problem-driven
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approach regarding those issues. Interestingly, in Communication, copyright infringements have been put next to harmful content on the internet, which constitutes severe crimes such as terrorist content and child pornography. This bizarre combination of problems with online platforms is identified as a “Trojan horse” by Quintais since it hides the adverse outcomes of the upload filters and proposes them as the appropriate weapon for the war against severe crimes on the internet. With those Communications, Digital Single Market Strategy announced the desired steps to be taken “towards a connected digital single market” and the plans to reform EU copyright and intermediary liability in the digital environment. However, Digital Single Market Strategy was criticised and found “shamefully short falling of any meaningful harmonisation of copyright.”

The Commission explained the proposal of the Directive on Copyright in the Digital Single Market and its “solutions” to the current problems in the Communication on Promoting a fair, efficient and competitive European copyright-based economy in the Digital Single Market. This communication contained five different legislative measures with three objectives: “(i) ensuring wider online access to content in the EU and reaching new audiences, (ii) adapting certain exceptions to the digital and cross-border environment, and (iii) fostering a well-functioning and fair copyright marketplace.” To achieve a well-functioning marketplace for copyright, Commission promised a better negotiating position to the press alongside the other rightholders with the Directive on Copyright in the Digital Single Market.

While highlighting the importance of online services, Commission described the so-called value gap as “a growing concern about the equitable sharing of the value generated by some of the new forms of online content distribution along the value chain.” The value gap can be described as an alleged unfair distribution of revenues generated from the online use of

---

263 European Commission (n 260), para 3.3.
266 ibid. p 7-8.
267 ibid. p 7.
copyright-protected works between the industry actors along the value chain. The idea of the “value gap” was first seen in the music industry’s global reports\(^\text{268}\), and it has been suggested that it was fabricated by the music industry, initially as a value recognition right in the copyright levy debate.\(^\text{269}\) According to the notion of value gap, user-generated content platforms are abusing the safe harbour rules to strengthen their negotiating hand while competing with the streaming services, which pay much higher royalties to the music industry and committing to minimum guarantees.

The value gap claim has been criticised by many academics and even by creators for many reasons. As a fundamental defect, the comparison at the heart of the value gap has been defined as “apples to oranges.”\(^\text{270}\) Bridy explained that this major flaw in the logic of the value gap caused by the asserted equivalence between dedicated streaming services and user-generated content services by the music industry is false since their nature is not the same. The reason for that is there is no need for the protection of the safe harbour since there is no possibility for closed distribution services’ users to decide the content that will be available on their services, unlike the user-generated content platforms, which face uncertain and continuous exposure to copyright claims arising from their users’ illegal activity, not because they are being mistreated.\(^\text{271}\) Hence, the legislation needs to distinguish these hosting platforms for determining their liabilities, and that distinction has to be drawn between user-generated platforms, such as YouTube, Dailymotion and Vimeo, and stream services, such as Spotify or Netflix.

Moreover, there is no empirical evidence for this value gap, as there is no clear evidence of the effects of copyright infringement in the digital environment.\(^\text{272}\) According to Waldfogel’s studies, since 1960, there is no evidence that consumers have suffered from a withdrawal of creative effort, unlike what rightowners alleged.\(^\text{273}\) In line with this, in his well-known report,
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Digital Opportunity, Hargreaves underlined the fact that there is no clear evidence of the effects of copyright infringement in the digital environment, including the scale and the nature of it, and stated that copyright policies to tackle piracy should be based on hard and transparent evidence.\textsuperscript{274} Moreover, IPSOS studies in Germany and the UK have shown that German and British file-sharers are better consumers of culture than internet users who do not download illegally.\textsuperscript{275} Frosio further explained how this rhetorical notion of value gap lacks adequate support in empirical evidence with the help of official reports and assessments. He stated that this lack of robust evidence had been repeatedly underlined in the Draft Directive’s Assessment\textsuperscript{276} and a Report commissioned by the European Commission delivered in 2015.\textsuperscript{277} Thus, one can argue that grounding a legislative reform to a notion such as the value gap, which does not have clear evidence or empirical data, clashes with the fundamentals of EU law-making. Following the aim of closing the value gap resulted in an ill-advised regulation and was described as “the wrong answer” to satisfy this aim since they raise serious compatibility concerns with the EU acquis, including the Charter.\textsuperscript{278}

The Directive on Copyright in the Digital Single Market has been seen as part of a larger package aiming to modernise EU copyright rules and achieve a fully functioning Digital Single Market.\textsuperscript{279} However, the CDSMD found conflicting with its fundamental aim of providing an effective and balanced copyright enforcement system.\textsuperscript{280} This position created the need to examine the Directive’s shortcomings and its possible effects on fundamental rights and, most importantly, created a knowledge gap in the literature regarding the solutions which minimise the negative impact of the CDSMD on fundamental rights to achieve the right implementation that discards these widely criticised parts of the Directive.
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There is no doubt that EU Copyright reform constitutes a big part of the Digital Single Market Strategy. Thus, under this strategy, legislative proposals were presented by the Commission in September 2016 with the objectives of modernising the copyright framework and achieving a well-functioning copyright marketplace. The new Directive on Copyright in the Digital Single Market was agreed upon between the Council of the European Union, the European Parliament and the Commission on 13 February 2019.281

The controversial Article 17, which was Article 13 in the proposal, did not receive well by the wide group that includes civil society, academics, journalists, and start-ups, and caused many protests in the different Member States.282 The most significant criticism focused on Article 13’s obligation to prevent the availability of copyright-protected works, which would require implementing automated content recognition technologies.283 These filters have been seen as “privatised censorship”, and their interferences with fundamental rights have been acknowledged as the biggest problem with the Article.284 Even though the Directive, as well as the Impact Assessments, guarantee the appropriate and proportionate practice of the content recognition technologies, there is no evidence to back up these technologies’ technical feasibility, and therefore this guarantee.285 Romero Moreno described the reappearance of this guarantee as an attempt to achieve the illusory truth effect and warned
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283 Article 13 of Draft European Copyright Directive: Information society service providers that store and provide to the public access to large amounts of works or other subject-matter uploaded by their users shall, in cooperation with rightholders, take measures to ensure the functioning of agreements concluded with rightholders for the use of their works or other subject-matter or to prevent the availability on their services of works or other subject-matter identified by rightholders through the cooperation with the service providers. Those measures, such as the use of effective content recognition technologies, shall be appropriate and proportionate. The service providers shall provide rightholders with adequate information on the functioning and the deployment of the measures, as well as, when relevant, adequate reporting on the recognition and use of the works and other subject-matter.
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that this “illusory truth” would persist unless someone takes the time to explore.\textsuperscript{286} In addition to filtering obligations, vague terms such as “…service providers that store and provide to the public access to large amounts of works or other subject-matter uploaded by their users” and “effective content recognition technologies” were found to be problematic as well.

In an open letter, fifty-seven signatories representing fundamental rights organisations, including Human Rights Watch and Reporters Without Borders, asked the EU policymakers to remove Article 13 of the Proposal, highlighting the possible effect of the Article's upload filters on the citizens' fundamental rights.\textsuperscript{287} A large number of academics stated that the Proposal has failed to follow even its own Recitals by failing to strike a fair balance between the competing fundamental rights of the Charter, has strengthened rightholders' exclusive rights, and increased the possibility of misuses of copyright, without providing appropriate protections to balance the opposing rights and interests.\textsuperscript{288}

In conclusion, proposed Article 13 was found incompatible with existing EU law, especially with the E-Commerce Directive and the Charter by the majority of academics and even the members of parliament.\textsuperscript{289} In addition, it has been described as “inconsistent” due to the clash between its Recitals and Articles and “ambiguous” due to the lack of description regarding its notions and guidance on its procedures.\textsuperscript{290} As a response to this heavy criticism, Article 13 experienced significant amendments. In the final draft, Article 13 became Article 17 and tried to rule out some criticism that it received during its proposal stage with the amendments. First, it introduced a “start-up” exemption for the Article’s filtering obligations to limit the scope of the online content-sharing service providers’ liability if they are younger than three

\textsuperscript{289} ibid.
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years and have an annual turnover below EUR 10 million.\textsuperscript{291} However, these liability exception criteria were found not enough nor practical.\textsuperscript{292} It has been argued that the exceptions for new businesses in the Article are found limited and insufficient to eliminate the risk of disruption of the EU start-ups against leading actors of the Internet like Facebook and YouTube and the effect of these exemptions on the concerns about freedom of expression accepted as none or little.\textsuperscript{293}

Secondly and most importantly, following the first rejection, safeguards regarding the legitimate content to recognise users’ rights and balance these with rightholders’ rights have been introduced. While the proposal did not contain a provision on the legitimate uses of works, nor a complaint and redress mechanism dedicated to enabling legitimate uses, subsequent versions of the text included these safeguards.\textsuperscript{294} Moreover, the following and final versions included the effective and expeditious complaints and redress mechanisms “\textit{to prevent misuses or limitations in the exercise of exceptions and limitations to copyright.”}\textsuperscript{295} These additional safeguards were accepted as a significant step for the legislative evolution of this provision as these would affect the Article’s implementation.\textsuperscript{296} With these additions, the


\textsuperscript{296} Case C-401/19, \textit{Poland v Parliament and Council} [2021], ECLI:EU:C:2021:613, Opinion of Advocate General Saugmandsgaard Øe, para 175.
lawmaker has clarified that the measures in Article 17(4) should be implemented in a way that respects the possibility for their users to benefit from exceptions or limitations to copyright.297

During the legislative process, it has been reported that there were many heated discussions about Article 17, and regarding the content moderation measures of Article 17(4), safeguards of Article 17(7) and Article 17 (9) played a key point for resolving these discussions and Article 17 to pass the parliament.298 Article 17(7) has been seen as the insurance of the compulsory guarantee of fundamental rights protection and the fair balance that needs to be struck between opposing fundamental rights. During the lawmaking dialogues, Article 17(7)’s guarantees regarding lawful uses, including copyright exceptions, helped to change the negative stance against the Article.299 Thus, the importance of this section must be respected by ensuring that national implementations allow Article 17(7)’s guarantees to work in practice.

Finally, Article 17 was adopted by the Council in April 2019.300 Regarding the final text of the Directive, in a joint statement by the Netherlands, Luxembourg, Poland, Italy and Finland, the lack of balance between the protection of right holders and the interests of EU citizens and companies was emphasised.301 This statement suggested that the Directive fails to deliver adequately on the Digital Single Market Strategy’s aims and objectives. The criticism regarding the Article did not stop there; the Republic of Poland challenged Article 17 before the CJEU and claimed that the Directive disproportionately interferes with the right to freedom of expression and information.302 CJEU, in its decision, while finding Article 17 compatible with the Charter, recognised the negative impact of Article 17(4) on the exercise of the right to freedom of expression and information; however, it added that the cautious
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implementation of the safeguards of Article 17 could ensure that the essence of that fundamental right and the principle of proportionality is respected.\textsuperscript{303}

2.4 Article 17

According to the CDSMD, online content-sharing service providers (OCSSPs) perform an act of communication to the public designed to give access to the public to copyright-protected content or other subject matter uploaded by their users and, therefore, are responsible for the infringing content on their platform.\textsuperscript{304} In order to avoid liability, OCSSPs should obtain authorisation from the rightholders. An exception to this general principle can be found in Article 17(4), where the article sets out the “best efforts” requirements. In order to meet the best efforts standard, service providers must demonstrate that they have made the best efforts to obtain an authorisation (Article 17(4)(a)) and to ensure the unavailability of specific works and other subject matter (Article 17(4)(b)). In addition to that, where they receive a sufficiently substantiated notice from the rightholders, they must act expeditiously and disable access or remove the notified works or other subject-matter from their websites in addition to prevention of future infringing uploads (Article 17(4)(c)). Thus, with Article 17, the imposition of direct liability for copyright infringement is combined with a three-tiered standard of care and due diligence.\textsuperscript{305}

Article 17 added more problems to the already existing challenges of online enforcement of copyright. These can be gathered under three different categories; ambiguous wording, impact on fundamental rights, and, in connection with that, ineffective safeguards.

2.4.1 Online Content-Sharing Service Providers and Communication to the Public

An “online content-sharing service provider” was defined in Article 2(6) as a provider of an information society service of which the main or one of the main purposes is to store and give the public access to a large amount of copyright-protected works or other protected subject-matter uploaded by its users, which it organises and promotes for profit-making purposes.\textsuperscript{306}

\textsuperscript{303} 	extit{Poland v European Parliament} (n 79), para 58.
\textsuperscript{304} Article 17(1) of the CDSMD; Recital 62 of the CDSMD.
\textsuperscript{305} Giancarlo Frosio, (n 207).
\textsuperscript{306} Art 2(6) of CDSMD.
The reading of Article 2(6), together with Recitals 61-63, emphasises that the classification of the platforms has to be examined case by case, especially for the positive definitions.

By looking at the definition that the Directive delivered, it can be said that the platform in question has to be an active user-generate-content hosting provider that “store and give access to the public copyright-protected content uploaded by its users.” This active status is described by Recital 62 as having an active role in organising the UGC and promoting it for profit-making purposes, which includes “categorising the content and using targeted promotion within it.” These vague terms, such as organising and promoting, which had not been used by CJEU, make the assessment of neutrality for platforms even more problematic.

Unsurprisingly, this vagueness resulted in different interpretations in the literature. For instance, the European Copyright Society argues that the Directive’s definition leaves room for national legislation to introduce nuances concerning de minimis activities, such as structuring and search options to improve the user experience within the limits of Recital. Meaning that if a relaxed approach regarding the organisation and promotion of the protected material is followed, the possibility for the social media platforms to fall out of this definition may arise. However, contrarily, Rosati argues that introducing such exclusions would result in altering the scope of the Article. Also, there is no doubt that when social media platforms get excluded from the scope of OCSSPs, there will be a handful of practical issues. Similarly, there is the question of whether the live stream platforms would fall within the scope of OCSSPs, as the duration of the storage is not the same as the other hosting platforms. Regarding this, Rosati suggests that the duration of the storage is irrelevant under CDSMD as the definition in Article 2(6) is silent regarding whether the storage must fulfil a temporal requirement; therefore, these platforms would also qualify in principle as
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OCSSPs. However, in their Guidance, the Commission states that the concept of “storing” refers to more than temporary content storage.

While the question of which platforms would fall under this definition remains unclear, by looking at the definition of the “online content-sharing service provider” and the “value gap” motive of the Commission together, platforms such as YouTube and Facebook would most likely fall within the scope of the definition of an OCSSP in Article 2(6). YouTube was at the heart of the legislative debates forming Article 17, and it is one of the most discussed platforms within all of the online platforms, including in case law. This is mostly because of its popularity and the amount of copyright-protected material it hosts. Recently, in joined cases *YouTube Inc. and Cyando AG*, CJEU followed the “good” or “bad platform” distinction of CJEU and the fact that YouTube has taken technical precautions such as Content ID to prevent copyright infringement in their platform. CJEU’s typical approach requires the assessment of the role of the platform, whether the platform’s actions go beyond “mere provision of physical facilities” and whether they have carried out the necessary checks. The only decision prior to CDSMD that expressly recognises the direct liability of a platform regarding the right of communication to the public is *The Pirate Bay*, which concerns a pirate website.

However, CDSMD adopted a broader concept of the right of communication that would reach OCSSPs' activities which automatically raises the platforms’ liability for their users' act of communication to the public and clarifies that the safe harbour provisions should not apply to these platforms. OCSSPs are subject to direct liability as they are responsible for their users' acts of communication to the public where they fail to meet Article 17’s obligations.
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This marks a departure from the previous safe harbours regime as Article 17(1) assesses the liability according to the nature of the platform rather than the platform’s knowledge of the infringing activity. This departure resulted in different interpretations of the nature of the Article in the literature. Husovec and Quintais summarised these interpretations under four main arguments; the first interpretation suggests that Article 17 is a sub-type of right of communication to the public within international minimum standards; the second suggests that Article is a sub-type of right of communication to the public outside international minimum standards; third interpretation suggests that Article is a “special” right of communication to the public outside international minimum standards but within the earlier EU copyright acquis and lastly, fourth interpretation suggests that Article 17 is a “new sui generis” right of communication to the public outside international minimum standards and outside the earlier EU acquis which is the interpretation that the authors support.\(^\text{321}\) However, contrarily, Rosati argues that the right of communication to the public in Article 17 is identical to Article 3(1) of the InfoSoc Directive and provides the same right as found in the rest of the EU copyright acquis.\(^\text{322}\) The interpretation which suggests that Article 17 provides a lex specialis definition for CTTP found support in the Advocate General Opinion for the YouTube and Cyando case, which states that liability of ‘providers’ for acts of communication committed by users of their platforms is not simply the consequence of the way in which Article 3 of Directive 2001/29 should always have been understood, but ‘arises’ from Article 17.\(^\text{323}\) This interpretation was later supported by the Commission in their Guidance regarding the implementation of Article 17.\(^\text{324}\) Thus, under the CDSMD regime notion of CTTP extends beyond the already broad notion of CTTP in Article 3(1) of the InfoSoc Directive.\(^\text{325}\)
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\(^{324}\) Guidance (n 289), 5-6.

This clarification regarding the scope of the OCCSPs of Article 17 is crucial to define the liability regime for platforms and consequently clarify the relationship between E-Commerce’s platform regime and the CDSMD’s OCCSPs regime since this relationship is important for national implementations. For instance, it has been argued that the national implementations which adopted the exact wording of the Directive can lead to the assumption of exemption from liability for many platforms as they might think that they do not fall within the scope of the OCSSPs; therefore, the regime of Article 17.\textsuperscript{326} This further supports the arguments regarding the Directive failing to be clear and foreseeable. CJEU in \textit{Poland} described the Article as “a limited scope for new specific liability mechanism” but did not contribute to the discussions regarding the scope of the OCSSPs.\textsuperscript{327} However, the scope of the subject of the Article is not the only problematic element in this picture; Article 17’s obligations bring many important questions regarding their relationship with fundamental rights.

\textbf{2.4.2 Obligations of Article 17 and Their Impact on Fundamental Rights}

Due to its comprehensive obligations, much of the debate over Article 17 has focused on the compatibility of Article 17 with fundamental rights.\textsuperscript{328} According to Article 17, in order to avoid liability, first, OCSSPs should obtain authorisation from the rightholders for the making available of copyright content uploaded by users of their service. If no authorisation is granted, OCSSPs must demonstrate that they have made their best efforts to obtain an authorisation and to ensure the unavailability of specific works. In addition to these, they must demonstrate that they have expeditiously disabled access to, or removed the notified works and made best efforts to prevent their future uploads.\textsuperscript{329} The Directive gives only one example of obtaining the required authorisation: direct licensing from the copyright holder.\textsuperscript{330}
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2.4.2.1 Licensing

Endorsement of the licensing agreements and the development of the licencing market between rightholders and OCSSPs is one of the main aims of the Directive. Article 17(1) states that when an OCSSP gives the public access to copyright-protected works or other protected subject-matter uploaded by its users, it performs an act of communication to the public. In addition to that, Article 17(4)(a) states “making best efforts to obtain an authorisation” for the copyright-protected work from the rightholder as one of the obligations for its liability exemption. As a result, OCSSPs should get authorisation to communicate the voluminous and diverse user-generated content that fills their platform and the internet.

There are many interpretations of the definition of the “best efforts” standard; in the context of licenses, this is seen as a duty to negotiate all relevant licenses for certain repertories, in particular, to take all the necessary and available collective licenses. However, academics underlined the fact that obtaining of licenses for all third-party material uploaded by the users on their platforms, even for the users’ non-commercial uploads, would not always be straightforward for the platforms. User-generated content relies heavily on existing digitalised works such as text, images and pictures, music and music videos, and films. Thus, according to the Directive, to avoid direct liability, OCSSPs should obtain licences for a broad spectrum of works that have been used for generating UGC. Even though the content users upload is unpredictable, according to the Directive, the required license should include the whole range of potential posts. As underlined by Angelopoulos and Quintais, obtaining all-embracing licensing deals which would cover the entire possible uploaded content is an extremely challenging task to accomplish, even with recourse to voluntary or extended
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collective licensing. Senftleben also pointed out the unavailability of "umbrella licences" in the majority of the Member States considering experiences with licensing packages offered by collecting societies. Collective rights management is not well established for types of content other than online music, which forms only a section of the user-generated content, and there is also a high possibility for the content requiring licenses to have multiple rightholders engaged. Even where an umbrella solution is available, these umbrella licences would be costly and disproportionate for many platforms, especially for start-ups, disturbing their right to conduct a business. Reda described this comprehensive licensing obligation as "an impossible feat" as, for many platforms, it would require including all copyrighted content in the world in the licensing agreements.

Moreover, even succeeding in finding all the relevant rightholders does not mean that one can obtain a wide-effect umbrella agreement. This impossibility was underlined during the second multistakeholder dialogue by the representatives of the audio-visual industry, where they stated that they are not interested in widely licensing their works to OCSSPs. It is hard to see comprehensive licensing as an effective and practical solution also because of the unlikeliness of the illegal pirate sites to try to get licenses, and even if they try, it is not likely for rightholders to cooperate with them. Similarly, Senftleben underlined the low possibility of licensing “all kinds of mash-ups and remixes including critical statements and biting lampoons” as there will not be many rightholders willing to give authorisation for that kind of content. Thus, under the Article 17 regime, it is quite likely for the platforms that host UGC to focus on mainstream works and the most significant language groups since obtaining licenses that would make providing access to a wide variety of content would be extremely difficult. This argument is especially worthy of note since this shortcoming will
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affect content diversity and the online culture while putting the freedom of expression of the
users and creators in danger, consequently causing the fading of user-generated content.
Where the required umbrella licenses are not or could not be obtained, OCSSPs should
licence per amount of infringing content available on the platform. However, this would
require monitoring all of the files uploaded on the platform, which is an option that is costly
and fundamental rights-intrusive.\(^{343}\)

Hence, this licensing obligation of the Article was found to be bringing the risk of a
significant loss of freedom of expression and information and impacts platforms’ right to
conduct a business with the obligation to seek and enter all-embracing licensing deals.
Directive’s licensing obligations were criticised by many academics, especially their failure
to consider the risk of a substantial loss of freedom of expression and information.\(^{344}\)
Erickson described this approach as "license first, ask questions later."\(^{345}\) The need for
national implementations of this provision to fully explore legal mechanisms for broad
licensing of the uses covered by Article 17 and for legislators and judges to define pragmatic
approaches that balance the interests of both stakeholders have been underlined.\(^{346}\) According
to Metzger and others, this balanced approach can be ensured if OCSSPs are accepted as not
liable where they proactively contact publicly known rightholders for licensing negotiations
and stay passive before the notice regarding not publicly known rightholders' work.\(^{347}\)

Taking these difficulties into account, it can be said that keeping these licensing agreements
“fair and reasonably balanced between both parties” and promoting the growth of the
licensing, as stated in the Directive, is a real challenge.\(^{348}\) Thus, under these licensing
obligations and the Directive's regime for OCCSPs, there is little choice but to implement
automated content recognition tools to prevent the availability of any potentially
unauthorised content from appearing on their platform. Therefore, where these licencing
agreements are absent, filtering becomes the norm.\(^{349}\)
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2.4.2.2 Filtering

The second requirement for the OCSSPs to benefit from Article 17(4)’s exemption regime is making “best efforts to ensure the unavailability of specific works” and other subject matter for which the rightholder provided the service provider with the relevant and necessary information to locate the infringing works. The language of the Directive suggests that OCSSPs have to filter all types of content proactively, and it mandates platforms to comply with these requirements by using technical measures without specifying them. Even though filtering technologies have been at the heart of the European debate of Article 17 and the wording of the article nor Recitals 61-71 does not use the term “upload filters”, unlike the proposed version of the Article; instead, the language is generic and technology-natural. However, there is an agreement in the literature that suggests that the preventive measures in the Article can only be achieved with an obligation to filter and block these specific works with the use of automated recognition systems. In addition to this consensus, Commission and the CJEU also confirmed the need for technological tools in order to comply with Article 17. Commission’s Guidance acknowledged “the use of technology or particular technological solutions” as one of the points to consider for determining whether an OCSSP has made its best efforts in line with the Article. In Poland v European Parliament, CJEU acknowledged that Article 17(b) and (c) require de facto OCSSPs to carry out a prior review of the content that users wish to upload to their platforms operated by automated filtering tools that would undermine freedom of expression of users of those content-sharing services. The dangers of these technologies caused intense debates among members of the European Parliament and were also discussed in detail in the literature. For instance,
Engstrom and Feamster underlined the characteristic limitations of filtering technologies and how important for policymakers to understand this before considering mandatory content filtering obligations.358

These mechanisms indicate upload filters which are automated content recognition programs that scan data either when it is uploaded online or before it is published on a platform and subsequently verify it according to their criteria.359 The leading type of content recognition technology for upload filters is fingerprinting.360 This technology uses software that inputs the content file into an algorithm representing it as a set of numbers representing its perceptual characteristics, creating a unique fingerprint for the content.361 These fingerprints altogether constitute a fingerprint database for checking each piece of content that an end-user attempts to upload to remove or block access to them where there is a match.362

An algorithm compares fingerprints from its database of copyright-protected material with those of the uploaded data, and in case of an overlap, this algorithm prevents the file from being uploaded. However, as their accuracy depends on various variables, such as the data used to generate fingerprints and the quality threshold for recognition, they overlook or misidentify content.363 Thus, all upload filters, regardless of how sophisticated they are, are subject to several problems that cause erroneous decision-making, which result in various interferences with different fundamental rights. These can be summarised under three main titles: the technical and operational design of the upload filters and related to this design, their
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open-to-abuse nature and their incapability to understand the context, namely their context-blindless.

Firstly, all content recognition technologies, including AI-assisted technologies, have their own shortcomings and limitations affecting their accuracy and effectiveness. As they are based on probabilistic methods, these technologies will always generate errors.\(^{364}\) In these systems, sensitivity can be improved only by worsening specificity, or equivalently, recall can be improved only by reducing precision.\(^{365}\) This means that the price for a reduced false negatives rate is an increased false positives rate with more legitimate content being blocked automatically.

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity (recall)</td>
<td>Ability to classify positively what is positive (proportion of positive cases that have been correctly classified)</td>
<td>TP/(TP+FN)</td>
</tr>
<tr>
<td>Specificity</td>
<td>Ability to classify negatively what is negative (proportion of negative cases that have been correctly classified)</td>
<td>TN/(TN+FP)</td>
</tr>
<tr>
<td>Precision</td>
<td>Ability to classify positively only what is positive (proportion of positively classified cases that are really positive)</td>
<td>TP/(TP+FP)</td>
</tr>
<tr>
<td>Accuracy</td>
<td>Ability to classify cases correctly (proportion of cases that have been correctly classified)</td>
<td>(TP+TN)/(TP+TN+FP+FN)</td>
</tr>
</tbody>
</table>

Table 1: Performance measures for accuracy classifiers for upload filters\(^{366}\)

Moreover, the variety of UGC formats, which include combinations of different media types, pose a challenge for the upload filters and result in excessive filtering where valuable content is made inaccessible by these filters. Taking into consideration that most of the uploads, user-generated content, consist of the combination of several traditional media formats, such as video, audio, image, and text.\(^{367}\) These layers of different multimedia on multiple frames within the UGC increase the difficulty and inaccuracy of the filtering. For instance, GIFs and memes require content recognition tools to undertake analysis of text, image and video on
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multiple frames, but there is no upload filter available that can detect different types of media at once as different media types require different upload filters that employ media-specific techniques. Even where multiple filters for different types of content are being implemented by negatively impacting OCCSPs’ freedom to conduct a business, the filters are currently available for user-generated content text submissions or text when it is combined with media suffers from a very high rate of erroneous detections.

Surely, there is a potential for AI solutions to improve content recognition and analysis. These technologies can be used with the combination of fingerprinting and watermarking as the area that this technology can operate autonomously is currently limited to image recognition. However, it is important to keep in mind that AI technologies bring their own characteristic problems. First, they require significant resources, including advanced hardware and staff, to successfully store, process and analysis the large amount of data it needs to operate and ensure the operation and optimisation of the system. The training of
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these technologies requires vast amounts of data which cannot always be available or possible for every OCSSP to create and maintain.\textsuperscript{375} Second, while their accuracy levels are not clearly assessable due to limited information available, the dependency of their accuracy on their training data is a well-known shortcoming.\textsuperscript{376} Depending on their datasets and the training, AI bias can emerge, which traditionally constitutes a big problem regarding AI decision-making that disproportionately limits the freedom of expression of members of racial and linguistic minority groups.\textsuperscript{377} As AI’s learning is faster than humans, parallel to that, its mistakes also take place faster and of greater magnitude than humans.\textsuperscript{378} Consequently, the impact of upload filters on these rights intensifies with the use of AI-based technologies. Third, regardless of the level of sophistication, they are not capable of distinguishing copyright exceptions and limitations.\textsuperscript{379} It is unlikely for these technologies to efficiently analyse context and provide reliable and accurate results on a level that they can replace human review. Thus, while these technologies are often promoted as the solution to the shortcomings of the current content recognition, as the problems go beyond the low accuracy level, it is unlikely to limit the interference of preventive measures on fundamental rights, especially freedom of expression, with the adoption of more sophisticated technologies.\textsuperscript{380} It is important to note that the level of efficiency of upload filters also depends on the objectives pursued. As the sole aim of these technologies rightholder’s control over works that are shared online by third parties, the efficiency of the filters is being evaluated merely

by considering how aggressive they are in protecting the interest of rightholders by detecting and blocking works without correctly assessing their infringing nature. The criterion of effectiveness is the level of detection of the copyright-protected works, notwithstanding the legitimacy of the uses of these works. These filters operate a “mass and suspicion-independent examination of contents”, and this tunnel vision of these filters makes them prone to false identifications regardless of the level of sophistication of their software.

Also, the accuracy and overall success of these technologies highly depend on the reference data, namely, the works uploaded by rightholders to the database used by the platform to create fingerprints for the algorithm. There are no standards and data interoperability across various fingerprinting-based solutions that can prevent data exchange and cause ownership conflicts, improper attribution of intellectual property rights, or duplicate claims. There are no requirements regarding the type of information rightholders must provide to the platforms to add the work to their database or include a confirmation phase regarding their ownership. Thus, false positives and over-blocking are not surprising outcomes where the data in these automated systems’ database is provided by the presumed rightholders, and all these systems assume these rightholders’ intellectual property rights are exclusive rights by default even where the subject matter “infringement” is the use of a public domain work.

Moreover, how these filters and the content management systems work in every different platform is mostly a mystery as OCCSPs are not required to disclose certain types of
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382 For instance, YouTube suggests that Content ID correctly identifies %99 of all infringing cases; however, by looking at the %99.5 rate of undisputed Content ID claims, the reason for this metric value is most likely to be caused by the lack of effective and user-friendly ex-post safeguards such as complaint and redress mechanisms, out of court solutions. See Toni Lester and Dessislava Pachamanova, ‘The Dilemma of False Positives: Making Content ID Algorithms More Conducive to Fostering Innovative Fair Use in Music Creation’ (2017) 24 UCLA Entertainment Law Review <https://escholarship.org/uc/item/1x38s0hj> accessed 26 July 2022, p.67.


385 Content ID accommodated the ‘Copyfraud’ trend where big rightholders fraudulently claim copyright on uploads that do not include a work that belongs to them. Rightholders created copies of these works to be able to claim them as their own and take advantage of Content ID’s bias towards rightholders. See Patrick McKay, ‘YouTube Copyfraud & Abuse of the Content ID System’ (23 November 2011) <http://fairusetube.org/youtube-copyfraud> accessed 26 July 2022.; Shreya Tewari, ‘Over Thirty Thousand DMCA Notices Reveal an Organized Attempt to Abuse Copyright Law’ (The Lumen Project, 22 April 2022) <https://www.lumendatabase.org/blog_entries/over-thirty-thousand-dmca-notices-reveal-an-organized-attempt-to-abuse-copyright-law> accessed 20 July 2022.
information, such as information that can lead to significant vulnerabilities regarding the operation of their automated content management systems. Even where they disclose information, this includes cherry-picked information and very limited data about the operational information regarding their technologies and overall content management. Especially AI technologies are very suitable for being applied in a non-transparent manner, which affects users' understanding of how these technologies examine their uploads and decide which would raise incompatibilities with GDPR and the right to a fair trial. When these technologies take erroneous actions on legitimate content, they are unable to provide any reasoning for their decisions as their decision-making takes place within a black box. These technologies, no matter how sophisticated, are not programmed in ways that facilitate transparency or explanation. This inability also creates a suitable environment for the misuse of these technologies.

A related problem to the upload filter’s in-favour-of-rightholder design, their open-to-abuse nature, which feeds from the lack of transparency around their operation, constitutes the second reason for upload filters’ interferences with fundamental rights. In current content moderation practices, it is easy for rightholders who are granted power on the operation of upload filters to misuse this power and affect the operation and even the development of these filters. This misuse can occur by providing false data or intentionally not correcting the false positives that the algorithm created and bypassing the copyright law by deciding on the potential infringement cases, as they can remove the upload immediately after the match
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notifications and reject counter claims.\textsuperscript{390} There are no effective sanctions against the abuse of these privileged tools in practice; despite YouTube stating that this abuse is subject to disciplinary action, there are serious doubts regarding the enforcement.\textsuperscript{391} In reality, big rightholders usually get away with their fraudulent claims and even keep the advertising revenue from the falsely claimed uploads.\textsuperscript{392} The effects of this practice can be dramatic as, when left undisputed, the algorithm will continue using the faulty fingerprint as a reference and create more false positives for the uploads, including the work that rightholders fraudulently claimed as theirs while providing reference data for the fingerprint database.\textsuperscript{393}

On the darker side, these content moderation technologies can be misused beyond the aim of prevention of copyright infringement, such as censorship and reputation management. Where censorship is performed by these mechanisms, especially the filters that employ AI techniques, benefit from the low levels of visibility as users are often unaware of the blocking or deformation regarding the content uploaded or consumed. That is why academics and human rights organisations argue that these technologies are the new censorship tools that bypass classical concepts of censorship.\textsuperscript{394} This transformation of upload filters into censorship tools can arise from abuses of platforms and in addition to the rightholders who


\textsuperscript{391} Patrick McKay, ‘YouTube Copyfraud & Abuse of the Content ID System’ (23 November 2011) <http://fairusetube.org/youtube-copyfraud> accessed 26 July 2022. YouTube, in their help page, which is the only official source of information regarding their copyright management tools, merely acknowledges that “misuse of Content ID can have serious consequences for YouTube and creators” without specifying any sanctions or penalties. See YouTube, ‘Overview of Copyright Management Tools - YouTube Help’ <https://support.google.com/youtube/answer/9245819?hl=en&ref_topic=9282364#zippy=%2Ccontent> accessed 27 July 2022.


are, in some cases, the governments. There are many different examples of the misuse of content moderation systems; malicious actors use copyright claims to remove content for other arbitrary reasons unrelated to copyright.\textsuperscript{395} Parties who wish to repress dissenting speech, harm the content creator, or manage their reputation online can use copyright infringement claims to force intermediaries to remove the content they want to be put down and accomplish their personal goals via copyright enforcement tools.\textsuperscript{396} The practice of using copyright enforcement to silence criticism and suppress and remove information has even its own name in literature, copyright silencing, and it is becoming common practice for ill-intentioned actors that some cases not even hold the copyright on the content that request to be blocked or removed.\textsuperscript{397}

Another example of this misuse with serious consequences is the use of these technologies to censor and avoid accountability for instances of misconduct by law enforcement and the “weaponization” of these technologies by them. It has been reported that police forces had started playing copyright-protected music on their phones when they realised that their misconduct was being recorded by activists to misuse the copyright enforcement tools to prevent the availability of these videos online.\textsuperscript{398} Even worse, governments are also misusing

\textsuperscript{395} Kristofer Erickson and Martin Kretschmer (n 61).


copyright enforcement tools to practice censorship; there are many examples of governments using content moderation systems as a weapon to remove politically objectionable content. In a recent example, by enforcing its power as a big rightsholder, Turkey’s state-owned public broadcaster TRT abused YouTube’s copyright policy that grants powerful copyright enforcement tools and used these as an alternative method of censorship to silence channels that are critical of the government on YouTube.\(^{399}\) As can be seen from the many examples in practice, the open-to-abuse nature of these filters combined with their opaque operation results in serious interferences with fundamental rights.

Lastly, the highly debated shortcoming of the filters that result in erroneous decisions that interfere with freedom of expression is their context-blindness.\(^{400}\) Even the most sophisticated content moderation systems that operate with AI technologies, both AI-based or enhanced, are still suffering from the incapability of understanding the content and are not capable of paying regard to “widespread variation of language cues, meaning and linguistic and cultural particularities.”\(^{401}\) As upload filters are not reliable for accurately identifying potentially infringing content, these filters, which are employed by the platforms that host users’ creations and expressions, filter out not only the infringing content but also the content that is legal, including content that benefits from E&L.\(^{402}\) This misidentification result in over-blocking and consequently this practice affects the expressive rights of Internet users as the content in question form part of communications that are worthy of protection under Art.10 of ECHR and Art.11 of the Charter.\(^{403}\)

The understanding of the context of the use of copyright-protected work, including for E&Ls, is almost impossible to reduce to a set of instructions that could be applied by an automated

---


\(^{400}\) Felix Reda, Joschka Selinger and Michael Servatius (n 26).


\(^{402}\) Poland v European Parliament, AG Opinion (n 272), para 142.

\(^{403}\) Scarlet Extended (n 16), para 52; Netlog (n 16), para 50; Poland v European Parliament, AG Opinion (n 272), para 141.
process as it would require traits exclusive to humans, such as understanding humour.\textsuperscript{404} The detection of statutory copyright exceptions such as parody, quotation, review or criticism is highly dependent on knowledge about the circumstances of the upload. So, it requires a high degree of intellectual judgment that no available technology can undertake.\textsuperscript{405} For example, fingerprinting technologies can analyse the length of the quotation, but the length of an extract is not a legal criterion, only an indication to determine whether a use is legitimate.\textsuperscript{406} As these filters do not understand why the user included the work into their uploads and perform blocking without considering the portion of the use of the copyright-protected work, any upload including a copyright-protected work surrounded with a commentary, which can constitute a review or criticism, would be stuck off the nets of upload filters. For instance, regarding songs, they block the upload when they detect even a couple of seconds of the copyright-protected song within the upload, and developers are constantly trying to improve this recognition speed.\textsuperscript{407} This increases the risk of over-blocking and depriving users of space for expression and creation permitted by E&Ls.\textsuperscript{408} For parody, things get even more complicated as humour is not something that can be programmed into the algorithms. In AG Villalón’s words, “a parody is a copy and a creation at the same time” by its very nature.\textsuperscript{409} However, the algorithms of upload filters are able only to identify the existing work that has been evoked within the parody, not the “expression of humour or mockery.” Even the most developed algorithm was found to lack sufficient understanding of the world at large to identify humour\textsuperscript{410}, which is the most important and abstract concept for the identification of parody.

\begin{footnotesize}
\begin{enumerate}
\item[405] Evan Engstrom and Nick Feamster (n 164), p.18
\item[406] Guidance (n 289).
\item[408] Poland v European Parliament (n 272), AG Opinion, para 148.
\item[410] Assessing humour is way beyond the capabilities of both currently available algorithms and the technologies that will be developed in the near future. See Davide Bacciu, Vincenzo Gervasi and Giuseppe Prencipe, ‘LOL: An Investigation into Cybernetic Humor, or: Can Machines Laugh?’ 3:6 <http://drops.dagstuhl.de/opus/volltexte/2016/5882/> accessed 8 June 2021.
\end{enumerate}
\end{footnotesize}
Thus, as identifying copyright exceptions and limitations requires highly fact-dependent considerations on a case-by-case basis, employing automatic systems incapable of delivering this examination for content filtering and moderation will harm the protection of copyright exceptions and, therefore, user rights. Where the aim of content filtering should be preventing and limiting infringing content while allowing and facilitating the delivery of legal content and free interaction, filtering systems are not able to fulfil this obligation as they are fallible and subjective.\(^{411}\) That is why, by referring to the clear and precise limit that EU legislature laid down regarding the use of automatic recognition and filtering tools, CJEU explicitly excluded filtering systems that are not capable of distinguishing legitimate uses and \(\textit{ex-ante}\) block user uploads including the ones which benefit from copyright exceptions and limitations.\(^{412}\) However, despite the safeguards within the Article that protects legitimate uses\(^{413}\), by looking at the context-blindless of upload filters, it is not always easy to ensure the effective enforcement of these safeguards.

Thus, in the light of these problems of upload filters’ that result in erroneous decision-making and over-blocking, the efficiency of the safeguards, therefore, the compatibility of the Article with fundamental rights, becomes questionable. By taking into consideration of cost and efficiency concerns of the industry, it is likely for Article’s filtering approach to trigger over-blocking, over-removal and even content censorship.\(^{414}\) Therefore, these interferences of these filtering measures with various fundamental rights of users, such as freedom of expression, protection of personal data, and respect for private life, in addition to OCSSPs’ right to conduct a business, become inevitable with the new regime of Article 17.

Academics recommended different types of filtering procedures to eliminate the criticised parts of Article 17(4)’s filtering obligations with the national implementations. Romero Moreno specifically underlined the importance of an implementation that respects human rights and suggested a system to eliminate the negative outcomes on the fundamental rights of the upload filters.\(^{415}\) He suggested “\textit{a hierarchical identification technique}” for the filtering of the upload filters to be limited to only commercial-scale copyright infringement, ensuring an implementation that is less data processor-intrusive. Leistner suggested a “trusted

\(^{411}\) Policy Department for Citizens’ Rights and Constitutional Affairs and Directorate-General for Internal Policies (n 59).
\(^{412}\) \textit{Poland v European Parliament} (n 79), paras 86-87.
\(^{413}\) Recital 70 and Article 17(7) and (9) of CDSMD.
\(^{414}\) Martin Senftleben, (n 292).
\(^{415}\) Felipe Romero Moreno, (n 328).
users” system in which these users can flag their uploads as covered by copyright exceptions that will be subject to a quantitative algorithmic check, and if their claim of copyright exception turns out to be plausible, this will pave the way to a delayed takedown.\footnote{Matthias Leistner (n 333).}

However, requiring the implementation of an algorithmic system into their platform might increase the economic burden on platforms. Most importantly, just like upload filters, this quantitative algorithmic check would be subject to problems with distinguishing legal uses of copyright-protected work from uses that constitute infringement, as numerical standards can be deceptive for the assessment of copyright exceptions or fair use. The same use may fall within the sphere of a copyright exception, while in another context, it fails to benefit from any copyright exceptions and limitations. To tackle this shortcoming of algorithmic tools, this system introduces trusted rightholders and trusted users, who are the uploaders, as agents. However, granting the power of avoiding the blocking of their upload to these actors without any independent checks creates a system which is open to abuse. Many examples of this misuse were reported under classic notice and takedown, including the abuse of the new tools that big platforms such as YouTube granted to big rightholders.\footnote{Jennifer M Urban, Joe Karaganis and Brianna Schofield (n 14).}

Although there is a strong agreement on the fact that the implementation must ensure that the safeguards within the Article can be realistically applied to the practice to offer efficient protection for the different fundamental rights against the upload filters’ interferences\footnote{Christophe Geiger and Bernd Justin Jütte (n 328); Sebastian Felix Schwemer and Jens Schovsbo (n 133); João Quintais and others (n 322); João Pedro Quintais and others (n 325).}, there are not many studies in the literature that comprehensively explore the impact of the filtering on various rights from the perspectives of different actors such as OCSSPs and users and also suggest procedural safeguards in light with the CJEU’s clarifications regarding Article 17 in \textit{Poland} case. Therefore, this study examines the complete timeline of Article 17 by considering all the features of the Article to provide recommendations for the fundamental right-compliant implementation of Article 17 and, most specifically, suggests a filtering mechanism to fill the gap regarding the procedural systems that helps filters become more suitable to achieve this outcome and ensure the Article 17(7)’s guarantee.
2.4.2.3 Notice and Takedown and Stay Down

Article 17(4)(c) embraces the “notice and takedown” mechanism and states that OCSSPs have to show that they acted expeditiously, upon receiving a sufficiently substantiated notice from the rightholders, to disable access to, or to remove from their websites, the notified works or other subject matter. The article goes further; according to the reading of 17(4)(c), OCSSPs must adopt effective “notice and stay down” mechanisms based on information provided by the rightholder to prevent future uploads. This notice and stay down mechanism goes beyond the traditional notice and takedown and requires additional measures from the OCSSPs; they must prevent the reappearing of the infringing content in addition to the removal of the content. Thus, it is clear that the notice and stay down mechanism also requires implementing and operating filtering tools to prevent future uploads in addition to removal of the infringing upload that the rightholders notified the platform about initially.

According to the Article, OCSSPs should actively attempt to locate as much illegal content as possible instead of waiting for the report of the unlawful content, which requires operating broad filtering that conflicts with the main principles of EU law.\(^{419}\) This requirement of actively searching for content is turning the established “notice and takedown” principle on its head.\(^{420}\) According to the notice and takedown principle established under E-Commerce Directive, platforms should “act expeditiously” to remove or disable access upon obtaining knowledge about the infringing content. However, as mentioned previously, while examining the CTTP in CDSMD, Article 17 assumes that OCSSPs have that knowledge and replaces the obligation to “act upon knowledge” with upload filters. Under the ECD regime, this assumption was found incompatible with EU law as it would render safe harbours ineffective by requiring any provider hosting information to carry out such processing.\(^{421}\)

In addition to that, the replacement of the well-settled obligation of “acting upon knowledge” with upload filters by the Article is questionable as the imbalance of powers causes many


\(^{420}\) Malte Engeler (n 387).

\(^{421}\) Youtube and Cyando, Opinion of Advocate General Saugmandsgaard Øe (n 77), para 178.
problems even under the established notice and takedown regime.\textsuperscript{422} Even where the rightholders are required to provide a notice for the platform’s action regarding the allegedly infringing content, this system results in over-removal and interferes with the users’ fundamental rights due to the rightholders’ misuse of these systems.\textsuperscript{423} Moreover, notice and takedown mechanisms require intermediaries to deliver a decision that affects competing fundamental rights. This usually results in negative consequences for the users’ as their fundamental rights, especially their freedom of expression and information, get affected by the decisions made by the intermediaries, which are private companies that do not prioritise user rights over intellectual property protection.\textsuperscript{424} Thus, academics such as Erickson and Kretschmer warned policymakers not to lightly grant additional powers to platforms and rightholders by pointing out the problems with the unbalanced power of the notice and takedown regime and their impact on users’ fundamental rights.\textsuperscript{425} However, by looking at Article 17(4)(b) and (c), one can say that these warnings are mostly overlooked by the legislature.

The strict obligation of preventing the availability of works within the Article was found to be likely to encourage OCSSPs to adopt filtering systems that would monitor all the content in order to filter infringing uploads for unlimited time since there is no other practical way for OCSSPs to meet their obligations and qualify for the Directive’s “new safe harbour” in Article 17(4)(b) and (c).\textsuperscript{426} It has been argued by Frosio and Mendis that, in practical terms, Article 17 implicitly requires general monitoring of the content by requiring OCSSPs to make their ‘best efforts’ to ensure the unavailability of specific unauthorised content over services provided by them.\textsuperscript{427} Given the mass volume of uploaded content, it would be impossible to carry out such a check in advance manually; therefore, to avoid liability, platforms would apply content recognition technologies to both infringing and non-infringing content, which

\begin{flushright}
\textsuperscript{424}Jennifer M Urban, Joe Karaganis and Brianna Schofield (n 14)
\textsuperscript{425}Kristofer Erickson and Martin Kretschmer (n 61).
\textsuperscript{426}Senftleben (n 292).
\textsuperscript{427}Especially considering the required high-level duty of care, it is likely for many OCSSPs to engage in general monitoring as a safeguard against costly copyright infringement suits. See Giancarlo Frosio and Sunimal Mendis, (n 180) 25.
\end{flushright}
would require such monitoring that includes all data uploaded and brings incompatibilities with general monitoring ban and data protection. Thus, the preventive duty of blocking future uploads of infringing content on the platform without any previous real-life example of the infringement under Article 17(4)(c) makes it technically impossible for OCSSPs to carry out specific monitoring according to the pre-Glawischnig-Piesczek case law. According to the established case law, in order to distinguish general from specific monitoring obligations, both the scope and the number of infringements that can be rationally expected to be identified must be sufficiently narrow; it must be clear which materials constitute an infringement, and most importantly, specific monitoring obligations must be interpreted narrowly.

In line with this argument, Romero Moreno underlined the fact that Article 17 is neither limited in scope nor in time nor in the specific type of uploaders to be profiled. Also, as suggested by Montagnani and Trapova, the potential limit for this monitoring within the Article, ‘works or other subject-matter identified by rightholders’, is not clear enough to draw the line between a monitoring obligation of ‘general nature’ and one of ‘specific nature’. Senftleben and Angelopoulos also argued that the extent of the new notice and stay down mechanism is not clear from the wording of Article 17(4)(c), as ‘the notified works’ specification is failing to limit the monitoring sufficiently. Thus, it has been highly suggested in the literature that proactive monitoring and filtering mechanisms of Article 17(4)(b) and (c) to result in general monitoring, which would conflict with Article 17(8), Article 15 of the E-Commerce Directive and CJEU case law and also interfere with various fundamental rights.
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429 CJEU made it clear that active monitoring of all data uploaded by users in order to prevent any future infringements would be precluded by EU law. See L’Oréal (n 113), para 139; Scarlet Extended (n 16) paras 36-37; Netlog (n 16), paras 34-35: Mc Fadden (n 16), para 87.
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However, in *Glawischnig-Piesczek*, CJEU stated that Article 15 of ECD does not prohibit a court from ordering an intermediary to seek out and remove all content identical to that found illegal in relation to all users of its platform, as well as content similar and equivalent to the illegal content and their future re-uploads.\(^{434}\) This practice would be compatible with the general monitoring ban as long as the monitoring for illegal content of an equivalent nature does not require a platform to carry out an independent assessment of the illegality of the content.\(^{435}\) CJEU applied this “identical or equivalent” content by analogy in *Poland*, where Court answered questions regarding Article 17(4)(b) and (c)’s compatibility with the Charter.\(^{436}\) Court suggests that the scope of monitoring is defined as platforms are only obliged to filter the works that rightholders notified.\(^{437}\) However, many academics found the applicability of *Glawischnig-Piesczek*, which concerns defamatory posts, to the field of copyright problematic.\(^{438}\)

Even where the incompatibility problems with general monitoring are accepted as resolved with the recent approach of CJEU regarding the general monitoring ban, the stay down obligation within the Article requires a monitoring and filtering operation that interferes with different fundamental rights and brings incompatibilities with the Charter. The operation of permanent stay down mechanisms impacts users’ right to the protection of personal data and respect for private life and their freedom of expression and platforms’ conduct a business. CJEU found a filtering obligation that filters all uploaded or existing content incompatible with EU law as it performs general monitoring and, by identifying, systematically analysing and processing the profile information, infringes users’ right to protection of their personal data, which is safeguarded by Article 8 of the Charter.\(^{439}\) Moreover, where this monitored content includes private communications and information, these filters interfere with respect for private life which is enshrined in Article 7 of the Charter.\(^{440}\) The information contained by social network profiles is acknowledged as protected personal data as they allow those users
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\(^{439}\) Scarlet Extended (n 16); *Netlog* (n 16) paras, 49-51.

to be identified as well as their IP address which makes it possible for internet services to identify the person. Thus, where the monitoring goes beyond metadata and allows the acquisition of knowledge of the content of electronic communications, there will be a serious breach of the right to respect for private life. Moreover, requiring OCSSPs to employ infinite and all-embracing monitoring would impact their right to conduct a business by imposing this expensive operation which would also impact their users’ satisfaction as customers. Thus, the obligation of making the best efforts to prevent future uploads in Article 17(4)(c) is intensifying the problems with automated content recognition tools and adding new ones to the already crowded list of problems caused by notice and takedown systems despite the dangerous outcomes of the mandatory content filtering reminded by many times by the academics, policymakers continued to ignore the inherent limitations of filtering technologies and their adverse effects on fundamental rights online. However, the outcomes of this notice and stay down mechanism remain to be seen how the Directive will be implemented into national legislation. For that reason, this study suggests that the impact on users’ fundamental rights can be minimised with the right implementation, which prioritises safeguards.

2.4.3 Safeguards of Article 17

In light of the above discussion regarding the impact of Article 17(4)’s liability regime on fundamental rights, the importance of the safeguards of Article 17 is crucial to ensure this negative impact of the Article is limited and proportionate. As the enforcement of Article 17 would limit the exercise of various fundamental rights, it is crucial for this limitation to have its own limits, meaning it must be proportionate and necessary. As this study’s contribution will rest on Article 17’s implementation that is compatible with the Charter and ECHR Articles 7, 8, 11, 16 and 47 Charter, as well as Articles 6, 8 and 10 ECHR, the safeguards require special attention to measure the Article against the benchmark of these fundamental rights.
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The significance of safeguards has been acknowledged by CJEU in the *Poland* case, where the Poland Government argued that as Article 17 does not contain safeguards to ensure that the essence of that fundamental right and the principle of proportionality are respected, Article 17(4)(b) and the second part of paragraph (c) should be annulled.\footnote{Poland v European Parliament (n 79).} CJEU brought forward the safeguards of Article 17 as the primary reason that justifies and limits the impact of the liability regime introduced in Article 17 on freedom of expression.\footnote{Poland v European Parliament (n 79), para 60; Facebook Ireland and Schrems (n 79), para 175.} Also, there is an argument in literature that provided safeguards within the Article can be accepted as an acknowledgement by the lawmaker of the inevitability of over-enforcement, such as removal or blocking of the legitimate content, making ensuring the existence of robust safeguards within the implementations even more essential.\footnote{Felix Reda, Joschka Selinger and Michael Servatius (n 326).}

These safeguards can be found in Article 17(5) to (10) of CDSMD. First, Article 17(5) provides the elements for the OCSSPs’ liability in the light of the principle of proportionality and Article 17(6) further supports the proportionality for the obligations in Article 17(4)(b) by providing an exemption for start-ups. Second, the second paragraph of Article 17(7) states that copyright exceptions shall be respected, and OCSSPs shall not result in the prevention of the availability of non-infringing works, including the ones covered by a copyright exception or limitation.\footnote{Article 17(7) of the CDSMD.} As an important safeguard for freedom of expression, Article 17(7) constitutes an “obligation of result”, which is a stronger legal norm than Article 17 (4)’s “obligation of best efforts,” and clarifies that ensuring the availability of legitimate works prevails the duty of preventing the availability of specific works.\footnote{Poland v European Parliament (n 79), para 78; Guidance (n 289), p.2.}

This safeguard provides a special regime for certain copyright exceptions and limitations and converts caricature, parody or pastiche into mandatory copyright exceptions.\footnote{Article 17(7) of the CDSMD.} The importance of these exceptions and limitations for freedom of expression and freedom of the arts and for the fair balance between competing fundamental rights of users and rightholders have been underlined by the CJEU by accepting those in Article 17(7) as user ‘rights’ not mere defences.\footnote{Poland v European Parliament (n 79), paras 86-88.} Thus, Article 17(7) requires ensuring that legitimate content, including the
content that benefits from copyright exceptions and limitations, is not to be prevented by the measures that have been taken in compliance with Article 17(4), such as upload filters.

However, the article does not make clear how the Member States shall ensure this protection. Despite the established case law of CJEU regarding the incompatibility of upload filters which fail to distinguish adequately between unlawful content and lawful content with freedom of expression and the fair balance, all available technologies suffer from shortcomings explained previously, including the inability to understand the context of the upload and determine if an exception covers a use or not. These filters’ effectiveness and accuracy would likely be also affected negatively by the lack of harmonisation on the EU level regarding copyright exceptions and limitations. Although Article 17(7) obliges platforms and the Member States to consider the collateral effect of the filtering measures they implement and not only focus on the goal of preventing infringing uploads from going online while implementing the Article, this safeguard is likely to suffer from practical problems that make this consideration challenging, even impossible. Thus, taking the negative impact of the upload filters on various fundamental rights into account, Schwemer and Schovsbo argued that CDSMD recognises and safeguards the users’ rights on paper.

The fact that implementing a system that would not respect these exceptions would conflict with Article 17 and perhaps the entire Directive has also been recognised in the Poland decision. However, by rejecting the upload filters that filter and block lawful content when uploading as the measures that may be taken to satisfy the obligations laid down in Article 17 point (b) and point (c), CJEU did not clarify this situation as there are no available upload filters which do not suffer from this flaw. Quintais suggested that the Court’s emphasis on the requirement to respect E&Ls can be read as a requirement to limit automated ex-ante filtering only to the manifestly infringing uploads. This argument can find support in CJEU’s clarification in the decision, which states that the measures to satisfy Article 17(4) should be strictly targeted and should not affect the users’ fundamental rights who are
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lawfully using OCSSP’s services by sharing content which does not infringe copyright which is in line with previous case law.\footnote{\textit{Poland v European Parliament} (n 79), paras 80-81.}

Another safeguard, Article 17(9), together with Recital 70, requires effective and expeditious complaint and redress mechanisms regarding the disabling of access to or the proactive removal of the user-generated content by the upload filters irrespective of the fairness of their use subject to human review.\footnote{\textit{CDSMD}.} In order to protect users who rely on E&Ls, and ensure control over-blocking of legitimate content, this safeguard has great significance. The vagueness of the human review obligation for the decisions regarding the removal of the content, in combination with the lack of substantial procedural safeguards, is recognised as inefficient in guaranteeing the independence of these decisions.\footnote{Bernd Justin Jütte and Christophe Geiger, ‘Regulating Freedom of Expression on Online Platforms? Poland’s Action to Annul Article 17 of the Directive on Copyright in the Digital Single Market Directive’ (European Law Blog, 3 February 2021) <https://europeanlawblog.eu/2021/02/03/regulating-freedom-of-expression-on-online-platforms-polands-action-to-annul-article-17-of-the-directive-on-copyright-in-the-digital-single-market-directive/> accessed 3 February 2021.} Especially for the platforms that host a significant number of user-generated content, ensuring a prompt, case-by-case human review seems to be an impossible mission in addition to being extremely disproportionate. Thus, it remains to be seen on which level these mechanisms would meet the expectations of effectiveness in practice, as the volume of requests will be high in addition to the cost of the task. However, a parallel can be drawn from the US application of the counter-notice system, which shows the ineffectiveness of this safeguard in the absence of a high degree of efficiency and reliability.\footnote{Axel Metzger and others (n 285) 17.}

Studies showed that while section 512 of DMCA offers the opportunity to file counter-notices, instances in which this mechanism is used are relatively rare.\footnote{Jennifer M Urban and Laura Quilter, ‘Efficient Process or Chilling Effects - Takedown Notices under Section 512 of the Digital Millennium Copyright Act’ (2006) 22 Santa Clara High Technology Law Journal 621.} Furthermore, leaving the important task of responding to complaints to OCSSPs as private companies which are not qualified to replace courts of law constitutes an “inappropriate transfer of juridical authority to the private sector.”\footnote{European Commission ‘Summary of the results of the Public Consultation on the future of electronic commerce in the Internal Market and the implementation of the Directive on electronic commerce (2000/31/EC)’ (2010) <https://ec.europa.eu/information_society/newsroom/image/document/2017-4/consultation_summary_report_en_2010_42070.pdf> accessed 30 October 2020.} In addition to in-platform and out-of-court redress mechanisms, the
Directive ensures that users can state the use of an exception or limitation in court to deal with erroneous removal or blocking.\textsuperscript{467} However, the efficiency of this safeguard as a remedy is questionable as it constitutes a heavy burden on most creators of user-generated content, which is the backbone of the OCSSPs, as litigation will usually be too costly for those creators, and unsurprisingly most of them will choose not to use the article’s redress mechanism.\textsuperscript{468}

Moreover, Article 17(9) guarantees that there will be no identification of individual users or processing of personal data. However, as explained previously, upload filters involve identification, systematic analysis and processing of information of users.\textsuperscript{469} Therefore, this inspection interferes with personal data protection, privacy and confidentiality of communications.\textsuperscript{470} Although this safeguard ensures that any identification of individual users and processing of personal data would not take place, how to achieve this in practice remains an important question; there is no information for less data processor-intrusive implementation within the CDSMD.\textsuperscript{471} Moreover, in addition to users’ data protection, this operation of content recognition systems risks the application of another safeguard, Article 17 (8), which states that the application of Article 17 shall not lead to any general monitoring obligation. Also, it is important to note that where the safeguards in Article 17(5)-(10) fail to protect various fundamental rights, they would also fail to provide the required level of protection for the right to a fair trial. Academics such as Griffins warned about the possible change in the significance of fair trial rights regarding enforcement of IPR by considering the increased pressure from rightholders and policymakers for more powerful enforcement tools.\textsuperscript{472} As this change already happened with the new directive, the combination of required high-level enforcement of the CDSMD with its ineffective safeguards would result in the Article interfering with the right to fair trial too.

Lastly, Article 17 (10) requires the Commission to organise stakeholder dialogues to discuss best practices, taking special account of the need to balance fundamental rights and the use of exceptions and limitations.\textsuperscript{473} In light of these dialogues, Commission should issue guidance
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\textsuperscript{469} Scarlet Extended (n 16), para 51; Netlog (n 16), para 49.
\textsuperscript{470} Scarlet Extended, Opinion of AG Cruz Villalón (n 70).
\textsuperscript{471} Felipe Romero Moreno (n 328) 168.
\textsuperscript{472} Jonathan Griffins, ‘Constitutionalising or Harmonising? The Court of Justice, the Right to Property and European Copyright Law’ (2013) 38 European Copyright Law 65. 454.
\textsuperscript{473} Article 17 (10) of CDSMD.
on the application of Article 17, in particular, of the cooperation between online content-sharing service providers and rightholders required by Article 17(4). As the efficiency and conformity with fundamental rights of the Commission’s guidance have been criticised, an updated guidance would be helpful for the fundamental right compliant implementation of the Article, especially the obligations under Article 17(4).

By looking at this picture, one can say that there is a high risk of the safeguards being inefficient in practice, and together with the high-level enforcement introduced by the CDSMD, this inefficiency greatly endangers the protection of fundamental rights. Without efficient safeguards, upload filters can evaporate fundamental rights protection under the directive’s strict liability regime. The generic obligation of striking the fair balance of competing rights and interests within the Directive is accepted as inefficient in stopping the Article from strengthening rightholders’ exclusive rights and freedom of contract and resulting in increasing the occasions of possible misuses of copyright as the Article fails to provide suitable tools to prevent them and to counterbalance the opposing rights and interests. As the validity of the Article depends on the sufficient application of the safeguards, it is essential that these safeguards in Article 17(5)-(10) be implemented strictly, in a way that provides tight control over the scope of the limits on freedom of expression and effective remedies to prevent any abuse of power. This study suggests that this is the only way for Member States to achieve fundamental right-compliant national regulation. While Article 17 (5)-(10) constitute essential safeguards for the many fundamental rights, they also ensure Article 17’s compatibility with the Charter, therefore, its validity. The lack of efficient application of these safeguards can put the validity of Article 17’s regime on shaky ground.
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2.4.4 Implementation of Article 17

Regarding the implementation of Article 17, European Commission delivered its guidance just a few days before the implementation deadline in 2021 to “support a correct and coherent transposition” of the article by adding that it would need updating in the future in accordance with the judgment of the CJEU in *Poland v European Parliament*,480 which delivered almost after a year from its release.481

One of the most critical points that Guidance made clear was the hierarchy between the obligation to prevent the availability of specific works and the obligation to ensure lawful uses. Article 17(7) is an “obligation of result”, which is a stronger legal norm than Article 17 (4)’s “obligation of best efforts”; therefore, it is clear that ensuring the availability of legitimate works prevails over the duty of preventing the availability of specific works.482 In line with that, Guidance suggested that the automated blocking should be limited to manifestly infringing uploads, and other uploads should go online. This concept of ‘manifestly infringing’ uploads found support in the AG opinion for the Poland case and CJEU’s decision in the *Poland* case.483

Even though it underlined the importance of the application of Article 17(4) in compliance with the safeguards within Article 17(7) and (9), there is no effective solution for the important problems caused by “the inherent limitations of the use of content recognition tools, in particular their inability to identify the application of exceptions and limitations to copyright.”484 However, a point that the Commission clarified was the validity of word-to-word implementations. Commission underlined that this type of literal implementation is insufficient as they lack definite and concrete safeguards against automated blocking of legitimate uses.485 While its impact on national implementations cannot be ignored, it is important to note that Guidance is a non-binding document which includes recommendations for the Member States.486 However, the same does not apply to the CJEU’s decision in *Poland v European Parliament*.
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In its action brought in 2019, Poland Government argued that the obligations in Article 17(4)(b) and the second part of paragraph (c) requires platforms to perform *ex-ante* review and filtering that would disproportionately affect freedom of expression and information enshrined in Article 11 of the Charter of Fundamental Rights, and therefore, should be annulled.\footnote{Poland v European Parliament (n 79).} While acknowledging the interference of Article 17(4), CJEU stated that the safeguards, Article 17 (5)-(10), prevent Article 17(4) from imposing a disproportionate restriction on the right to freedom of expression and information of users of OCSSPs.\footnote{ibid. paras 84-97.} In line with Guidance, it also confirmed the hierarchy between Article 17(7) and Article 17(4), clarifying that the obligation of result in Article 17(7) has greater importance than the obligation of ‘best efforts.’\footnote{ibid. para 78.} Moreover, CJEU hinted at the acknowledgement of the classification of “manifestly infringing” content in AG’s opinion\footnote{Poland v European Parliament, AG Opinion (n 272), paras 198, 201.} and the Guidance\footnote{Guidance (n 289), p.20.} by stating Article 17 does not oblige platforms to block uploads in cases where a detecting the unlawfulness of the content “would require an independent assessment.”\footnote{Poland v European Parliament (n 79), para 90.}

CJEU underlined the importance of limiting the filtering that OCSSPs operate and limits the suitable tools to implement to comply with Article 17 to those that do not filter and block lawful content when uploading in line with Article 17(7).\footnote{ibid. para 85.} While within the decision, there is no specification in terms of limits to content; however, AG opinion provides detailed guidance regarding the limitation of filtering and states that the rights of users under Article 17(7) of the Directive, which provides protection for the legitimate uses such as exceptions and limitations, must be taken into account *ex-ante*, and not only *ex-post* and therefore all transformative uses of works should be excluded from the automatic preventive blocking to limit the instances of over-blocking.\footnote{Poland v European Parliament, AG Opinion (n 272), para 206.} However, to what extent this part of the decision would help Member States with the national implementations or OCSSPs regarding the choice of measures to satisfy both Article 17(4)(b)-(c) and Article 17(7) remains unanswered.

For the implementation, Court stated that “EU measure must be interpreted, as far as possible, in such a way as not to affect its validity and in conformity with primary law as a
whole and, in particular, with the provisions of the Charter.” Some academics argued that this supports the argument suggesting that the implementation should go beyond just being consistent with the wording and confirming the necessity of ex-ante safeguards in order to strike a fair balance between competing fundamental rights.

Thus, Guidance, AG opinion and the CJEU decision underlined the importance of safeguards and clarified that the careful application of these is the key to the fundamental right-compliant implementation of Article 17, which also ensures the validity of Article. It has been established that an EU measure must be interpreted in a way that does not interfere with the Charter and primary law as a whole. Therefore, Article 17(4) needs to be implemented in a way that respects Article 17(5), (6), (7), (8) and (9) to ensure the fair balance between the rights and interests of authors and other rightholders, on the one hand, and of users on the other.

To protect the fundamental rights from the upload filters’ negative impact, a focus on the safeguards is a must for the implementation. As pointed out by many academics, these safeguards should include measures that would minimise the risk of over-blocking and false positives in addition to the effective complaint and redress mechanisms. Most researchers agree that since safeguards of ex-post nature are not able to ensure the respect of user rights, to ensure the application of Article 17(4)’s obligations in line with the Charter, especially, Article 11, national transpositions need to implement ex-ante safeguards. Thus, this study, in line with established case law and the considerable amount of research in the literature,
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proposes a filtering system that triggers the automated blocking only in the cases of manifestly infringing uploads and provides pre-flagging to ensure users have ex-ante tools for copyright exceptions and limitations.

The available national implementations vary regarding the approach they follow for the implementation of Article 17; while some followed a strict word-to-word implementation, some, by considering the efficient implementation of safeguards to ensure compliance with fundamental rights, went the extra mile and introduced a detailed implementation and the rest fell between these two approaches. These Member States are grouped into three tiers by Quintais.501 Germany and Sweden, with their above-the-average detailed implementation which focuses on user rights, constitute group one. For instance, German implementation introduces a pre-flagging mechanism prior to the upload that enables users to benefit from copyright exceptions and limitations efficiently.502 The second group, which includes Estonia, France and The Netherlands, follows an implementation model that is less detailed than the first group. Some of the details these countries provided are the specification of “large amount” and broader transparency obligations in French implementation.503 Lastly, the verbatim group, consisting of Denmark, Hungary, Ireland and Italy, follows a restrictive approach to the implementation of Article 17’s new regime by implementing the Article word by word.

However, it is important to note that most of the Member States did not have the chance to benefit from critical material such as Commission’s Guidance, AG Opinion and the decision in the Poland case as these were delivered too close to or after the implementation deadline. Therefore, a consideration in light of the information and clarification delivered with Guidance, AG Opinion and Poland ruling, which can lead to a compulsory update for the national implementations in line with the Poland decision, is a must. Thus, this study aims to provide a guide for the national implementations which require updating in addition to the upcoming national implementations with its recommendations, including procedural

501 João Pedro Quintais and others (n 325). 182.
502 Act on the Copyright Liability of Online Content Sharing Service Providers (Urheberrechts-Diensteanbieter-Gesetz – UrhDaG) <https://www.gesetze-im-internet.de/englisch_urhdag/englisch_urhdag.html> (hereinafter ‘UrhDaG’). A detailed examination of German implementation can be found in Appendix A
503 Art. L. 137-2. 1 Code de la propriété intellectuelle (IPC). A detailed examination of French implementation can be found in Appendix A.
safeguards that it appraises, to ensure Article 17 compatibility with Articles 7, 8, 11, 16 and 47 Charter, as well as Articles 6, 8 and 10 ECHR.

2.5 Digital Services Act and CDSMD

As an important related regulatory action, in December 2020 Commission proposed the Digital Services Act package, which includes a Regulation on a Single Market For Digital Services (Digital Services Act) and agreement on this proposal was reached on 23 April 2022. On 4 October 2022, the Council adopted the DSA, and the Act was published in the Official Journal on 27 October 2022. DSA amends a key directive for the online platforms as intermediaries, the E-Commerce Directive, and building on the key principles set out in the ECD, it aims

“(i) maintaining a safe online environment, (ii) improving conditions for innovative cross-border digital services, (iii) empowering users and protecting their fundamental rights online, and (iv) establishing an effective supervision of digital services and cooperation between authorities.”

As an important difference, DSA applies to ‘online search engines’ in addition to the ‘mere conduit’, ‘caching’ and ‘hosting’ services which constitute a more extended application scope than E-Commerce Directive. It maintains the liability rules for providers of intermediary services set out in the ECD, yet it introduces strong obligations regarding fundamental rights and transparency. The new hosting exemption can be found in Article 6, which restates Article 14 of ECD hosting safe harbour. However, it further specifies the cases where this exemption shall not be applied. According to the Article 6(2) and (3), where the recipient of the service is acting under the authority or the control of the provider and to the liability
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under consumer protection law of online platforms that allow consumers to conclude distance contracts with traders, this exemption from liability will not be applied.

Similarly, Article 8 maintains the general monitoring ban of Article 15 of ECD by laying down a prohibition of general monitoring or active fact-finding, and regarding the specific monitoring, DSA Recital 30 repeats Recital 47 of ECD by stating that while providers of intermediary services should not be subject to a monitoring obligation with respect to obligations of a general nature, this does not concern monitoring obligations in a specific case and, in particular, does not affect orders by national authorities in accordance with national legislation. As can be seen, safe harbours and general monitoring ban are preserved as a restatement within the DSA, ensuring the applicability of relevant case law on ECD to the DSA safe harbours and general monitoring ban.

Notably, for the CDSMD discussion, DSA introduces procedural obligations for online platforms to tackle illegal activities, which include copyright infringement. Chapter III of the 5-chapter Act sets out the due diligence obligations for intermediary services and more specified different obligations for hosting services, online platforms and very large online platforms to ensure a transparent and safe online environment. Section 1 includes the obligation to establish a single point of contact to facilitate direct communication with Member States’ authorities, the Commission and the Board (Articles 11, 12, 13). Moreover, all providers of intermediary services must set out in their terms and conditions any restrictions that they may impose on the use of their services and act responsibly in applying and enforcing those restrictions (Article 14). Lastly, this section with Article 15 introduces transparency reporting obligations in relation to the removal and the disabling of information considered to be illegal content or contrary to the provider’s terms and conditions in Article 13, which is likely to be applicable to operations under Article 17(4) of CDSMD.

Section 2 lays down obligations applicable to providers of hosting services. In particular, it obliges hosting services to place mechanisms to allow third parties to notify the presence of allegedly illegal content (Article 16). According to this “notice and action” mechanism, if such a provider decides to remove or disable access to specific information provided by a recipient of the service, it imposes the obligation to provide that recipient with a statement of reasons (Article 17) in contrast to the less detailed and fragile obligation of providing “relevant and necessary information” of Article 17(4)(b) of CDSMD.
Section 3 lays down the additional obligations for online platforms by excluding micro or small companies (Article 19). Article 20 introduces an obligation to provide an internal complaint-handling system in respect of decisions taken in relation to allegedly illegal content or information incompatible with their terms and conditions and also obliges online platforms to engage with certified out-of-court dispute settlement bodies to resolve any dispute with users of their services similar to Article 17(9) of CDSMD (Article 21). This section explains one of the most distinguishable concepts of the DSA, trusted flaggers as a status that can be awarded by the Digital Services Coordinator in Article 22 and further clarifies that their notices enjoy priority when using the notice and action mechanism. The application of this priority to the notifications by the trusted flaggers in the context of Article 17(4) of CDSMD is arguable. Then, DSA sets out the measures online platforms are to adopt against misuse of this status (Article 23). This sanction has the potential of being applied in the context of Article 17 for the misuse of the notice and takedown mechanisms by rightholders and the complaint and redress mechanisms by users.507

Lastly, it includes reporting and transparency duties for online platforms; according to Article 24, these platforms are obliged to publish reports on their activities relating to the removal and disabling of information considered to be illegal content or contrary to their terms and conditions. These reports would include the removal of copyright-infringing content and depending on how the data is presented by the platform, it might help shed light on the operation of the upload filters which have been implemented by OCSSPs to comply with Article 17(4) of CDSMD.

Article 25 lays down rules regarding the online interface design and organisation, obliging them not to design interfaces that would manipulate users or impact their decisions, such as pop-ups which interfere with user experience or making terminating a service more difficult than subscribing to it. This might find an application to Article 17 CDSMD’s upload filters and complaint and redress mechanisms’ design by obliging them to be more user-friendly. Article 26 regulates advertising on online platforms and requires platforms to ensure the recipients of the service are able to identify certain elements, such as the fact that the information is an advertisement and the person on whose behalf the advertisement is presented. Article 27 introduces another important rule for the users and their experience,

which requires transparency regarding the recommender systems of the platforms. According to the Article, platforms should disclose the main parameters used in their recommender systems and, at the very least, the criteria that are most significant in determining the recommendations and the related reasons for those parameters, which can constitute a model for the transparency rules for upload filters.

Section 5 lays down additional obligations for very large online platforms to manage systemic risks and further transparency duties, which are identified as online platforms and online search engines which have a number of average monthly active recipients of the service in the Union equal to or higher than 45 million in Article 33. This section also has the potential to complement the safeguards that need to be placed for the fundamental right-compliant implementation of Article 17 of CDSMD, as it requires them to conduct risk assessments on the systemic risks brought about by or relating to the functioning and use of their services (Article 34) and to take reasonable and effective measures aimed at mitigating those risks (Article 35). These, in practice, would require them to place effective procedural measures to limit false positives generated by automated content recognition and management tools. This result is obliged by the safeguard in Article 17(7) of CDSMD regarding automated operations of OCSSPs to filter the copyright-infringing content, but DSA introduces wider and more demanding obligations regarding the functioning and use of services for very large online platforms (VLOPs).

Also, further transparency can be achieved regarding recommender systems and online advertising for these platforms with Articles 38 and 39, which brings additional duties in addition to the duties in Articles 27 and 28 for VLOPs. Another provision that would help clarify the operation of content moderation within these large platforms is Article 40, which paves the way for vetted researchers to access data from VLOPs, which could ease the challenges of researching automated content recognition systems. Lastly, by requiring reports to be published every six months, which should be publicly available, DSA aims to achieve an optimal level of transparency regarding the operations of these platforms.

To ensure the effective application of these additional obligations for VLOPs, Chapter IV, while regulating the overall implementation and enforcement, in its section 4, introduces additional enforcement rules and means to ensure the compliance of these platforms and search engines. As an important power which could serve to ensure transparency for the users in the context of Article 17(4), Commission can order VLOPs to provide access to, and
explanations relating to, its databases and algorithms to monitor the effective implementation and compliance with DSA.\textsuperscript{508} Considering the fact that DSA obliges platforms to respect users’ fundamental rights, for instance, requiring them to act in a diligent, objective and proportionate manner in applying and enforcing the restrictions (Article 14), there is a potential for VLOPs to be monitored for their compliance with Charter. Lastly, the teeth of the regulation can be found at the end of Section 4 of Chapter IV. According to Article 74, where a VLOP infringes the relevant provisions, it fails to comply with a decision ordering interim measures or a commitment made binding by a decision, intentionally or negligently, Commission may impose fines. These might provide a model for Member States for the non-compliance of OCSSPs regarding Article 17, including its safeguards.

Thus, the main areas that the CDSMD and DSA intersect are platform liability, notice and takedown and stay down (notice and action in DSA), in-platform appeal and out-of-court dispute solutions, trusted flaggers and transparency rules. Therefore, it is important to consider relevant sections of DSA while applying CDSMD since there is an intersection between these two pieces of legislation regarding online copyright enforcement. DSA complements existing sector-specific legislation, which applies as \textit{lex specialis} and underlines that it is without prejudice to the rules laid down by Union law on copyright and related rights.\textsuperscript{509} However, DSA underlines the possibility of application of the Act in respect of issues that are not or are not fully addressed by those other acts or where Member States have the margin of discretion.\textsuperscript{510} This intersection may bring forth the issue of being obliged to follow different rules, one being more specific than the other, regarding the same concepts or mechanisms that are applicable to OCSSPs, which fall into the scope of very large online platforms (VLOPs).\textsuperscript{511}

For instance, this issue can arise from the notice and takedown of CDSMD and the notice and action of DSA, which both require a notification to trigger the liability, while the latter contains more specific rules surrounding the notification.\textsuperscript{512} Rosati argues that the \textit{lex specialis} will need to be supplemented by the \textit{lex generalis} where notice and takedown and
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notice and action intersect; however, when it comes to notice and stay down, which is unique to CDSMD, the *lex specialis* character of Article 17 means that the *lex generalis* will not find application.\(^{513}\) Similarly, very large online platforms of DSA are under the obligation of detailed transparency provisions in Articles 29-33, which would apply with respect to copyright content moderation of OCSSPs. This might oblige these platforms to provide detailed information regarding the legitimate uses of content on the platform under DSA by filling the gap of CDSMD, which requires information only on the functioning of upload filters and the use of content covered by the licensing agreements with Article 17(8).\(^{514}\)

Moreover, DSA includes a wide selection of actions under “content moderation” obligations that require adopting automated tools similar to Article 17(4) CDSM.\(^ {515}\) As underlined by CJEU, the fundamental right-compliant use of automated tools requires their impact on fundamental rights to be strictly limited.\(^ {516}\) However, it has been argued that DSA fails to provide limits to these acts that require the operation of automated tools, which increases the risk of impacting users’ fundamental rights.\(^ {517}\) Therefore, one can say that the limits provided by Article 17, the safeguards in Article 17(5)-(10), might provide these limits where applicable, which makes the efficient implementation of safeguards even more important.

Thus, even though it is clear that Article 17 of CDSMD is *lex specialis* to the DSA as CDSMD regulates a more specialised area, copyright infringements, one should keep in mind that certain Articles of the DSA would come into play and influence how the CDSMD, especially Article 17, is interpreted and applied.\(^ {518}\) Rosati suggests that to answer the questions of when, to whom and how to apply the regime of Article 17 of CDSMD, DSA rules will be of great relevance.\(^ {519}\) Quintais and Schwemer argue that as the DSA regulates matters that are not covered or given a margin of discretion to the Member States by Article 17, it will be applicable to the OCSSPs of CDSMD.\(^ {520}\) Thus, the intersections between two regulations will affect the practical applications of Article 17 of CDSMD as, in some cases, DSA rules can be applied to decide whether Article 17 is applicable, to shape the content of
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its obligations or the application of the *lex specialis* regime rather than the *lex generalis* one.\(^{521}\)

### 2.6 Conclusion

This chapter examined the pre-CDSMD regime for hosting platforms and their liability for their users’ copyright infringement by explaining main concepts, the liability exemptions for these platforms when their users perform acts of communication to the public, and intermediary injunctions as commonly used enforcement practices. Also, it stressed the importance of balancing fundamental rights while introducing copyright enforcement obligations for platforms, taking injunctions as the sample. While providing this examination, pointed out the parts that this old regime fell short which created the need for reform regarding the copyright rules on the internet to keep up with ever-changing platforms and the content that they host. Then it summarised the legislative history of the CDSMD with a focus on Article 17 by underlining the issue of the impact of this article on different fundamental rights. This chapter also examined the importance of balancing fundamental rights in EU law and the notion of fair balance and proportionality to stress the need for an evaluation of the compatibility of Article 17.

Article mandates the Member States to provide that online content-sharing service providers make 'best efforts' to obtain licences, ensure the unavailability of copyright-protected works\(^ {522}\) and prevent future copyright infringements to avoid liability.\(^ {523}\) Article 17 *de facto* concludes in a broad filtering obligation that interferes with different fundamental rights of users’ such as freedom of expression (Article 11), data protection and privacy (Articles 8 and 7, respectively), freedom to conduct a business (Article 16) and the right to a fair trial (Article 47). As Article 17 constitutes a limitation on the exercise of the aforementioned fundamental rights, to be fundamental rights compatible, it must meet the criteria in the Charter and ECHR.\(^ {524}\) Specific attention should be paid to proportionality which covers necessity and appropriateness. In fundamental right-compatible legislation, the observance of the criterion
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of proportionality is a must, as it provides for a fair balancing of the competing fundamental rights and interests while ensuring that the essence of the affected fundamental right is respected.\textsuperscript{525} Moreover, the importance of proportionality underlined by the CJEU in \textit{Poland} exclusively for Article 17, where the compatibility of the Article with the Charter is tied to the appropriate safeguards that respect the fundamental rights and fair balance which should be provided by the national implementations.\textsuperscript{526} Due to its particular importance for the fundamental rights compliance of the Article, this study pays special attention to proportionality assessment.

Thus, this study will focus on Article 17 and its impact on different fundamental rights of each side of copyright enforcement, namely, users, rightholders and platforms. There is still a gap regarding the ideal implementation of Article 17, which respects fundamental rights and strikes a fair balance between competing rights and interests with efficient safeguards that it puts forward. Also, a timeless guideline that offers recommendations and solutions for essential problems regarding the enforcement of rights on online platforms is still a crucial need for a fundamental-rights-compatible implementation of the regulations, including the Digital Services Act.

Therefore, to fill the gap in the literature regarding recommendations for fundamental right-compatible implementation of Article 17, this study identifies the Article’s obligations’ interference with the aforementioned fundamental rights of users and OCSSPs and then proposes remedies that include safeguards to ensure these interferences are limited in terms of the scope and nature, so they are proportionate with respect to the aims pursued which is the protection of copyright as a property right, therefore, compatible with Charter and ECHR.\textsuperscript{527}

Thus, the purpose of this study is two-fold: firstly, to critically assess to what extent would Article 17 of the CDSMD be compatible with users’ right to privacy, data protection, freedom of information and an effective remedy and a fair trial under the Charter and the ECHR; as well as OCSSPs’ freedom to conduct a business under Article 16 of the Charter. Secondly, if
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Article 17 were to violate the Charter and Convention, to suggest and appraise a number of procedural safeguards and possible amendments to ensure Article 17 compatibility with Articles 7, 8, 11, 16 and 47 Charter, as well as Articles 6, 8 and 10 ECHR to fill the gap in the literature regarding recommendations for fundamental right-compatible implementation of the Article.

Chapter 3: Impact of Article 17 CDSMD on Internet Users’ Fundamental Rights

3.1 Introduction

Article 17 includes content moderation obligations for OCSSPs to prevent current and future copyright infringements that would largely impact fundamental rights. The employment of automated content recognition systems to meet Article 17’s requirements brings some serious problems regarding compatibility with fundamental rights. A quick estimation of what would happen in practice with the new regime of Article 17 would reveal the dangerous aftermath of the implementation of these obligations. Perhaps, the most affected group in this picture is the users.

Article 17’s licensing and filtering obligations for the OCSSPs would affect the users’ fundamental rights, namely, freedom of expression and right to information, right to privacy and protection of personal data, user’s right to an effective remedy and a fair trial. On top of that, in cases where they are deprived of their revenue as a result of wrongful identification, their protection of intellectual property will also be affected. If licencing agreements are not concluded, platforms must ensure the unavailability of specific works and other subject matter and prevention of future infringing uploads according to Article 17(4)(b) and (c). Compliance with these sections requires platforms to filter all types of content proactively, which is only possible by using technical measures. The agreement in the literature regarding the requirement to use automated tools is also confirmed by Commission’s Guidance528 and, most importantly, by the CJEU.529 Considering the challenges with licencing agreements and

528 Guidance (n 289).
529 Poland v European Parliament (n 79), para 73.
the established self-regulation practices of platforms prior to the Directive, OCSSPs will prefer implementing automated content recognition systems to avoid liability.

While the Directive gives platforms enough motivation to perform over-enforcement, the sufficiency of safeguards within the Directive to ensure users’ fundamental rights is questionable.\textsuperscript{530} The combination of insufficient safeguards with the obligations to implement technologies that undermine different fundamental rights within the Article brought many problems to the table and intensified the discussions regarding the filtering obligations’ possible effects on users’ fundamental rights, especially on freedom of expression and information. Any disproportionate enforcement action arising from these obligations can negatively affect the rights and freedoms protected by the Charter.\textsuperscript{531} The combination of heavy obligations for enforcement without robust safeguards for user rights upsets the delicate balance between IP protection and users’ fundamental rights by disproportionately interfering with the users’ rights and freedoms and thus bringing the risk of incompatibility of Article 17 with the Charter.

Both the CJEU\textsuperscript{532} and the ECtHR\textsuperscript{533} have repeatedly underlined that the fundamental rights of users cannot be ignored.\textsuperscript{534} The requirement of the protection of intellectual property to not hamper freedom of expression, the free movement of information, or the protection of personal data on the Internet has been constantly stressed.\textsuperscript{535} Especially big online platforms such as YouTube, where a large number of people using to share their creations online, are recognised as having a special significance as numerous users exercise their rights guaranteed by the Charter, such as freedom of the arts, which is closely linked to freedom of expression, through these platforms.\textsuperscript{536} The insufficient requirements regarding transparency within the Directive, in combination with the extensive content monitoring performed by the OCSSPs,

\textsuperscript{530} Despite CJEU finding Article 17(5)-(10) as safeguards that ensure the fair balancing between freedom of expression and the right to intellectual property, it also acknowledged that this desired result depends on strict implementation of the safeguards. See Poland v European Parliament (n 79).
\textsuperscript{532} GS Media (n 156), para 45; Scarlet Extended (n 16); Netlog (n 16); Poland v European Parliament (n 79).
\textsuperscript{533} Ahmet Yildirim v. Turkey (n 1), para 54; Cengiz and Others v. Turkey (n 1), para 49; Ashby Donald and Others v. France (n 57), para 34.
\textsuperscript{534} Youtube and Cyando, Opinion of Saugmandsgaard Øe (n 77), para 241.
\textsuperscript{535} Recital 2 of Enforcement Directive.
\textsuperscript{536} Ashby Donald and Others v. France (n 57), para. 34; Cengiz and Others v. Turkey (n 1), paras 51-52. See also C-345/17, Sergejs Buivids [2019] EU:C:2019:122, paras 56-57.
harm users’ data protection, and insufficient safeguards and inefficient complaint and redress mechanisms are affecting the users’ right to a fair trial.

Thus, this chapter describes the Article’s obligations’ interference with the users’ fundamental rights and then assesses the compatibility of the Charter with a focus on proportionality. To assess the impact of Article 17 on users’ fundamental rights, it examines the licensing and filtering obligations and provides a detailed account of the adverse outcomes of automated content moderation. It examines the efficiency of the safeguards of the Article to assess its proportionality, thus the compatibility of the obligations that limit freedom of expression, data protection and right to privacy, right to a fair trial of users. It will discuss the implications of the interferences of the Article’s measures with fundamental rights combined with insufficient safeguards. In this way, this chapter aims to explore the main areas on which the recommendations for fundamental right-compliant implementation need to focus.

3.2 Compatibility of Article 17 with Freedom of Expression

OCSSPs enable users to exercise their fundamental rights, especially freedom of expression and association, and that is why it is crucial for measures regarding content moderation to be proportionate and fair balanced. As one of the most affected user rights under Article 17’s regime, the right to freedom of expression and to impart information, enshrined in Article 10 of the Convention and Article 11 of the Charter, protects the core elements of the internet; creativity and diversity. This right includes the right to impart information and ideas without interference by public authority, and the restrictions on this right must be prescribed by law and necessary. It has been confirmed by the ECtHR that Internet publications and online exchange of information and ideas fall within the scope of Article 10, and the ECtHR’s general principles concerning freedom of expression do apply to the internet. The importance of the internet for the practice of freedom of expression was acknowledged by the ECtHR in Times Newspapers Ltd v. the United Kingdom, where the Court stressed the

537 Proportionality constitutes a key consideration for fair balancing of competing fundamental rights of users and rightholders, namely, in one hand, right to property including intellectual property (Article 17(2)) and, on the other, freedom of expression (Article 11), data protection and privacy (Articles 8 and 7 respectively) and the right to a fair trial (Article 47); See Article 52 (1) of the Charter, Article 3 of the Enforcement Directive, Recital 31 of the InfoSoc Directive.

538 K.U. v. Finland, App. no. 2872/02, (ECtHR, 2008), para 49; Ahmet Yildirim v Turkey (n 1), para 48; Delfi AS v. Estonia (n 130), para 131; Ashby Donald and Others v. France (n 57), para 34.
accessibility and capacity of the internet regarding the information that can be stored and communicated, which enhances the access to information and news. As the Internet is the ecosystem of the freedom of expression and the modern means of imparting information, its specific nature has been considered by the Court to provide an accurate interpretation of the Convention in light of present conditions. The CJEU also confirmed that “the sharing of information on the internet via online content-sharing platforms falls within the scope of Article 10 ECHR and Article 11 of the Charter.” The Court observed that under Article 11 of the Charter, everyone has the right to freedom of expression, which includes freedom to hold opinions and to receive and impart information and ideas without interference by public authority and regardless of frontiers.

Moreover, ECtHR case law puts a special emphasis on the publications that deal with topical issues as it acknowledges news as a perishable commodity which could be deprived of its interest and value due to any delay of its publication. Considering the fact that most of the UGC concern topical issues and recent events, requirements for ensuring careful scrutiny and effective judicial review have been placed by ECtHR case law regarding the filtering and blocking of communications on the internet. Thus, in line with case law, UGC, which contains comments on matters of general interest or political issues, namely “citizen journalism”, should enjoy a high level of protection, meaning that restrictions on this content do not enjoy a wide margin of appreciation by the Member State. Likewise, UGC, which can benefit from copyright exceptions, is also covered by the protection of freedom of expression. For instance, ECtHR stresses that the free discussion of issues of public concern,

539 Times Newspapers Ltd v. the United Kingdom App nos. 3002/03 and 23676/03 (ECtHR, 2009) para, 27.
541 Poland v European Parliament (n 79), para 45.
542 Court also clarified the fact that the rights guaranteed in Article 11 thereof have the same meaning and scope as those guaranteed in Article 10 ECHR in accordance with the explanations relating to the Charter of Fundamental Rights (OJ 2007 C 303, p. 17) and Article 52(3) of the Charter. See Poland v Parliament (n 79), para 44.
543 European Court of Human Rights (n 540).
545 Axel Springer AG v. Germany App no. 39954/08 (ECtHR, 7 February 2012), para 90; Morice v. France App no. 29369/10 (ECtHR, 23 April 2015), para 125.
which constitutes an essential component of a democratic society, can be greatly aided by the expressions which benefit from the art of satire.\textsuperscript{546}

At this point, it is important to consider the nature of these interfering measures as according to the European standards, general blocking or filtering measures can be only introduced if the conditions of Article 10 (2) of the Convention are fulfilled and if the filtering is about a specific content that has been decided as illegal by a competent national authority and if it is proportionate and necessary in a democratic society.\textsuperscript{547} One might argue that these rules apply to blocking and filtering by the State. However, although these measures will be implemented by private entities, in practice, Article 17’s regime, which requires nationwide general blocking or filtering measures, can have the same effect as institutional control and censorship, which is a content moderation method practised by authoritarian states.\textsuperscript{548} As stated by AG Saugmandsgaard Øe, the control carried out by a private entity according to the instructions and under the supervision of a public authority can have the same effect as institutional control, therefore blurring the lines between preventive control and institutional censorship.\textsuperscript{549} Moreover, in some cases, Member States accepted as being under positive obligations to protect rights, including taking steps in relation to the actions of OCSSPs.\textsuperscript{550} Thus, as it can be seen from this case-law analysis, regarding the relationship between freedom of expression and intellectual property rights, ECtHR’s stress is on balancing the possibly conflicting interests with particular attention on the necessity and proportionality of the interference with freedom of expression protected by the Convention.\textsuperscript{551}

That is why, although the freedom of expression is not guaranteed in an unlimited manner and should be balanced against the right to intellectual property, which falls under Article 1

\textsuperscript{546} Kuliś and Różycki v. Poland App.no. 27209/03 (ECtHR, 6 October 2009); European Court of Human Rights (n 540).

\textsuperscript{547} Recommendation CM/Rec(2008)6 of the Committee of Ministers to member States on measures to promote the respect for freedom of expression and information with regard to Internet filters; Also see: Declaration of the Committee of Ministers on human rights and the rule of law in the Information Society and Declaration on freedom of communication on the Internet (Declaration of 28 May 2003)


\textsuperscript{549} Mouvement Raëlien Suisse v. Switzerland, App no 16354/06 (ECtHR, 13 July 2012), para 50; López Ostra v. Spain App No. 16798/90 (ECtHR, 9th December 1994), para 51; Manole v Moldova App no 13936/02 (ECtHR, 17 September 2009); Murphy v Ireland App no. 44179/98 (ECtHR, 10 July 2003).

\textsuperscript{550} European Court of Human Rights (n 540) p.40.
of Protocol No. 1 to the Convention and Article 17(2) of the Charter, a fair in the context of copyright enforcement balance should be ensured between freedom of expression and other competing fundamental right or rights.\textsuperscript{552} the restrictions on the freedom of expression must be proportionate and cause the least possible prejudice to the right to avoid causing chilling effects on freedom of expression.\textsuperscript{553} Therefore, the limitations on the online practice of freedom of expression must enjoy the same special attention and strict application. There is not much space for national courts to use their discretion regarding the restraints as the assessment necessity and fair balancing are surrounded by the principles of ECtHR and CJEU. This tight legal framework ( cadre légal particulièrement strict) regarding the freedom of expression has been established within the case law of ECtHR, and it requires ensuring tight control over the scope of bans, most careful scrutiny by the courts and, consequently, the exercise of special restrain.\textsuperscript{554} Most importantly, while introducing any limitation on the right, effective judicial review to prevent any abuse of power must be ensured.\textsuperscript{555} 

Thus, against this background, there is no doubt that freedom of expression plays a crucial role in a democratic society, and many societies hold this right as the core cultural value.\textsuperscript{556} This approach also makes creativity a fundamental matter to the community. Moreover, freedom of expression includes freedom to receive or impart information which is the primary purpose that the internet serves. Because of the importance of the internet regarding communication and the users’ participation in democracy and the expression of ideas and opinions, access to the internet, it has been accepted that freedom of expression includes the right to access the internet.\textsuperscript{557} This right has a cordial relation to copyright exceptions and limitations, which have been accepted as “user rights.”\textsuperscript{558} 

However, the case law also shows that automated systems of OCSSPs may limit users’ access to the internet, erroneously remove or block their lawful communications, and directly impact

\textsuperscript{552} Article 10(2) of the Convention; Article 52 of the Charter.
\textsuperscript{553} Morice v. France (n 521), para 127; Mouvement Raëlien Suisse v. Switzerland, App no 16354/06 (ECtHR, 13 July 2012), para 75.
\textsuperscript{554} Ahmet Yildirim v Turkey, Concurring Opinion Of Judge Pinto De Albuquerque (n 1); TBF v. Belgium, App no. 50084/06, (ECtHR, 2011), para 115; Observer and Guardian v. the United Kingdom, Application No. 13585/88 (ECtHR, 26 November 1991), para 60.
\textsuperscript{555} Ahmet Yildirim v Turkey, Concurring Opinion of Judge Pinto De Albuquerque (n 1); Editorial Board of Pravoye Delo and Shitekel v. Ukraine App no. 33014/05 (ECtHR, 5 May 2011), para 55.
\textsuperscript{556} Handyside v. the United Kingdom, (ECtHR, 7 December 1976), Series A no. 24.
\textsuperscript{557} Council of Europe, Declaration on freedom of communication on the Internet (Adopted by the Committee of Ministers on 28 May 2003 at the 840th meeting of the Ministers' Deputies) available at: <https://rm.coe.int/16805dfbd5>; French Constitutional Council, Decision no 2009-580 DC of 10 June 2009.
\textsuperscript{558} Poland v European Parliament (n 79), paras 87-88.
users’ freedom of expression and receive and impart information.\(^{559}\) Now that under Article 17’s regime, the use of automated tools such as upload filters are inevitable for the OCSSPs, the limitation on the exercise of the right to freedom of expression and information also becomes inevitable.\(^{560}\) The significant collateral effect of the filtering measures on freedom of expression must be considered when employing such technologies to comply with Article 17(4)’s obligations.\(^{561}\) Not just automated content recognition systems, Article 17’s licensing obligations, too, can potentially have an adverse impact on users’ freedom of expression.

### 3.2.1 Compatibility of Article's Licensing Obligations with Freedom of Expression

According to the Article, for the OCSSPs to avoid liability that may cause by their users’ acts of communication to the public, they need to obtain authorisation for all the content that their users may upload. However, the only example within the Directive regarding obtaining authorisation is direct licensing from the copyright holder. While the motive behind this is the primary goal of this Directive to promote licensing, there are many problems and impracticalities with this system, too, especially the significant negative impact on the users’ freedom of expression.\(^{562}\)

Over the years, both the number of internet users and the ways of using the internet increased. The content traffic on the internet is now extremely heavy; most of this traffic comes from the OCSSPs, especially on the platforms which host user-generated content.\(^{563}\) In a minute, hundreds of thousands of hours of content are being created and consumed. Every minute, users upload 500 hours of video on YouTube, post 350 million tweets on Twitter, and upload over 70,000 million photos to Instagram.\(^{564}\) While the content on the internet, especially user-generated content, includes countless copyright-protected works, Article 17 requires

---


\(^{560}\) Poland v European Parliament (n 79), para 58.

\(^{561}\) Poland v European Parliament, Opinion of Advocate General Saugmandsgaard Øe (n 272), paras 191-193.

\(^{562}\) Challenges that impact other fundamental rights examined in Chapter 3 and Chapter 4.


platforms to obtain licenses that would cover all third-party material uploaded by the users on their platforms.\textsuperscript{565} Regarding the extent of the required licensing agreements, Article 17(2) states that licenses taken accordingly to the Directive shall only cover private acts of a user of the OCSSPs where their activity does not generate significant revenues. This leaves the user protection entirely depending on the extent of the licensing agreement in situations where obtaining authorisation is troublesome, and the way for that is unclear.\textsuperscript{566} Also, in this picture, the future of the semi-professional or professional platform creators is unknown since the required licences will not cover their activities, and the Directive does not mention how they negotiate their licences.

However, in practice, the possibility of covering all private acts by users with licenses would be quite low, and even where licences are obtained, fragmented licensing arrangements would affect users’ freedom of expression. The backbone of these platforms, user-generated content, uses copyright-protected material. Users express themselves by using works from a very wide-ranging collection, adding their creative efforts to have multimedia productions distributed online through different platforms. While this exercise of the right to freedom of expression and impart information is the main function of these platforms, as previously discussed, the availability of all-embracing umbrella licenses that would cover all UGC within the EU is not likely.\textsuperscript{567} This is caused by various reasons, such as the unwillingness of the rightholders to licence their works, problems with collective management and fragmentations within the collecting society landscape in the EU.\textsuperscript{568} Thus, the possible scenario is the platforms with limited licenses to offer their users only a limited selection of widely available works. Consequently, the creations of users would be limited to the available works that rightholders agreed to give authorisation. Unsurprisingly, these works would be very limited, considering that many of the rightholders already stated that they are not interested in widely licensing their works to the OCSSPs.\textsuperscript{569} It is hard to imagine for

\textsuperscript{565} Article 17(1) and (4)(a).
\textsuperscript{566} Matthias Leistner (n 333).
\textsuperscript{567} Examined in Chapter 2; Jütte (n 335), 22.; Christina Angelopoulos and João Pedro Quintais, ‘Fixing Copyright Reform: A Better Solution to Online Infringement’ (2019) 10 JIPITEC 147 <https://www.jipitec.eu/issues/jipitec-10-2-2019/4913>. 149; Martin Senftleben (n 292); Giancarlo Frosio (n 207).
\textsuperscript{568} Senftleben (n 292), 3–4.
rightholders to grant licenses for all kinds of user-generated content; for instance, there would not be many copyright holders who would want to grant licences for content that is newly released or would include users’ criticism.570

This limitation on the variety of the works would affect the diversity of the content, ideas, and culture and turn platforms into dull places with similar content that includes the same licensed works. Small artists and creators who want to promote their work via user-generated content would have a hard time as the platforms tend to get licences from the big and well-established record and production companies. Even in the cases that this availability is ensured by a copyright collecting society, most of these societies focus on a certain type of copyright, in most cases music, which is often limited to the country or region that they operate. For content other than music, such as videos, photos, texts, and video games, which constitute the majority of content online, there are no central licensing bodies, making it impossible for platforms to obtain all the necessary rights.571 Also, there are not many platforms that can obtain and afford these all-embracing licensing deals; thus, in practice, it is more likely for the majority of the platforms to focus on the works that are being communicated on their platform the most, which would jeopardise the diversity of the internet.

With a limited selection of works they can communicate and platforms they can use, users would have their rights to freedom of expression and impart information restricted disproportionately. Also, EU citizens will no longer be able to take an active part in the creation of online content since they will not be able to enjoy the freedom of uploading their works which includes all kinds of pre-existing material such as criticisms, parodies, and remixes.572 As a result of platforms focusing on mainstream works, the possibility of EU citizens to express themselves to a wider audience and learn about the views and expressions of users with diverse social, cultural and ethnic backgrounds will be reduced.573 Predictably,

570 Senftleben (n 292) 4.
in this environment, the minority culture, marginal views, and amateur works will be
excluded, perhaps censored, and in time, will be extinguished online.\textsuperscript{574} This will also result
in a global monoculture on the internet and even impact users’ motives to create, as most of
the UGC is based on existing works.\textsuperscript{575}

Therefore, the licensing obligation of the Article brings a limitation for the rightsholders on
the platforms that can host their works, for users on the platforms in which they can legally
communicate works and lastly, for the platforms regarding the works that can offer to their
users. Moreover, under the new regime, old problems will remain. For example, the gaps in
ownership data constitute a long-existing issue, especially within the music industry; licences
are often issued without complete and accurate lists of the rights and works.\textsuperscript{576} In addition to
the unsolved problems of the past, there will be additional new problems as the licensing
obligation of Article 17 creates a situation where the users’ protection of freedom of
expression and imparting information depends on the extent of the licensing deals as well as
the ability of the platforms to obtain extensive authorisation.

Any restriction or loss on the users’ right to freedom of expression and impart information
would affect the diverse culture of the internet as well as the creativity and innovation online.
This puts the decentralisation that the internet introduced regarding copyright, which
empowered creativity and diversity, at risk and affects the exercise of freedom of
expression.\textsuperscript{577} Considering the wide protection that freedom of expression enjoys, justifying
this interference in the light of the conditions set out in Article 52(1) of the Charter as this
practice would be challenging as meeting the objectives of general interest and
proportionality of the obligation would be challenging.\textsuperscript{578}

\textsuperscript{574} Senftleben (n 292) 5.
\textsuperscript{575} Fiona Macmillan, ‘Cultural Diversity, Copyright, and International Trade’ in Victor Ginsburgh and CD
Throsby (eds), Handbook of the economics of art and culture (1st ed, Elsevier North-Holland 2014)
\textsuperscript{576} https://eprints.bbk.ac.uk/id/eprint/8992/1/8992.pdf. Ragnhild Brovig-Hanssen and Ellis Jones, ‘Remix’s
Retreat? Content Moderation, Copyright Law and Mashup Music’ [2021] New Media & Society
146144482110260.
\textsuperscript{577} Digital, Culture, Media and Sport Committee, ‘Written Evidence Submitted by YouTube’
\textsuperscript{578} Digital Rights Ireland (n 88), para 37; Tele2 (n 88), para, 100.

\textsuperscript{578} Digital Rights Ireland (n 88), para 37; Tele2 (n 88), para, 100.
Thus, the limited selection works for users to communicate caused by challenges with obtaining the required licensing deals limits the exercise of freedom of expression and information. At some points, this interference with freedom of expression of the licencing measure under Article 17 for the protection of copyright might be disproportionate. While licences bring these challenges, the only other option under the Article for platforms to avoid liability is filtering, which would have an even more significant negative impact on their right to freedom of expression and information.

### 3.2.2 Compatibility of Article 17(4)’s Filtering Obligations with Freedom of Expression

Article 17(4) introduces a “block-first-ask-questions-later (or never)” regime, which poses significant dangers to the protection of users’ fundamental rights with its preventive enforcement obligations. As acknowledged by CJEU, this liability regime implies a restriction on the users’ ability to exercise their right to freedom of expression and information. Therefore, the enforcement obligations under Article 17(4)(b) and (c) can result in an unbalanced practice as the measures that OCSSPs need to employ are known for their interferences with freedom of expression and information. That is why Articles 17(5)-(10) are placed as safeguards by the lawmaker to ensure that the principle of proportionality and the essence of freedom of expression are respected in line with Article 52(1) of the Charter. Article 17(7) requires ensuring protection for legitimate content, including the content that benefits from mandatory E&Ls, and Article 17(9) also requires the adopted measures for copyright protection to not affect legitimate uses and placing effective and expeditious complaint and redress mechanisms for the erroneous blockings and removals of legitimate content. These safeguards are essential to achieve a fair balance between the right to intellectual property and the right to freedom of expression, information and arts under the Charter. Moreover, it has been acknowledged that the failure to implement Article’s safeguards efficiently would bring the failure to satisfy best efforts standards. However,

---

579 The term “block-first-ask-questions-later (or never)” inspired by Kris Erickson, ‘The European Copyright Directive: License First, Ask Questions Later | Media@LSE’ [https://blogs.lse.ac.uk/medialse/2019/04/02/the-european-copyright-directive-license-first-ask-questions-later/] accessed 30 September 2021.
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ensuring the effectiveness of these safeguards regarding providing sufficient guarantees to effectively limit the interference of upload filters on freedom of expression is very challenging.

The required content control is only possible with automated moderation, and this preventive filtering and blocking of the works required by Article 17(4) take place automatically without any human intervention, such as moderators undertaking the human review in practice as the only human within the process is the initial programmer of the software. The earliest human inclusion occurs ex-post, after the automated decision and action of filter take place, regarding the decisions to disable access to or remove uploaded content. Thus, where these automatic tools are employed by the platforms, all uploaded content by the users is automatically directed to the content recognition software, which filters the content according to its algorithm, which is subject to a variety of problems that cause erroneous decision-making that interferes with freedom of expression. Therefore, this proactive copyright enforcement via upload filters can clash with the important safeguards of the Article and pose significant risks to the protection of users’ rights, especially their freedom of expression.

Considering the increasing significance of online platforms for users to practice their freedom of expression and information, as these are the places where the public forms their opinion regarding current affairs, the impact of preventive filtering on users’ freedom of expression should be examined in detail to assess the compatibility of the filtering obligations with the Charter.

3.2.2.1 The Interferences of Upload Filters with Freedom of Expression

As suggested by the Commission and confirmed by CJEU in the Poland case, Article 17(7), the obligation of result, which ensures the availability of legitimate uses, has greater importance than the obligation of ‘best efforts’ in Article 17(4) which requires ensuring the unavailability of infringing works. The significance of the compliant application of Article 17(4)’s filtering obligations with Article 17(7) was underlined by AG Saugmandsgaard Øe as well by stating that despite the technology used by the platforms, the assessment of whether a

584 Examined in detailed in Chapter 2.
585 Scarlet Extended (n 16); Netlog (n 16); Poland v European Parliament (n 79).
586 Poland v European Parliament (n 79), para 78; Poland v European Parliament, AG Opinion (n 272), para 165; Guidance (n 289), p.2-3.
service provider has made its ‘best efforts’ under Article 17(4)(b) and the second part of (c) will be evaluated according to the level of respect for the legitimate uses.\(^{587}\) Moreover, the Court stated that automated systems that to be implemented to satisfy the best effort standards must comply with the requirements of Article 17, which includes safeguards for freedom of expression and the fair balance between this right and the right to intellectual property; thus, must not filter and block lawful content when uploading.\(^{588}\)

However, as discussed previously, upload filters perform automatic decision-making regarding the uses of the copyrighted work within the uploaded content, and for that reason, these filters, notwithstanding the method they use, suffer from erroneous decision-making, which causes over-blocking of legitimate content.\(^{589}\) They often block and remove legitimate content, such as uploads that include works that fall within the public domain\(^ {590}\), works posted online free of charge by the concerned authors, and works that benefit from statutory exceptions to copyright.\(^ {591}\) This incorrect blocking or removal of lawful content is called false positives, and they severely affect the freedom of expression and information of both speakers and the recipients of the information.\(^ {592}\) Therefore, the Charter’s freedom of expression and information which incorporates the freedom of artistic expression is affected by erroneous copyright enforcement decisions of these filters.\(^ {593}\) This tendency of filters to result in false positives and perform over-enforcement is explained by several underlying reasons: the design of the filters, including the poor data quality in their fingerprint databases, open-to-abuse nature, including the transparency problems and lastly, their context-blindless.\(^ {594}\)

Firstly, all content recognition technologies, including AI-assisted technologies, have their own characteristic shortcomings and limitations that affect their accuracy and effectiveness.

\(^{587}\) Guidance (n 289); \textit{Poland v European Parliament}, AG Opinion (n 272), para 207.


\(^{589}\) David Abecassis and Alexander Gann (n 293); Policy Department for Citizens’ Rights and Constitutional Affairs and Directorate-General for Internal Policies (n 59); Jennifer M Urban, Joe Karaganis and Brianna Schofield, (n 14); Jennifer Urban, Joe Karaganis and Brianna L Schofield (n 422); Kristofer Erickson and Martin Kretschmer (n 61).
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\(^{593}\) \textit{Poland v European Parliament}, AG Opinion (n 272), para 187.
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Also, as the main aim of upload filters is to increase the rightholders’ control over works that are shared online by third parties and protect copyright, they often upset the balance between freedom of expression and information of the users and the IP protection of rightholders by exceeding what is necessary and prescribed under the regulatory framework.\textsuperscript{595} As a related problem, the success of these filters depends on the reference databases with no standards regarding the ownership of works and interoperability. Thus, the CDSMD regime, especially its reliance on the industry, would only worsen the impact on users as adopting filtering tools that lead to excessive content blocking appears to be the safe option for platforms that seek to avoid liability.\textsuperscript{596} Article 17, by referring to “high industry standards of professional diligence”,\textsuperscript{597} relies on industry cooperation to prevent excessive blocking and removal, which is concerning taking into consideration that the common practice on platforms shows that platforms prefer over-blocking and rightholders prefer over-claiming.\textsuperscript{598} In a situation where the platforms feel the pressure of the “regulatory environment that incentivises over-moderation”,\textsuperscript{599} these mechanisms go further and often adopt a conscious policy of “prophylactic self-censorship” that blocks any content that could bring liability on the OCSSPs.\textsuperscript{600} While every prospect of liability can cause chilling effects on the freedom of expression, this safe play by OCSSPs would lead to severe censorship and harm the freedom of expression and free internet adversely. Thus, this practice results in over-blocking and over-claiming enabled by these tools, which directly affects the right to freedom of expression, despite the stress on the incompatible nature of this practice of preventively blocking legitimate uploads with EU law.\textsuperscript{601}

Second, when this design, which merely focuses on detecting copyright-protected works, combined with the lack of transparency regarding their operation, results in upload filters being open to misuse and abuse. The impact of these misuses intensifies with the privileged

\textsuperscript{597} Article 17(4)(b) of the CDSMD. 
\textsuperscript{599} David Kaye (n 377). 
\textsuperscript{601} Poland v European Parliament (n 79), para 93; L’Oreal (n 113), para 131; UPC Telekabel (n 49), para 63.
copyright enforcement tools that some big platforms grant to their preferred rightholders and disturbs proportionality and fair balancing of competing rights severely. Even worse for the protection of freedom of expression, this open-to-abuse nature of these technologies result in malicious actors, including governments using these copyright enforcement tools as censorship tool and even as a weapon to cover their wrongdoings by oppressing users’ expressions and interfere with the right to impart information regarding the current events. More sophisticated techniques, such as deep packet inspection, unlock more subtle censorship methods as the content can be edited rather than just being blocked and goes way beyond the goal of preventing copyright infringements. Especially regarding the AI filters, the combination of the lack of tools for their accountability with their opaque and dynamic operation helps them evade traditional checks and balances secured by law. Thus, in such cases, users’ freedom of expression and information would be harmed irreparably.

This picture is unlikely to change with Article 17, considering that it requires the prevention of future uploads of the allegedly infringing uploads by OCSSPs and the fact that it paves the way to unrestricted monitoring, filtering and abusive takedown and stay down notifications. Thus, in the absence of protection for freedom of expression prior to filtering and rules that regulate the accountability of rightholders and OCSSPs when they abuse the copyright enforcement tools by providing erroneous ownership of copyright-protected work data or sending duplicative, unnecessary or ill-intended notices, Article 17’s regime becomes more threatening from the users’ fundamental rights perspective. Whether or how far Article 17(9) can change this picture and prevent abuse with the human review and effective redress mechanisms safeguards is open to debate as it only provides this safeguard after the automated decision-making takes place. The common practice shows that the required human review is not taking place even on the platform that employs the biggest human review

604 Observer and Guardian v. the United Kingdom, (n 554), para 60; Ahmet Yildirim v. Turkey (n 1), para 47; Poland v European Parliament, AG Opinion (n 272), para 188.
teams; it has been reported that ‘Content ID largely works on auto-pilot.’ In future, the quality of these reports will be increased with the DSA’s advanced transparency and reporting duties regarding how platforms operate their content moderation practices. However, for now, the only way to be informed about these erroneous actions of upload filters is the extreme examples that make it to the news, tech blogs, or non-profit digital rights organisations, but these examples constitute only a very small percentage of over blocking that takes places on the platforms. It is important to note that while Article 17(8) introduces a reporting duty for OCSSPs to provide rightholders information on their enforcement practices, there is no such requirement to inform users. Without sufficient transparency, there will be no public concern, therefore, pressure on these platforms to improve their systems in a way that respects freedom of expression.

Third, and the most significant reason for the erroneous decision-making of upload filters, is their incapacity of understanding the context of the uploads, therefore, the lawful uses of the copyright-protected works, including the E&Ls. Where they block legitimate uses, they cause over-blocking of legitimate content, which is an outcome that is excluded by Articles 17(7) and (9) due to its negative impact on the freedom of expression. However, by looking at the operation of available upload filters, the interruption of the legal uses of users is inevitable. Despite the stress on the important role of the E&Ls regarding the protection of the right to freedom of expression of users and ensuring the fair balance between the competing rights and interests of rightholders and users by the Court and the academics, these filtering systems can drastically restrict the E&Ls regime in the online world and infringe the freedom of expression of creators and take away the users’ freedom of information.


607 DSA expected to provide another layer of liability regarding transparency as OCSSPs can find themselves in a situation that not disclosing such information result in non-compliance which might also trigger liability under tort and competition law. See Chapter III of Digital Services Act, p. 48.

608 Article 17(8) of CDSMD.

609 Delfi AS v. Estonia (n 130), para 131; Ashby Donald and Others v. France (n 57), para 34; Deckmyn (n 139), paras 26-27, 35; Funke Medien (n 133); Case C-476/17, Pelham GmbH and Others v Ralf Hütter and Florian Schneider-Esleben [2019] ECLI:EU:C:2019:624; Case C-516/17, Spiegel Online GmbH v Volker Beck, ECLI:EU:C:2019:625; Painer (n 139), para 132.

610 Sebastian Felix Schwemer and Jens Schovsbo (n 133), p. 569-589.
Through user-generated content, every day, more people are using these platforms to be part of the democratic society by commenting on matters of general interest, sporting issues or performing artists and political debates, which freedom of expression offers its highest level of protection.\(^\text{611}\) A significant amount of this user-generated content includes the uses that benefit from E&Ls, which are user “rights” rather than mere user “interests”\(^\text{612}\), especially quotation and parody.\(^\text{613}\) CJEU, by incorporating the fundamental rights’ standards into its interpretations of copyright exceptions and limitations, pointed out that the protection of exceptions can cover some unorthodox uses.\(^\text{614}\) Parody is described as a central component of internet dialect as it is pervasive in a participatory culture which is the foundation of many big platforms and the primary motivation for many creators and users.\(^\text{615}\) Thus, E&Ls lay at the intersection of user-generated content and the exercise of freedom of expression as they are “legal enablers”\(^\text{616}\) for users to include copyright-protected work in the expressive and transformative content they upload to online platforms.

However, while the protection of freedom of expression of users is dependent on the level of success of the enforcement of E&Ls online closely and required by the safeguards Article 17 (7) and (9), ensuring this effective enforcement is challenging in practice due to context-blindless of upload filters. Any content that would benefit from a statutory copyright exception within Article 17(7) requires borrowing a portion of copyright-protected work. The transformative works of users would also get caught in the nets of upload filters due to a match of the transformed copyright-protected work within the upload, which is anew generated work by the user, interfering with the user’s freedom of expression by blocking their legal expressions.\(^\text{617}\) Especially when it comes to “memes” that usually benefit from

\(^{611}\) Axel Springer AG v. Germany App no. 39954/08 (ECtHR, 7 February 2012), para 90.

\(^{612}\) Poland v European Parliament (n 79), para 87.


\(^{614}\) Pelham (n 133), para 35; Spiegel Online (n 133), para 84; C 516/17 Spiegel Online GmbH v Volker Beck, AG Opinion, para 48.


\(^{616}\) Martin Husovec and João Quintais (n 475).

\(^{617}\) The best scenario would be, where platforms offer monetising, content to stay on the platform, and the creator to be deprived of the revenue. However, one must bear in mind that there is a limited number of platforms that offer monetising through advertisement therefore in most cases, the content in question will be completely blocked from being accessed.
copyright exceptions, such as parody and pastiche, identifying the legal use is an impossible task for any content recognition technology. This complex and contextual content requires the reviewer to consider many different aspects and requires contextual awareness of current events, political views, cultural beliefs and most importantly, the internet culture.\(^{618}\) The understanding of the internet culture constitutes a related challenge, as just as any culture, the internet culture is also fluid, evolves over time and is variable depending on the location and user groups. There is no available automated content moderation system with the required cultural understanding and emotional intelligence that can overcome this complex challenge.\(^{619}\) In this way, the algorithms of the upload filters undermine the nature of the works that benefit from copyright exceptions such as parody, as they are incapable of detecting the context-depend differences from the original works within the new creations. Therefore, the practice of upload filters disproportionately interferes with creator users’ freedom of expression and arts and, by blocking the availability of their creations, with other users’ freedom to impart information.

This practice of over-blocking is likely to cause chilling effects on freedom of expression by disrupting the receiving and imparting of information and ideas and even alienating and cutting off users.\(^{620}\) It is likely that users whose lawful uploads get blocked due to inaccurate filtering to get frustrated and stop using the platform, create content and express themselves online.\(^{621}\) Avoiding potential liability could be another reason for an average user to stop using the platform. Due to erroneous enforcement actions of filters, they will be informed by the platform that their legitimate content is found infringing copyright; given the fact that the language of these notifications is usually confusing and intimidating and the in-platform complaint and redress mechanisms are not user-friendly, this fear might make the innocent users stop creating content and expressing themselves entirely.

In relation to that, in-platform penalties that OCSSPs impose on the users’ accounts where a copyright infringement erroneously detected by the automated systems are likely to lead to
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\(^{618}\) Cambridge Consultants (n 367) 33.


\(^{620}\) Digital Rights Ireland Ltd v Minister for Communications [2013] ECLI:EU:C:2013:845, Opinion of Advocate General Cruz Villalón, para, 52.

\(^{621}\) Impact Assessment, p.141; Ben Depoorter and Robert Walker (n 393).
chilling effects. Therefore, the users, creative world, and culture on the internet would pay the price as the upload filters’ incorrect blocking and removal of lawful content severely affect the freedom of expression and information of both speakers and the recipients of the information.622

Article 17(7) and Article 17(9) introduces the duty of ensuring the uploads that include legitimate uses, including the ones which benefit from E&Ls not to be subject to de facto prior automated blocking; however, the possibility of a practical implementation as well as the scope of this obligation is uncertain. The examination of this study on upload filters shows that excluding measures which filter and block lawful content when uploading, in practice, would require excluding all available filtering technologies.623 Thus, in practice, Article 17’s safeguards for freedom of expression are being bypassed by the operation of upload filters. Therefore, where implemented verbatim, Articles 17(7) and (9) fail to provide effective guarantees for users’ freedom of expression against intrusive filtering624 and become only on-paper safeguards.625

Therefore, the upload filters bring an interference with freedom of expression that is extensive and intrusive. This intense nature of the limitation on the exercise of freedom of expression causes the measure to fail to strike a fair balance between the right to intellectual property and freedom of expression, hence, being disproportionate. Thus, introducing safeguards which could make filtering proportionate becomes the only way to ensure compliance with the Charter. It has been accepted that the requirements of Article 17(4)(b) and (c) and Article 17(7) must be satisfied “simultaneously” as the best effort standards include the obligation of implementing measures that respect safeguards of the Article, therefore, the fundamental rights.627 The effective application of these safeguards is recognised as an essential factor for the validity of Article 17, thus making implementing the

622 It has been reported that the practice of Content ID is discouraging users and creators of the platform to benefit from statutory copyright exceptions and limitations, and therefore, control the content that users can access. See Katharine Trendacosta, ‘Unfiltered: How YouTube’s Content ID Discourages Fair Use and Dictates What We See Online’ (Electronic Frontier Foundation, 10 December 2020) <https://www.eff.org/wp/unfiltered-how-youtubes-content-id-discourages-fair-use-and-dictates-what-we-see-online> accessed 19 August 2022.
623 Poland v European Parliament (n 79), para 85.
624 Poland v European Parliament, AG Opinion (n 272), para 180; Axel Metzger and others (n 285) 16.
625 It has been established that Article 17(4) and (7) must be read in the light of the third subparagraph of Article 17(9) which states that ‘the directive shall in no way affect legitimate uses.’ See Guidance (n 289); Poland v European Parliament, AG Opinion (n 272), para 173.
626 Poland v European Parliament, AG Opinion (n 272), para 170.
forenamed safeguards in a way that enables them to have tight control over the scope of the limits on freedom of expression and effective remedies a must.\footnote{628 Poland v European Parliament (n 79), para 64; Ahmet Yildirim v. Turkey (n 1), paras. 47 and 64; Association Ekin v. France, App no. 39288/98, (ECtHR, 2001), para 58; Editorial Board of Pravoye Delo and Shtekel v. Ukraine, App no. 33014/05, (ECtHR, 2011), para 55; RTBF v. Belgium (n 478), para 114.}

The efficiency assessment of the Article’s safeguards shows that there is a need for detailed \textit{ex-ante} safeguards that would help automated content recognition operate in a fundamental rights-compliant way. It is clear that only “restoring” the legitimate content via complaint and redress is not enough to fulfil Article 17(7) guarantees, and users, too, just like rightholders, should be able to benefit from ex-ante protections regarding their uploads. Thus, this study suggests that achieving the fundamental right compatible implementation of filtering systems is not a straightforward task, and it would most likely require Member States to specify further procedural safeguards to ensure that Article 17(7) and (9) is effectively implemented.\footnote{629} Therefore, especially to ensure the result of the obligation in Article 17(7), the result of legitimate uses being unaffected by the filters, implementations must include safeguards, including procedural safeguards that help with tackling the technical challenges of upload filters that make effective application of the safeguards for freedom of expression challenging. This, in practice, may require limiting this preventive filtering to ensure that the legitimate uses are unaffected. In the absence of the effective implementation of these safeguards, the interferences of filtering obligations of Article 17 with freedom of expression and the limits of the Article’s regime on practice on the right becomes disproportionate, disturbing the compatibility of the Article with the Charter.

### 3.3 Compatibility of Article 17 with the Right to Data Protection and Right to Privacy

As a measure that limits rights guaranteed by the Charter, the obligations under Article 17(b) and (c) should strike a fair balance between, on the one hand, IP protection and, on the other, the right to privacy in Article 7 and right to protection of personal data in Article 8 of Charter. In light of the proportionality principle, the measures of Article 17(4) have to be effective, their level of intrusiveness must be minimum, and where the measure is disproportionate, the safeguards which could make the measure proportionate should be

\item[]{\footnote{628} Poland v European Parliament (n 79), para 64; Ahmet Yildirim v. Turkey (n 1), paras. 47 and 64; Association Ekin v. France, App no. 39288/98, (ECtHR, 2001), para 58; Editorial Board of Pravoye Delo and Shtekel v. Ukraine, App no. 33014/05, (ECtHR, 2011), para 55; RTBF v. Belgium (n 478), para 114.

\item[]{\footnote{629} Recommendations will be provided in Chapter 5.}
The safeguard in Article 17(9) states that the Directive shall not lead to any identification of individual users or the processing of personal data.

Article 7 of the Charter guarantees the right to respect for private life, while Article 8 of the Charter the right to protection of personal data. These fundamental rights benefit from high-standard protection, and they form part of the core values of the Union. While not being an autonomous right amongst the various fundamental rights, the protection of personal data has significant importance because of its role in enabling the enjoyment of the right to respect for private and family life, as guaranteed by Article 8 of the Convention. The essential object of Article 8 of the Convention is to protect individuals against arbitrary interference by public authorities or by private bodies to whom responsibilities have been delegated by the State. This right imposes negative and positive obligations to the State, meaning, while avoiding any interference with this right, Member States might need to ensure the protection actively.

The significant risks to the protection of natural persons’ data introduced by the internet, in particular, online platforms, have been underlined various times. OCSSPs, especially social media platforms, host many different types of communications and all types of data, such as traffic, location, voice samples, and photography. Even the elements that indirectly enable identifying a person, such as a dynamic Internet Protocol(IP) address, can count as personal data. Therefore, ensuring data protection and the right to privacy within these platforms is of particular importance. Moreover, with the recent General Data Protection Regulation (GDPR), the importance of protecting the personal data of the individuals within the EU acquis has been underlined once more, and data protection has become an essential part of
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630 Article 52(1) of the Charter.
631 Article 28 of CDSMD also ensures that the processing of personal data carried out within the framework of this Directive shall be carried out in compliance with Directive 2002/58/EC and Regulation (EU) 2016/679.
634 Bărbulescu v Romania App no. 61496/08 (ECtHR, 5 September 2017), para 108.
635 Recital 9 of Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/EC (General Data Protection Regulation), OJ L 119, 4.5.2016, p. 188; Digital Rights (n 88), para, 27; Tele2 (n 88), para, 99.
637 Digital Rights (n 88), para, 37; Tele2 (n 88), para, 100.
EU policy-making. Accordingly, the CDSMD also guarantees the protection of these fundamental rights firstly with Article 17(8), which includes the general monitoring ban and secondly with Article 17 (9), which explicitly requires the Directive to not lead to any identification of individual users nor to the processing of personal data. As the process of uploading content, monitoring and filtering for the infringing content and operation of complaint and redress mechanisms obliged by Article 17 inevitably require processing personal data, all actors involved need to respect these freedoms and comply with the provisions of the GDPR and ensure that this processing is necessary, proportionate and data subjects can fully exercise their rights.

However, upload filters have been found in severe conflict with the right to privacy and users’ right to protection of personal data; both CJEU and ECHR underlined the severity of the interferences with these rights in many decisions as they often have a far-reaching impact on the users. In addition to the legislative requirements for balancing these rights against the IPR protection, the importance of the consideration of the rights of the individuals, in particular, their data protection and privacy, while balancing interests has been underlined by both the CJEU and ECHR in a series of decisions. This consideration was carried out by the CJEU in Promusicae and Bonnier Audio, and the Court stressed the requirement of ensuring the fair balance between the protection of intellectual property rights enjoyed by copyright holders and the protection of personal data enjoyed by internet subscribers or users. In line with that, it has been pointed out that under EU law, Member States do not have an obligation of imposing an obligation to disclose to private persons personal data for copyright infringements prosecutions. Thus, in various decisions, CJEU made it clear that limits on personal data protection must be strictly necessary, in addition to being proportionate when IPRs are enforced via upload filters. Thus, the legislation and the case
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643 Sky Österreich (n 87), para. 60; Promusicae (n 87), paras 65 and 66 and C-544/10, Deutsches Weintor [2012] ECLI:EU:C:2012:526, para. 47; Big Brother Watch (n 87), 2.42.
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646 Promusicae (n 87), para 64; C-461/10 Bonnier Audio (n 620), para 55.
law indicate that restrictions on these rights should be applied very strictly, only when it is necessary to prevent harm to the essence of the right to property.

However, the operation of automatic content moderation systems involves far-reaching data collection and general monitoring of people's online activities.\textsuperscript{647} Thus, OCSSPs’ automated prevention actions on infringing content pose a significant threat to users’ right to privacy and data protection. These disproportionate effects of these systems were also highlighted by the CJEU in \textit{Scarlet} and \textit{Netlog}, where the Court stated that when these measures, in this case, Deep Packet Inspection (DPI) technology, perform identification, systematic analysis and processing of information of the users’ profiles, which is protected personal data as they allow users to be identified, this practice of disproportionate filtering and monitoring harms users’ right to protection of personal data.\textsuperscript{648} The act of identifying users, which corresponds to the allocation of IP addresses by an access provider recognised as “clearly disproportionate”,\textsuperscript{649} and in conjunction with this, the Court stressed the dangers of the disproportionate effects of automated filtering on data protection and privacy as it can lead to the identification of the individual users.\textsuperscript{650} Then, Court found the practice of content moderation in question interfering with Articles 7 and 8 of the Charter disproportionately as the filtering system is infringing users’ right to protection of their personal data is safeguarded by Article 8 of the Charter by identifying, systematically analysing and processing the profile information.\textsuperscript{651} This filtering involves the active observation of all content and identification of users’ IP addresses which are accepted as protected personal data since they allow those users to be precisely identified.\textsuperscript{652} ECtHR is even more strict and critical of these types of measures, as they often interfere with the right to respect for private life by monitoring the traffic data instead of the content of communications, and often underlines the importance of proportionality even where the interference with Article 7 and


\textsuperscript{648} \textit{Scarlet Extended} (n 16), paras 50-51; \textit{Netlog} (n 16), paras 49-50.

\textsuperscript{649} \textit{Tobias Mc Fadden v Sony Music Entertainment Germany GmbH} [2016] ECLI:EU:C:2016:170, Opinion of AG Szpunar, para 142.

\textsuperscript{650} \textit{Promusicae} (n 87), para 45; Case C-101/01 \textit{Lindqvist} [2003] EU:C:2003:596, para 24.

\textsuperscript{651} \textit{Netlog} (n 16), para 49; \textit{Scarlet Extended} (n 16), para 51.

\textsuperscript{652} ibid.
Article 8 was due to measures for preventing serious crimes such as organised crime and terrorism. 653

Automated filtering includes monitoring, detection, identification of users, and the enforcement and blocking of the content or disconnection of infringer users, all under the control of the OCSSP that implemented it. In contrast with traditional shallow packet filtering, which only analyses the packet header, DPI, works on the fingerprinting model and analyses all the content of data packets, including their headers and the data protocol structures passing through the network, and compares this content against the rules to determine what to do with these packets in real-time. 654 This technology is widely in use globally by both state and non-state actors as they facilitate practices such as intrusively monitoring, controlling, and changing their users’ data packets in real or near-real-time. 655

The lack of transparency regarding these operations is worsening the interferences with fundamental rights; despite the fact that since the 2000s, the use of DPI technology has become a mainstream and pervasive practice across the Internet, users are entirely uninformed regarding this now common practice and its complications. 656 This technology has the potential of becoming “communicative bottlenecks” through which users’ acts must pass before reaching the global internet, and this position enables DPI to develop comprehensive profiles of users, often by interfering with their data protection and privacy rights. 657 In such cases, the level of harm that this systematic processing of data brings to users cannot be justified with the benefit of protecting rightholders’ right to intellectual property, which results in interferences with the fair balance, too. There are numerous risks that upload filters pose to the user’s data protection and right to privacy.

By definition, the identical application of these content recognition technologies to both infringing and non-infringing content would require such monitoring that includes all

653 Liberty v United Kingdom (n 182), para 56; S. and Marper v United Kingdom (App no. 30562/04) (ECtHR, 4 December 2008), para 104–105. Big Brother Watch (n 87), paras. 322-323.
657 Christopher Parsons (n 655).
uploaded data. In order to meet the required effective removal or prevention of infringing content, upload filters have to undertake a systematic, universal and progressive examination.\textsuperscript{658} The algorithm of these filters can use the data they collected to make a wide range of decisions, including categorising the users who repetitively upload infringing content to establish a list of blacklisted users. Where identification of the uploader users takes place, this would directly affect users’ right to privacy and data protection, which is considered disproportionate compared to the benefit that filtering out potentially infringing content may provide.\textsuperscript{659}

Furthermore, the surveillance of these filters is not limited in duration, content and profiles.\textsuperscript{660} Considering the fact that OCSSPs are required to prevent potential infringements in the future, the filtering required in Article 17(4) would include monitoring which surveys of all the uploads from all the users by ignoring the limits for the scope of monitoring, namely, \textit{ratione temporis, ratione materiae} and \textit{ratione personae}.\textsuperscript{661} The available filtering technologies monitor all data 24/7, in the background, automatically.\textsuperscript{662} Although, Article 17 states that these filters will monitor for \textit{“specific works or other subject matter”} for which the rightholders will have already communicated the \textit{“relevant and necessary information”}\textsuperscript{663}, these concepts fall short of ensuring limited monitoring. In reality, it is not likely for rightholders to provide specific references for the upload filters’ databases; in practice, rightholders prefer sending their whole repertoire to the platforms which fail to constitute “specific works.”\textsuperscript{664} The argument of these content recognition systems to perform only

\textsuperscript{658} Scarlet Extended, Opinion of AG Cruz Villalón (n 70), para 48.
\textsuperscript{659} Digital Rights (n 88), para 65; Case C-343/09 Afton Chemical v Secretary of State for Transport [2010] ECLI:EU:C:2010:419, para 45; Joined Cases C-581/10 and C-629/10 Nelson and Others v Deutsche Lufthansa AG [2012] ECLI:EU:C:2012:657, para 71; C-283/11, Sky Österreich (n 87), para 50; Policy Department for Citizens’ Rights and Constitutional Affairs and Directorate-General for Internal Policies, (n 59). This accepted to be the case even where surveillance held by the state and the illegal content in question was serving more serious crimes than copyright infringement. See Big Brother Watch and others v United Kingdom, (n 87), 2.42; Digital Rights (n 88), para 46.
\textsuperscript{660} For instance, one of the most commonly used filters amongst world’s largest social media platforms, Audible Magic, highlights their technology’s proven up time of 99.7%. See Audible Magic, ‘AUDIBLE MAGIC’S CONTENT IDENTIFICATION’ <https://www.audiblemagic.com/wp-content/uploads/2019/08/B_F_Core-Technology_012720.pdf> accessed 5 August 2022.
\textsuperscript{661} Scarlet Extended, Opinion of AG Cruz Villalón (n 70), paras 53-59
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\textsuperscript{664} “…when restricting monitoring of the content supplied by rightholders, these lists of content will be so comprehensive that in fact a general monitoring of all content does occur.” See Gerald Spindler, ‘The Liability System of Art. 17 DSMD and National Implementation — Contravening Prohibition of General Monitoring Duties?’ (2020) 10 JIPITEC <https://www.jipitec.eu/issues/jipitec-10-3-2019/5041>. 356
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specific monitoring “strains credulity,” considering the leader software in the field, Audible Magic, already has 10 million files and is growing at the rate of 300,000 files per month in its reference database.665 Also, even filtering that is specific to notified works would require identifying data that helps locate the content and differentiate it from other material, if not the processing of the content itself, meaning that the filter, to match the uploads with the notified works by the rightsholder, must monitor all the data.666 Thus, by monitoring all data from all customers for any future infringement of copyright for an unlimited time, the implementation of upload filters, parallel to its interferences with data protection and privacy, can conflict with the general monitoring ban, which forbids general obligations upon service providers to monitor the information or investigate facts or circumstances denoting unauthorised uploads.667

As an outcome of this far-reaching monitoring, upload filters can occasionally filter private communications as these systems screen every piece of user upload, invading users’ privacy and data protection. Not every profile in OCSSPs, especially social media platforms, is public, which take away the assumption of the intention of making the upload publicly available.668 At this point, it is important to underline the broad approach regarding the situations in that an individual is reasonably entitled to expect protection of their private life that ECtHR follows.669 However, in practice, this does not stop OCSSPs from operating filtering on private uploads or communications as well. For instance, Facebook’s rights management tool even allows rightholders to view the matching segments even if the video was posted privately and chooses to monitor or block.670 In addition to private uploads, the case of unlisted uploads on YouTube constitutes an interesting example of this. When a user uploads a video and makes it unlisted, the upload is not online in a traditional sense; it does not show in users’ profiles, search results, related videos and recommendations, nor can it be

665 Annemarie Bridy (n 191).
667 Article 8 of DSA; Article 17 (8) and Recital 66 of CDSMD.
669 Perry v. the United Kingdom App no 63737/00 (ECtHR, 17 July 2003), para 37-38; Benedik v. Slovenia App no 62357/14 (ECtHR, 24 April 2018), para 116; Even public data when it has been collected and stored in a systematic manner can interfere with right to private life See P.G. and J.H. v. the United Kingdom App no 44787/98 (ECtHR, 25 September 2001), para 57; Peck v. the United Kingdom App no 44647/98 (ECtHR, 28 January 2003), paras 58-59.
commented on. In order to enable the availability of the upload, the user needs to send the upload link, which is initially available to the uploader user exclusively. However, both in private and unlisted videos, the automated filtering and blocking take place before the act of communication to the public takes place, and there is a high chance that this act will never happen as these videos are mostly unlisted due to privacy concerns, i.e. aimed at an individual or family. Despite the fact that the work in the upload is not “communicated to a public”, which requires more than a de minimis number of unrelated persons according to the case law, the lack of deliberate nature of the user’s intervention and the profit-making nature of the communication, these uploads are also a part of platforms monitoring, filtering and blocking practices. Thus, despite the nature of the users’ actions do not require such ex-ante enforcement of copyright, platforms via their all-embracing upload filters, by filtering and blocking these uploads, disproportionately interfere with users’ right to privacy and data protection. What is even worse is that these activities, which are highly invasive of the individuals’ private sphere and interfere with users’ right to privacy, data protection and the confidentiality of their communications, are typically operated in an undercover manner by OCSSPs. Therefore, in the light of the proportionality test, it can be seen that these wide and intense monitoring and filtering measures of Article 17(4) interfere with the right to privacy and data protection in a way that disturbs the fair balance between the right to IP and right to privacy and data protection and in the absence of effective safeguards, the measures become disproportionate. Despite Article 17(9) states that the Directive shall not lead to any identification of individual users nor to the processing of personal data, the effective
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application of this safeguard for the protection of Articles 7 and 8 of the Charter is disrupted by the monitoring and filtering of Article 17(4)(b) and (c).

A related point to keep in mind is that in addition to the adverse effects on data protection, this type of monitoring, which includes systemically implemented profiling, can negatively affect users’ other freedoms, such as freedom of expression, by creating chilling effects. It is really common in cases where the right to freedom of expression is “inextricably linked” to the right to protection of privacy.679 Especially in the cases of mass surveillance, these rights “function in a wholly complimentary fashion, each reinforcing the other.”680 This was also underlined in the Tele2681 and Digital Rights682 decisions, where the Court also touched upon this usually overlooked area when it comes to examining the impact of upload filters on data protection and the right to privacy. Court pointed out the importance of the right to information and stated that where the monitoring occurs without users’ knowledge, they will feel that their private lives are the subject of constant surveillance. This type of monitoring creates a “vague feeling of surveillance” as the users are unsure of the data retention period.683 Consequently, as this feeling “has a decisive influence on the exercise of freedom of expression and information”, it would cause chilling effects on the users of these platforms.684 Moreover, these systems can execute unlawful profiling and discrimination685 and can be subject to the misuse of data for political manipulation, which would directly disrupt the core of the EU, democracy.686 As well as freedom of expression, the interferences

679 European Data Protection Supervisor (n 151) 24; Digital Rights (n 88); Tele2 (n 88).
681 Tele2 (n 88), para 100; Digital Rights (n 88), para 37.
682 Digital Rights (n 88).
683 Digital Rights, Opinion of Advocate General Cruz Villalón (n 620), para 72.
684 Digital Rights, Opinion of Advocate General Cruz Villalón (n 620), para 52. “The collection of such data establishes the conditions for surveillance which, although carried out only retrospectively when the data are used, none the less constitutes a permanent threat throughout the data retention period to the right of citizens of the Union to confidentiality in their private lives. Affirmingly, the CJEU stated that “…the fact that data are retained and subsequently used without the subscriber or registered user being informed is likely to generate in the minds of the persons concerned the feeling that their private lives are the subject of constant surveillance.” See Digital Rights (n 88), para. 37.
with data protection are linked to the interferences of the right to a fair trial. As underlined by
the CJEU, where legislation fails to provide individuals, in this case, users, opportunities to
pursue legal remedies in order to have access to their personal data, it also fails to provide an
effective remedy in addition to being incompatible with Article 45(1) of the GDPR. 687

Moreover, this wide-range collection and analysis of personal data by upload filters are
classified as a fully automated decision with a significant effect on the user. 688 As clarified by
the Article 22 of the GDPR, users have the right not to be subject to automated individual
decision-making and automated profiling. 689 As the required measures under Article 17(4)(b)
and (c) filter and collect personal data while operating, such as IP addresses, it falls within
this scope. However, as required by the CDSMD, where suitable measures to safeguard the
data subject’s rights and freedoms and legitimate interests are laid down, an exemption to
Article 22 of GDPR arises. 690 Thus, where the question of whether these safeguards for
Articles 7 and 8 provided within the Directive is answered affirmatively, Article 17’s upload
filters’ decision-making can benefit from this exemption.

However, as argued before, considering the functioning of upload filters, the effective
application of the Article’s safeguards that ensure the protection of users’ rights and freedoms
is not easy. For instance, Article 17(9), together with Recital 70 of the CDSMD, states that
human involvement is required regarding the complaints, which serves the goal of
“recovering” rather than preventing the negative impacts on fundamental rights. However, as
argued previously, these interferences and limitations often affect the essence of the users’
data protection and privacy rights, making any recovery impossible. Moreover, other than
this human review requirement as the remedy for disabled or removed uploads, there is no
clear requirement within the Directive that would meet the requirement for placing “suitable
measures to safeguard the data subject's rights and freedoms and legitimate interests, at least

Communication from the commission to the European parliament, the Council, the European economic and
social committee and the Committee of the regions on “Securing free and fair European elections”, available at:
https://ec.europa.eu/commission/sites/beta-political/files/soteu2018-free-fair-elections-communication-
637_en.pdf.
687 Facebook Ireland and Schrems (n 79), para 187; C-362/14 Maximillian Schrems v Data Protection
689 Article 4(4) of GDPR defines profiling as “any form of automated processing of personal data to evaluate,
analyse or predict certain aspects relating to a natural person.”
690 Article 22(2)(b) of GDPR.
the right to obtain human intervention on the part of the controller, to express his or her point of view and to contest the decision”\textsuperscript{691} in an \textit{ex-ante} sense, prior to the fully automated decision of the upload filter. However, it has been acknowledged that placing merely \textit{ex-post} safeguards “\textit{would not be enough for the transposition and application of Article 17(7)}”\textsuperscript{692}

Where these automated decisions take place, according to Article 13(2)(f), users have the right to have meaningful information about the decision regarding their uploads and in addition to the envisaged consequences of the decision.\textsuperscript{693} Also, under Article 15(1)(h), in automated decision-making cases, users have the right to access “the meaningful information about the logic involved, as well as the significance and the envisaged consequences of such processing for the data subject.”\textsuperscript{694} Users, as the subjects of the automated decisions, should be qualified to call these algorithms to account regarding their uploads, the processing of their personal data and profiling. At the very least, users should be able to understand the operation of the algorithms.\textsuperscript{695} However, upload filters’ decision-making is taking place within a black box as they are automated enforcement systems with opaque algorithms making these guarantees technically impossible. Moreover, CDSMD fails to suggest limited data retention via upload filters to what is strictly necessary.\textsuperscript{696} Thus, in the absence of sufficient guarantees of the effective protection of their personal data against the risk of misuse, the protection of users’ data is destined to exist on paper.

Therefore, the analysis of the EU acquis reveals that the current technologies that need to be employed under Article 17 can disproportionately interfere with the users’ right to data protection and privacy as they feature processing and profiling, which results in the Member States facing an impossible implementation mission. Therefore, by looking at these far-reaching outcomes, it is important not to underestimate the effects of the measures that

\textsuperscript{691} Article 22 (3) of the GDPR.
\textsuperscript{692} Guidance (n 289).
\textsuperscript{693} Article 13(2)(f) of GDPR.
\textsuperscript{694} Article 15(1)(h) of GDPR.
\textsuperscript{696} “In order to satisfy the requirements set out in the preceding paragraph of the present judgment, that national legislation must, first, lay down clear and precise rules governing the scope and application of such a data retention measure and imposing minimum safeguards, so that the persons whose data has been retained have sufficient guarantees of the effective protection of their personal data against the risk of misuse. That legislation must, in particular, indicate in what circumstances and under which conditions a data retention measure may, as a preventive measure, be adopted, thereby ensuring that such a measure is limited to what is strictly necessary” See Tele2 (n 88), para 109.
impact data protection online.\textsuperscript{697} While the measures under Article 17 indicate an intrusive and extensive interference on Articles 7 and 8 of the Charter, there is no effective limit on potential data protection harm by the filtering measures of Article 17(4)(b) and (c) for users as individuals and society as a whole. There is no explanation for “less data processor-intrusive”\textsuperscript{698} implementation within the CDSMD, nor in the implementation guidance of Article 17 despite the well-established principle of EU law, which requires the limits on the protection of personal data to be strictly necessary.\textsuperscript{699}

Thus, by assessing the impact of automated content moderation on Articles 7 and 8 of the Charter, this chapter shows that the required operation under Article 17 is not sufficiently limited in scope as the content moderation includes all users and neither in duration nor amount of data and this automated decision making can contradict with GDPR too in the absence of effective safeguards. Consequently, this lack of data protection affects other fundamental rights, and the far-reaching consequences that impact other fundamental rights intensify the disproportionality of the measure since, compared to the harm on different fundamental rights, the benefit of preventing the infringing content falls short of constituting a justification for the interference.\textsuperscript{700} As the outcome of the assessment of proportionality is negative, the efficiency of the Article’s safeguards, specifically sections (8) and (9), has to be implemented in a way that they sufficiently limit the monitoring and provide effective protection of users’ personal data against the risk of misuse to ensure that the Article 17’s interference is limited; hence, the Article is compatible with Charter.\textsuperscript{701}

3.4 Compatibility of Article 17 with the Right to an Effective Remedy and a Fair Trial

The protection of the right to a fair trial is guaranteed by Article 47 of the Charter and Article 6 of the Convention and enshrined as a general principle of Union law by the ECtHR and CJEU. It contains various procedural guarantees regarding access to the remedy,

\begin{itemize}
\item \textsuperscript{697} Digital Rights (n 88) para 55; Marper v. the United Kingdom (n 653), para 103; M. K. v. France, App no. 19522/09 (ECtHR, 18 April 2013), para 35.
\item \textsuperscript{698} Romero-Moreno (n 328), p.168
\item \textsuperscript{699} Tietosuojavaltuutettu v. Satakunnan Markkinapörssi Oy (n 618), para 56; IPI v Geoffrey Englebert (n 618), para 39; Digital Rights (n 88), para. 52; Szabo and Vissy v. Hungary Application no. 37138/14 (ECtHR, 13 May 2014), para 73.
\item \textsuperscript{700} Policy Department for Citizens’ Rights and Constitutional Affairs and Directorate-General for Internal Policies (n 59).
\item \textsuperscript{701} Tele2 (n 88).
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independence and impartiality of the progress, equality of arms, the right to a reasoned decision, reasonable duration and timely enforcement. Article 47 also protects the right to an effective remedy, which, while being strongly linked to the right to a fair trial, is a guarantee in its own right, and unlike the Charter, EU Convention has a separate Article to protect only this guarantee. This right applies regardless of the character of the legislation governing the “dispute”, the parties’ status, and the nature of the authority with jurisdiction in the matter. Most importantly, this right is strongly linked with other provisions of the Convention and Charter, therefore, requires a wide interpretation to provide the guaranteed protection of all rights and freedoms. For instance, the violations of the right to fair trial caused by the lack of effective and “adequate safeguards” also brings the breach of freedom of expression as without the safeguards against abuse, the limitations on the right to freedom of expression are recognised as failing to satisfy the principle of being necessary in a democratic society. The utmost importance of this right has been emphasised by the ECtHR as being one of the fundamental principles of any democratic society, and the Court underlined the fact that there is no justification for interpreting this right restrictively. In contrast, this right has the potential of imposing stronger limits than the test of proportionality on other fundamental rights, in this case, the right to intellectual property. Especially when the removal or blocking decisions of OCSSPs are applied EU-wide, Article 47 acts as a minimum procedural standard and might bring some level of homogeneity. Thus, compliance with this right in the context of CDSMD is twofold; first, the initial decision-making by the OCSSPs and the appeals.

To ensure a fundamental rights-compliant implementation of Article 17, Article 17(9), which ensures the implementation of effective appeal tools, plays an important role. There are many
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705 Słomka v. Poland, App no. 68924/12 (ECtHR, 6 December 2018), paras 69-70.
706 Stanev v. Bulgaria [GC], Application no. 36760/06 (ECtHR, 17 January 2012), para 231; Airey v. Ireland, Application no. 6289/73) (ECtHR, 9 October 1979), para 24; Pretto and Others v. Italy, Application no. 7984/77 (ECtHR, 8 December 1983), para 21; Moreira de Azevedo v. Portugal, Application no. 11296/84 (ECtHR, 23 October 1990), para 66.
different scenarios within the online enforcement of copyright that providing users with a complaint and redress mechanism is strictly mandatory to ensure a fair balance between competing fundamental rights. The previous sections explored the negative effects of the measures that OCSSPs are obliged to implement according to Article 17(4) on users’ freedom of expression and information, data protection and right to privacy caused by various problems such as inaccuracy and over-blocking issues of upload filters\(^{708}\) and the abuse direct takedown tools.\(^ {709}\) The combination of these problems with the inadequate safeguards that fail to offer an effective appeal for the erroneous decision of platforms creates an environment surrounded by serious concerns regarding the enforcement of the users’ right to an effective remedy and a fair trial. Therefore, to tackle these important problems and reach a fundamental right-compliant implementation that respects Article 47 as well as other fundamental rights of the Charter, Article 17(9) plays a critical role.\(^ {710}\) Article 17(9) requires effective and expeditious complaint and redress mechanisms for the blocking and removal disputes and ensures that these complaints should be subject to human review and processed without undue delay.\(^ {711}\) In addition to this in-platform measure, Member States must ensure the out-of-court redress mechanisms that should allow disputes to be settled impartially and judicial remedies for users to assert the use of an exception or limitation to copyright and related rights.\(^ {712}\)

Following the guarantees of Article 17(9), in the context of online enforcement of copyright within the platforms, the right to access to remedy for users initially shows itself as the access to complain and redress mechanisms. Accordingly, these mechanisms should be independent, equal and provide sufficiently reasoned and timely decisions.\(^ {713}\) Therefore, users whose fundamental rights and freedoms are affected by automated content moderation should be able to access an effective redress mechanism in order to fulfil the guarantees generated from the right to an effective remedy and a fair trial. As explained in the previous sections, these measures, with the filtering and monitoring they perform, can affect users’ freedom of expression and impart information, freedom of arts, data protection and privacy rights. In such cases, ensuring easy access to practical dispute resolution tools is essential for

\(^{708}\) See Chapter 3.
\(^{709}\) See Chapter 4.
\(^{710}\) Poland v European Parliament (n 79), para 94.
\(^{711}\) Recital 70 and Article 17(9) of CDSMD.
\(^{712}\) ibid.
\(^{713}\) Article 6 of the Convention; Article 47 of the Charter; Concurring Opinion of Judge Pinto De Albuquerque in Yildirim v. Turkey (n 1).
exercising the right to an effective remedy.\textsuperscript{714} Through these resolution tools, users should be able to effectively seek compensation for the harm caused by the limitations on their fundamental rights, especially when their use of copyright exceptions and limitations is at stake.\textsuperscript{715}

While the Directive is silent regarding the operational details of these mechanisms, most of the complaint and redress mechanisms in practice follow the DMCA’s “counter-notice” mechanism.\textsuperscript{716} This mechanism enables, after receiving the notification regarding the blocking of the upload filter or removal due to takedown notice, the user to submit a counter notice via the platform for the rightholder that claims that their work has been used unlawfully within the upload by the user.\textsuperscript{717} Then, the rightholder has ten days to file a suit or take no action, which results in restoring the upload. In most user-generated content platforms such as YouTube, rightholder, after receiving the in-platform dispute regarding their automated content ID claim, which enables them to block or restrict the video, reviews the dispute and can release or reinstate their claim, submit a takedown request or let the claim expire by not responding to the dispute in 30 days.\textsuperscript{718} If the rightholder chooses to reinstate the claim, the user can appeal this decision; however, the review is being undertaken by the rightholder again. If the rightholder chooses to reinstate their claim during the appeal, only then the DMCA process begins as they need to submit a takedown request which the user can submit a counter-notification. Similarly, Facebook and Instagram also allow users to submit a dispute regarding the blocking placed by the rightholder on the content that matched their reference files that the platform’s upload filter has detected according to their customised

\textsuperscript{714} Recommendation CM/Rec(2008)6 of the Committee of Ministers to member States of 26 March 2008 on measures to promote the respect for freedom of expression and information with regard to Internet filters [2008] states that guarantee that nationwide general blocking or filtering measures are only introduced by the State if the conditions of Article 10, paragraph 2, of the European Convention on Human Rights are fulfilled. Such action by the State should only be taken if the filtering concerns specific and clearly identifiable content, a competent national authority has taken a decision on its illegality and the decision can be reviewed by an independent and impartial tribunal or regulatory body, in accordance with the requirements of Article 6 of the European Convention on Human Rights. Also see Concurring Opinion of Judge Pinto De Albuquerque in Yildirim v. Turkey (n 1).

\textsuperscript{715} Recital 70 and Article 17(9) of CDSMD.

\textsuperscript{716} Section 512(g) 17 U.S.C.

\textsuperscript{717} Section 512(g) 17 U.S.C.

match rules. When the rightholder receives the dispute, they can uphold the block, release their claim on the video, or submit a takedown request.\textsuperscript{719}

Most of the research on the complaint and redress mechanisms shows the ineffectiveness of these tools, which brings the risk of being incompatible with the guarantees of Article 47.\textsuperscript{720} This unpopularity stems from their lack of user-friendly operation and independence and impartiality, lengthy process times, and problems with the timely enforcement of the final decision.\textsuperscript{721} For instance, while users have little to no knowledge of the official DMCA disputes, especially compared to most of the rightholders who have dedicated teams on that, the YouTube appeal mechanism requires users to file official counterclaims to continue to argue their upload’s lawfulness.\textsuperscript{722} Unsurprisingly, the number of uploaders who filed counterclaims against the removals is extremely low, as the average user would find the official procedure intimidating and costly. As platforms serve the rightholders with their automated tools, which assist them in generating automated claims on users’ uploads and reviewing their disputes and appeals regarding their claims, users have found no motivation to appeal.\textsuperscript{723}

Accordingly, these problems raise questions about the compatibility of the in-platform decision-making, especially the appeals via complaint and redress mechanisms, with the institutional and procedural requirements of the right to a fair trial. The institutional requirements include compatibility with the concept of a “tribunal”, establishment by law, independence and impartiality, while procedural requirements ensure the fairness of the appeal. Procedural requirements include the principles such as equality of arms, admissibility of evidence, the presumption of innocence and timeliness.\textsuperscript{724}

3.4.1 Compatibility with Institutional Requirements of Right to Fair Trial

Institutional requirements serve the fundamental principles of the rule of law and the separation of powers as distinct fair-trial guarantees. According to Article 6 (1) of the Convention, everyone is entitled to a hearing by an independent and impartial tribunal established by law. While a “tribunal” does not have to be a court of law, it must follow the procedural safeguards under Article 6 of the Convention to be considered a “tribunal” established by law. In addition to that, it must be independent of the executive and impartial. However, as explained previously, complaint and redress mechanisms are in-platform tools designed or implemented by the OCSSPs. According to Article 17(9), rightholders only have to “duly justify the reasons for their requests” of blocking and removal, which will result in decisions that would be subject to the human review conducted by the employees of the platform.

It appears that Article 17(9) leaves the final decision to the platform regarding the upload in question. This, amongst other incompatibilities with the right to a fair trial, makes it clear that OCSSPs are unfit for the duty of deciding the upload’s online status. As a body that affects users’ fundamental rights with its decisions, it lacks the required characteristics of tribunals under Article 6, especially independency and impartiality. These two interlinked concepts constitute one of the important institutional requirements of the right to a fair trial and also interact with that of a “tribunal established by law” within the meaning of Article 6 (1).

While independency is a prerequisite for impartiality, it requires that the necessary personal and institutional independence is ensured, which is a must for impartial decision-making. The obligation of ensuring independence and impartiality is not limited to judiciary actions; safeguards of independence and impartiality must be effectively incorporated into everyday
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practices such as in-platform appeal mechanisms. However, as private entities that follow rightholders’ instructions and protect their benefits as it aligns with theirs, OCSSPs fail to present an appearance of independence and fail to ensure the absence of prejudice or bias.

Article 17 (9) constitutes a very important safeguard and an instrument for users to enforce their rights, so the implementations should implement this safeguard to the full by making sure that the means are placed in and out of the platform for users to dispute the erroneous decisions regarding their uploads. In light of the institutional requirements of the right to fair balance, one of the things to be guaranteed should be the objectivity of the in-platform disputes.

3.4.2 Compatibility with Procedural Requirements of Right to a Fair Trial

Fairness ensures that all procedural guarantees of Article 6(1) secure the interests of the parties and those of the proper administration of justice and, therefore, achieve the aim of the Convention, which guarantees that the rights are “practical and effective” rather than “theoretical or illusory.” This requirement contains many elements of the right to a fair trial, such as the “equality of arms” principle, which requires striking a fair balance between the parties by providing each of them reasonable opportunity to present their case. This is one of the characteristic requirements of the broader notion of a fair trial and an essential step to provide an effective remedy by balancing the powers within online copyright enforcement. ECtHR emphasised this principle in many decisions and stated that even the
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simple impression of imbalance in the defendant’s rights indicates an infringement of Article 47 of the Charter. 735

Most of the examples of failure to observe the equality of arms principle in case law were caused by when one of the parties had been placed at a clear disadvantage. For instance, this principle was found to have been breached where the opposing party enjoyed significant advantages as regards access to relevant information, occupied a dominant position in the proceedings and influenced the Court’s decision-making. 736 Similarly, where an opposing party had functions and positions that put them in an advantageous position which makes challenging them adequately and equally difficult, Court found a breach of the principle of equality of arms, therefore, a breach of Article 6(1). 737 Thus, this principle requires the guarantee of the balance between rightsholders, platforms and users within the online enforcement. However, the current picture with online copyright enforcement is imbalanced; users as individuals are not equal to OCSSPs nor offered equal opportunities to what rightsholders have. As they are, complaint and redress mechanisms fail to satisfy these institutional requirements of the right to a fair trial, and CDSMD does not provide any obligation that would change this current picture and incompliance with the guarantees of Article 47 of the Charter effectively.

Upload filters automatically block the content even before it has been uploaded to the platform without allowing users to provide their input regarding the legitimacy of their upload. This removal takes place before the user has the knowledge and the chance to respond. Similarly, the notice and takedown let rightholders order the removal of the content from the platform before the confirmation of the infringing status of the content. While the Directive is silent regarding the operational details of these mechanisms, most of the complaint and redress mechanisms in practice follow the DMCA’s “counter notice” mechanism. 738 These takedown notices are sent by rightholders with a strong knowledge of copyright law, unlike the users who find the counter-notice processes “intimidating and confusing.” 739 Most of the time, these notifications are sent automatically without a check

736 Yvon v. France Application no. 44962/98 (ECtHR, 24 April 2003), para 37.
737 De Hues And Gijsels v. Belgium (Application no. 19983/92) (ECtHR, 24 February 1997), paras 53-59.
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739 Jennifer M Urban, Joe Karaganis and Brianna Schofield (n 14), p. 118.
regarding the actual ownership of the work, which is allegedly used in an unauthorised manner by the user, which causes a large number of false positives.

The fact that automated systems of OCSSPs operate based on the information that rightholders provide constitutes an important reason which amplifies the inequality of arms.

The fact that there is no adequate liability for rightsholders who abuse the notice and takedown mechanism is making the situation even worse. In practice, the risk of receiving a copyright claim is high for users, even for their videos which do not include the use of any copyright-protected work. Nevertheless, according to Article 17, rightholders have to only “duly justify” their requests with “sufficiently substantiated notices” from rightsholders for OCSSPs to remove the current works and “relevant and necessary information” for the future uploads of the notified works and there is no clarification regarding the elements to be included in the information to be provided by the rightholders within the Directive.

As examined more in detail previously, big rightholders have access to privileged takedown tools that do not require any assessment of the legitimacy of the upload; it gives the power to block or remove the upload with one click to these rightholders. Moreover, there are platforms’ own policies, such as the “three copyright strike” policy, which results in the termination of the account and removal of all videos where the channel receives three copyright claim notifications known as copyright strikes, that are intensifying the imbalance between users and rightholders. These tools enable rightsholders to remove channels from the platforms and give them the power of the constant threat of permanent invisibility against creators.

An empirical study shows that around seven out of ten requests are "bad requests" which suffers from various errors such as being mistargeted, not following the statutory requirements, or being directed to a video that benefits from a copyright exception. See Jennifer M Urban, Joe Karaganis and Brianna Schofield (n 14), p. 117.


When rightsholders request the service providers to take action against uploads by users, such as disabling access to or removing content uploaded, such rightholders should duly justify their requests. See Recital 70 of CDSMD.

However, Commission recommends for the notices concerning stay-down requests to contain “an explanation of the reasons why the notice provider considers that content to be illegal content and a clear indication of the location of that content” in line with the Commission’s Recommendation on Measures to Effectively Tackle Illegal Content Online. See Guidance (n 289); European Commission, ‘Commission Recommendation (EU) 2018/334 of 1 March 2018 on measures to effectively tackle illegal content online’ C/2018/1177 OJ L 63, 6.3.2018, p. 50–61. 57.


with the rightholders as they have aligned interests as business entities. This clearly puts rightholders at an advantage and in a dominant position that completely affects the decision-making regarding the upload.

On the contrary to this advantageous position granted to rightholders, users have only insufficient tools for their appeals. The fact that these mechanisms are known for their failure to provide users with quick and effective solutions as they do to the rightholders also constitutes one of the factors that discourage users from resorting to these mechanisms. As examined previously, complaint and redress mechanisms historically suffer from efficiency problems; users are mostly unaware of these mechanisms or find the tools complicated to use. Thus, in these circumstances, it is hard to say that users have an equal arm regarding defending their rights, especially for remedying over-removal and over-blocking via *ex-post* complaint and redress.

The counter-notices as *ex-post* remedies have several problems regarding their efficiency. First, their *ex-post* nature limits the defences that users can rely on. Furthermore, the complaint and redress mechanisms have lengthy process times, which also conflicts with the reasonable time guarantee of Article 47, another procedural requirement of the right to a fair trial. Being able to restore their lawful uploads in a timely manner has great importance for the users, especially for their rights to an effective remedy, freedom of expression, and even for their right to intellectual property, as in some cases, this delay can cause economic loss to the user. The duration in Article 17(9) for the OCSSPs to process user complaints is “without undue delay”, which is compared to the duty of *expeditiously* removing content upon receiving the rightholders’ notice would fail to sufficiently safeguard the users’ rights in practice.

On this point, the lack of notifying duties for OCSSPs regarding their actions also raises concerns. This absence of any obligation within the Article to notify the user about the
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decision and the reasoning of the decision about their upload and the actions to be undertaken accordingly by the OCSSPs conflicts with the guarantees of Article 47 of the Charter. A timely notification with sufficient information constitutes a crucial step to guarantee users’ right to an effective remedy. Sufficent information should include not only the decision of the OCSSPs but also the possibility of contesting that decision through the submission of a user-friendly counter-notice mechanism that has to process this counter-notice within a reasonable time period.

The procedural requirement fairness also comprises the requirement to provide sufficient reasoning for the decisions that would enable the parties to make effective use of the right of appeal. Thus, in line with the guarantees of the right to a fair trial, algorithmic enforcement itself must be designed in a way that it enables users to have access to the reasoning of its decisions, including the criteria used by the algorithm to ensure respect for the right to an effective remedy and a fair trial. As the automatically generated decisions regarding the user upload fail to provide any reasoning that would justify the blocking or removal that they operate, this algorithmic enforcement of the copyright required by Article 17(4) brings transparency, accountability, and contestability problems and consequently fails to meet the right to fair trial requirements. These interdependent principles require enforcement tools to disclose their methods and processes adopted while making an automatically generated decision, taking responsibility for this decision, and, perhaps most importantly, in the context of the right to a fair trial, be able to be challenged regarding the outcome of this decision. Thus, achieving transparent and accountable automated systems, an important requirement for the right to a fair trial is almost impossible as there are technical, regulatory and organisational challenges in place. For instance, as a technical issue, it is almost impossible to establish reasoning for the decisions of fast-learning neural networks because of their way of
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749 Tele2 (n 88), para 100; Bârbolecscu v. Romania (n 634), para 133.
750 Guidance (n 289), p.11.
Trade secrets can also pose an obstacle to the required transparency. As an organisational challenge, big OCSSPs are known for their refusal to share information regarding counter-notices received and the time needed for taking action. This lack of transparency, while going against expectations from platforms, also causes problems with estimating the effectiveness of the complaint and redress mechanisms in place. Therefore, problems with transparency constitute a big hole rather than a chink in the armour of the compatibility of automated tools.

For currently available automated enforcement tools meeting these standards is not possible, and neither will be possible in the near future as the technical obstacles regarding machine learning and algorithms explained in the previous chapter will remain. This makes the efficient implementation of Article 17(9), which ensures the obligations of Article 17 are proportionate, unlikely. Ensuring these standards and ensuring the decision-making in the platform is accompanied by sufficient reasoning with the human review is very challenging, especially considering the high risk of human review for all blocking and removal decisions being unfeasible in practice. Despite the wording of the article, which states that these complaints will be processed ‘without undue delay’, facilitating this human review is a challenging task for OCSSPs that requires significant sources, which only a number of OCSSPs have. Especially for the platforms which host a significant number of user-generated content, ensuring a prompt, case-by-case human review seems to be an impossible mission, in addition to being extremely disproportionate. In addition to many operational challenges, providing a human review to decide if the removed or blocked upload should be restored or not for every challenged decision, in practice, will lengthen the already lengthy process time of complaint and redress mechanism, which would result in incompatibility with right to a
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755 While some confidentiality is reasonable, in light with principle of proportionality, leaving the users in the dark concerning the removal or blocking of their lawful communications by these automated systems is not acceptable from fundamental rights perspective.
756 Annemarie Bridy and Daphne Keller (n 720).
758 Evan Engstrom and Nick Feamster (n 164).
fair trial as the assessment of the reasonable-time requirement obligates the organisation of the system that guarantees the decision will be delivered within a reasonable time.\footnote{Article 6 § 1 of the Convention; European Court of Human Rights, ‘Guide on Article 6 of the European Convention on Human Rights’ (2021) <https://www.echr.coe.int/documents/guide_art_6_eng.pdf> accessed 17 February 2022. The importance of administering justice without delays for the right to fair trial has been continuously underlined by the ECtHR as these delays endangers the effectiveness and credibility of the justice. See H. v. France, App no. 10073/82 (ECtHR, 24 October 1989), para 58; Bottazzi v. Italy [GC], App no. 34884/97, (ECtHR, 28 July 1999) para 22; Scordino v. Italy (no. 1) [GC], Application no. 36813/97 (ECtHR, 29 March 2006), para 224.}

However, as argued above, the wording “without undue delay” is more loosely defined than prompt blocking and removal duty and gives the impression of an “elastic timeframe” for the human review and the handling of the complaints.\footnote{Senftleben (n 292) 9.} Thus, there is a high chance for the human review safeguard to fail to function as envisaged by the lawmaker, therefore, fail to guarantee the right to a fair trial. In addition to that, it also fails to deliver the guarantees of freedom of expression and imparting information, as there is a high chance for the upload to lose its value during the processing of the complaint.\footnote{Poland v European Parliament, AG Opinion (n 272), para 188; Most of the user generated content is about current works and events; especially the ones which benefit from copyright exceptions such as review, parody and pastiche. This discussed in detail above under the impact on freedom of expression.} As this safeguard aims to ensure proportionate filtering and protect the freedom of expression of users, it would also bring the result of breaching the right to a fair trial for the reason of failing to provide effective and adequate safeguards against abuse of freedom of expression.\footnote{Słomka v. Poland (n 705), 69-70.}

Moreover, the objectivity of the complaint and redress, including the human review conducted by the OCSSPs’ employees, raises another issue regarding the fairness of the assessment for the user appeals. The decision-making body’s members would be appointed by the OCSSPs, which historically priorates rightholders’ interests as it aligns with theirs and the heavy obligations of Article 17(4) to ensure the unavailability of works provided by the rightholders’ comprehensive lists of works. This combination is likely to motivate staff to perform over-blocking. Leaving the important task of responding to complaints to OCSSPs as private companies which are not qualified to replace courts of law constitutes an “inappropriate transfer of juridical authority to the private sector”.\footnote{European Commission (2010), ‘Summary of the results of the Public Consultation on the future of electronic commerce in the Internal Market and the implementation of the Directive on electronic commerce (2000/31/EC)’ Available at http://ec.europa.eu/internal_market/consultations/docs/2010/ecommerce/summary_report_en.pdf; Poland v European Parliament, AG Opinion (n 272).} Leaving practical
solutions to private parties alone would bring significant adverse effects on the users’
fundamental rights, especially the right to a fair trial and an effective remedy, while
profundly affecting the transparency of the enforcement. It is unlikely for OCSSPs as
commercial entities to put their users’ fundamental rights protection over their platform’s
protection from liability. This biased nature of the operation will likely negatively impact the
assessment's independence and impartiality, resulting in Article 17(9) failing to satisfy the
guarantees of the right to a fair trial. Thus, the effectiveness of the human review alone is
questionable as this safeguard constitutes an ex-post remedy only, which takes place after the
automated decision of the OCSSPs regarding the upload already took place, and the human
review has doubts regarding its impartiality and objectiveness.

Thus, by looking at the problems examined within this section, one can say that the
traditional complaint and redress mechanisms under Article 17(9) do not satisfy the
requirements of the right to a fair trial as they fail to offer the users effective means of appeal
and any practical and effective tool to guarantee their fundamental rights. As the above
examination reveals that in-platform decision-making is riddled with different challenges that
impact users’ right to a fair trial, the importance of the requirement in the Article for Member
States to ensure that users have access to these other remedies becomes more significant for
users to be able to benefit their rights under Article 47 of Charter. With these further redress
tools, the procedural flaws within the in-platform redress mechanisms may be remedied with
the decision of the court or another body that settles disputes impartially.\textsuperscript{764} Other remedies
of Article 17(9) include out-of-court mechanisms and access to a court for asserting the use
of an exception or limitation to deal with erroneous removal.\textsuperscript{765} However, the appeal through
courts by users to challenge the final decisions of OCSSPs is known for its low application
rates.\textsuperscript{766} The litigation path is intimating the users with its costly, lengthy and complicated
operation, which requires a high standard of proof, and the fact that most of the time, the true
recovery of their rights is unlikely is making them unattainable.\textsuperscript{767} Thus, the compatibility of
this with the right to a fair trial, particularly the assessment of the reasonable time, is
questionable, considering that this would be most likely to result in the lawful content losing

\textsuperscript{764} Obermeier v. Austria, Application no. 11761/85 (ECtHR, 28 June 1990), para 70.
\textsuperscript{765} Recital 70 of CDSMD.
\textsuperscript{766} Jennifer M Urban, Joe Karaganis and Brianna Schofield (n 14), 46.
\textsuperscript{767} Jennifer M Urban, Joe Karaganis and Brianna Schofield (n 14).
its value during the appeal process, therefore, cause irreversible harm to right to freedom of expression and impart information.

The above discussion shows that the redress mechanisms alone likely to fail to offer effective remedies for users, therefore, failing to comply with Article 47 of the Charter; with the current counter-notice systems, users are often not able to put forward their legitimate defences regarding the erroneous decisions and also fail to provide a remedy regarding the takedown misuses. As these resolution tools fail to provide an effective check on erroneous decisions or excessive removals, they do not fit the requirements of the guarantee of an effective remedy and a fair trial; therefore, they also fail to solve the problems with over-enforcement and rectify the negative impact on the other fundamental rights efficient enough to ensure proportionality. Even though it is clear that the use of algorithmic tools without proper safeguards is most likely to result in the undesirable situation of weak protection of fundamental rights online, safeguards in Article 17 are subject to shortcomings that make the effective protection of fundamental rights and fair balance challenging. This shows, once more, that while endorsing automated enforcement measures which include extensive filtering and monitoring, Article 17 fails to fine-tune the competing interests and strike a fair balance between copyright protection and other fundamental rights.

As Article 17(9) plays an essential role in protecting the right to a fair trial and other fundamental rights of users, such as freedom of expression and the right to privacy, the need for a high degree of efficiency and reliability for this safeguard to work as intended should not be underestimated.768 Thus, in order to ensure compliance with the Charter and effectively implement Article 17 (9), the implementation should include various safeguards on different levels of content moderation to make the measure proportionate. National implementations should first require redress mechanisms that ensure human review to be implemented within the platform for users to challenge the OCSSPs’ decisions; second, they should ensure the availability of out-of-court redress mechanisms; and lastly, provide court-level appeals on the specialist court or equivalent impartial judicial authority that delivers timely decisions while being realistically affordable.

768 Axel Metzger and others (n 285), p.17.
3.5 Conclusion

By looking at the above discussion, the high-level enforcement required by the CDSMD brings a significant risk to the protection of fundamental rights. The enforcement of copyright, especially through the use of automated tools, motivated by the Directive’s strict liability regime, limits the exercise of various fundamental rights of the users online disproportionately. While the increased technological capability of automated copyright enforcement tools inspired the shift in online copyright enforcement law and policy, it was important for lawmakers to take this “man versus machine” scenario’s implications seriously while updating the regulation.

However, CDSMD gives incentives to OCSSPs to implement these automated copyright enforcement tools without indisputably ensuring the limits on their impact on fundamental rights. Considering the lack of transparency and other issues with these technologies examined above, in practice, the choice of technology, as well as the extent of use, are substantially up to platforms, and therefore, the dangers that this practice poses on fundamental rights are significant. For instance, there is no guarantee that these technologies will stick to their initial installation purpose; they can absorb and integrate some additional functions beyond the purpose of preventing copyright infringements.

Article 17(4)’s obligations open the door to disproportionate interferences with different fundamental rights and, therefore, to incompatibilities with the Charter, various regulations such as DSA and GDPR, and important principles of EU law such as fair balance. The fact that implementing upload filters is the only realistic option to avoid liability for OCSSPs, considering the challenges with licensing, worsens the disproportionate enforcement of copyright performed by the measures. The harms of this over-enforcement on users’ fundamental rights are often unrecoverable with the *ex-post* remedies that the Directive offers to users contrary to the *ex-ante* tools that rightholders are equipped with. These problems once more underlined the importance of the national implementation of Article 17 as the only way to ensure a fair balance between fundamental rights and respect to the principle of proportionality is focusing on the efficient safeguards for users’ rights during the implementation of the Directive.
In the Poland case, where the validity of Article 17 obligations in Article 17(4)(b)-(c) was in question, efficiently implemented safeguards that sufficiently limit the interferences of these obligations on fundamental rights in line with Article 52(1) Charter acknowledged as the way to ensure Article is striking a fair balance between competing fundamental rights, therefore, compatible with the Charter. However, achieving this in practice remains a significant challenge as it requires the Member States to put detailed and practically enforceable safeguards into their implementation by taking into account the problems with putting Article’s safeguards into practice. Thus, the stress on fundamental right-compliant implementation within the decision, together with the explicit statement of the obligation for Member States to interpret the provision in compliance with fundamental rights and the principle of proportionality, can be read as an obligation for Member States to avoid a literal implementation of safeguards and focus on the practical guarantees for the fundamental rights.

In order to ensure proportionality, fair balance and respect to fundamental rights, national implementations should not merely include the safeguards with a literal implementation of the Directive; they should specify concrete safeguards, especially against automated blocking of legitimate content. Moreover, national implementations must include clear sanctions for the failure to implement the safeguards in the Article in a way that sufficiently ensures the guarantees for users’ fundamental rights. The effective implementation of necessary safeguards to protect users’ fundamental rights and ensure overall transparency regarding online enforcement of copyright should be Member States’ priority as the overall assessment largely depends on how the Article's fundamental rights’ guarantees are interpreted.

Therefore, the main outcome to be drawn from this analysis is that although the obligations of Article 17 interfere with freedom of expression, data protection and right to privacy, and the right to a fair trial, the incompatibilities mentioned above can be resolved by implementing the safeguards effectively, in a way that limits the impact on the fundamental rights at stake and ensures the proportionality. Member states should take the implementation as an
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769 Poland v European Parliament (n 272), paras 84-97.
770 Poland v European Parliament (n 272), para 99.
771 Paul Keller, ‘CJEU Hearing in the Polish Challenge to Article 17: Not Even the Supporters of the Provision Agree on How It Should Work’ (Kluwer Copyright Blog, 11 November 2020)
opportunity to ensure more effective protection of the users' rights, especially for their legitimate uses and go further than the traditional approach of formal and procedural safeguards.\footnote{Maxime Lambrecht, ‘Free Speech by Design – Algorithmic Protection of Exceptions and Limitations in the Copyright DSM Directive’ (2020) 11 JIPITEC 68 <http://nbn-resolving.de/urn:nbn:de:0009-29-50807>.} First, the incompatibilities with freedom of expression, right to impart information and freedom of arts must be addressed since the scope of the effects of the Article’s measures on these rights is quite broad. As stated by the CJEU, Member States, in their implementation of the Article, “\textit{must take into account, ex-ante, respect for users’ rights}.”\footnote{Guidance (n 289); \textit{Poland v European Parliament} (n 79), para 85; \textit{Poland v European Parliament}, AG opinion, (n 272) para 193.} To strike a fair balance, there should be \textit{ex-ante} safeguards to ensure the legitimate uses that users can benefit from before the automated filtering, which can effectively prevent loss of freedom of expression, unlike the \textit{ex-post} complaint and redress mechanisms, which are identified as “additional” safeguard to Article 17(7) by the CJEU.\footnote{\textit{Poland v European Parliament} (n 79), para 93; \textit{Poland v European Parliament}, AG Opinion (n 272), para 174.}

The article’s misplaced reliance on the industry for balanced enforcement should be replaced with strong requirements regarding users’ fundamental rights protection, especially on users’ data protection and privacy, as the disproportionate interference of content monitoring systems cannot be justified with the IP rights protection, and with transparency obligations, especially regarding the complaint mechanisms. Their ineffectiveness also justifies that users also require \textit{ex-ante} tools to protect their fundamental rights, just like rightholders. This seems the only way to fix the inequality between all the actors of copyright enforcement and ensure that there is a fair balance between competing fundamental rights.

A copyright reform “\textit{that undermines the openness and free exchange of information at the heart of the Internet}”\footnote{Laurence H Tribe, “\textit{Stop Online Piracy Act}” (SOPA) Violates First Amendment.’ (6 December 2011) <https://www.scribd.com/document/75153093/Tribe-Legis-Memo-on-SOPA-12-6-11-1> accessed 13 July 2021.} does not constitute a reform; it is rather a deform. Lawmakers’ dream of perfect licences with a wide range of standard rules applicable to users EU-wide\footnote{European Commission, ‘\textit{Frequently Asked Questions on Copyright Reform}’ (\textit{Shaping Europe’s digital future - European Commission}, 22 June 2018) <https://ec.europa.eu/digital-single-market/en/faq/frequently-asked-questions-copyright-reform> accessed 18 May 2021.} has been crushed by the reality of automated content moderation systems. In order to ensure Article 17’s compatibility with fundamental rights and to prevent dystopic outcomes of these technologies, the implementation of the Article’s safeguards which would ensure strong and
efficient fundamental rights is the only way out. Now, the discussion will provide a different perspective by examining the incompatibilities with fundamental rights of OCSSPs to further support the necessity of efficient safeguards.

See Chapter 5.
Chapter 4: Impact of Article 17 on OCSSPs’ Fundamental Rights

4.1 Introduction

On the other side of the online enforcement equation, OCSSPs, as businesses, seek protection regarding their right to conduct a business which is enshrined under Article 16 of the Charter. The right to conduct a business has particular importance in Digital Single Market, especially when it comes to fostering a well-functioning and fair copyright marketplace.\(^{778}\) The freedom to conduct a business safeguards the economic and social benefits of the free market and helps with social and economic development by enabling individual aspirations and encouraging entrepreneurship and innovation.\(^{779}\) Thus, it is essential for a global industrial and cultural leader such as the EU to provide strong protection for the right to conduct a business in its cultural and creative industries. Especially in the online world, where developments and, in parallel, problems are taking place faster and on a bigger scale, this protection becomes vital. With the fast-paced world of technology, the developments can shift value between the different entities active in the online environment and affect the balance between those who own rights in digital content and those who provide technologies to navigate the Internet.\(^{780}\)

With the entry into force of the Lisbon Treaty, the right to conduct a business found its place for the first time in a legally binding document of primary law within the EU, namely, the Charter. This right provides the guarantee of freedom for businesses to operate without unnecessary state intervention. Even though the case law has not provided a clear definition of this freedom thus far, according to the case law of CJEU, this right contains the freedom to

\(^{778}\) Commission, Communication Promoting a fair, efficient and competitive European copyright-based economy in the Digital Single Market COM(2016)592: This Article is based on CJEU case law which has recognised freedom to exercise an economic or commercial activity. See Case 4/73 J. Nold, Kohlen- und Baustoffgroßhandlung v Commission of the European Communities [1974] ECR 491, para 14; Case 230-78 SpA Eridiana and others [1979] ECR 2749, paras 20 and 31 and freedom of contract See Case 151/78 Sukkerfabriken Nykøbing [1979] ECR 1, para 19, C-240/97 Spain v Commission [1999] ECR I-6571, para 99 and Article 119(1) and (3) of the Treaty on the Functioning of the European Union, which recognises free competition. This right is to be exercised with respect for Union law and national legislation. It may be subject to the limitations provided for in Article 52(1) of the Charter.


exercise an economic or commercial activity, the freedom of contract and free competition. The CJEU recognises not only the freedom to pursue an economic or commercial activity but also contractual freedom and the principle of free competition. Therefore, this right incorporates freedom to operate a business, enterprise and freedom of contract. This right applies to “all natural and legal persons” and covers any lawful profit-making activity, including the complete life-cycle of the business from starting up a company through the whole operation and the closing. However, in contrast to the freedom of expression that was examined previously, freedom to conduct business is unknown to other international human rights instruments, which causes its “weak” nature, and this brings various challenges. Most importantly, this nature caused a favoured stance regarding IP rights when the freedom to conduct a business was competing with the right to property, and this negatively affected the fair balance that had to be struck.

However, even though it appears to be a “weak right”, this right is recognised as having a strong potential, and this strong potential is reflected in the recent case law. The number of decisions that conduct a business occupies a prominent role increased from two in 2011 to twelve in three years. The fate of having a low success for the claims based on the freedom to conduct a business changed with the twin cases of Scarlet Extended and Netlog. Contrary to the early case law where the CJEU usually preferred to focus on the general principles of

782 Alemo-Herron v. Parkwood Leisure Ltd., Opinion of the Advocate General Cruz Villalón, para. 48.; Nold (n 778), Sukkerfabriken Nykøbing (n 778), para 19; and Spain v Commission (n 778), para 99.
783 Commission, ‘Explanations Relating to The Charter of Fundamental Rights’, 2007/C 303/02, 14.12.2007, p. 23. As described by the CJEU “the freedom to conduct a business includes, inter alia, the right for any business to be able to freely use, within the limits of its liability for its own acts, the economic, technical and financial resources available to it.” UPC Telekabel (n 49), para 49.
784 Companies or firms constituted under civil or commercial law, including cooperative societies, and other legal persons governed by public or private law, save for those which are non-profit-making. See Article 54 (2) of TFEU.
787 ibid.
EU law, such as fair balance and proportionality, in this landmark decision, CJEU held an injunction which obliges the platform to implement a complex, expensive and permanent upload filter systems at their own expense to be in a serious breach of Article 16.

The freedom to conduct a business acts as a limit on the actions of the Union in its legislative and executive role as well as on the actions of the Member States in their application of EU law. However, it is important to keep in mind that the freedom to conduct a business, just like other fundamental rights, is not an absolute right and is subject to limitations under Article 52(1) of the Charter. As is the case with all the fundamental rights of the Charter, a fair balance has to be struck by balancing the freedom to conduct a business against other fundamental rights. The restrictions that serve the purpose of protecting the general interest recognised by the Union or the need to protect the rights and freedoms of others can be placed on the exercise of this freedom. However, any limitation must respect the essence of those rights and freedoms and must be provided for by law, necessary and proportionate.

Another limitation comes from the fact that freedom to conduct a business is not applicable "across the board" as all rights of the Charter. However, the implications of the freedom to conduct a business should not be overlooked as the CJEU has construed ‘implementation by EU Member States’ broadly.

As this right is a historically overlooked right that creates a research gap within the literature regarding the effects of Article 17’s obligations on the freedom to conduct a business, for the future of the internet, filling this gap has the utmost importance not just for businesses, it is also important for users and rightholders as these platforms constitute intermediaries. For instance, as it has been confirmed by the CJEU that points (b) and (c) of Article 17(4) require platforms to employ automatic recognition and filtering tools, OCSSPs, at minimum, have to consider the impact of this obligation on their operation and overall to their business.
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792 Article 52(1) of the Charter.
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Thus, this chapter aims to identify the interferences with Article 17(4)(b) and (c) on the right to conduct a business to answer the question of to what extent Article 17 can be implemented in a way that is compatible with Article 16 of the Charter. While the freedom to conduct a business applies to all natural and legal persons, the measures imposed by Article 17 concern a subsection of these companies and firms. Therefore, initially, it is important to determine which providers fall under the scope of Article 17’s liability regime in order to examine Article 17’s impact on the freedom to conduct a business more clearly.

4.2 Impact of the scope of Article 17’s obligations on OCSSPs’ right to conduct a business

The OCSSPs definition and additional criteria, including the ones for the liability exemption, bring two problems regarding the compatibility with fundamental rights; first, the vague and ambiguous terms bring problems with the foreseeability principle, which requires the law to have a sufficiently precise formulation of the provisions to allow any individual to adjust his conduct accordingly to be in accordance with the law. Second, the quantity-quality confusion and inefficient safeguards bring problems with the principle of proportionality, which result in many challenges with the realistic application of this principle to practice.

To fall within Article 17’s liability regime, first, the platform in question should meet the definition in Article 2(6). This article defines an ‘online content-sharing service provider’ as a provider of an information society service of which the main or one of the main purposes is to store and give the public access to a large amount of copyright-protected works for profit-making purposes. In order to fall within the definition of OCSSP, a platform must have “storing and giving the public access to copyright protected subject matter” as one of their main purposes and should play an important role in the online content market, but how this “important role” can be identified is unclear therefore, open to interpretation. Also, despite the limitations on the scope placed by Recital 62, the OCSSPs definition within Article 2(6)

795 Yıldırım v Turkey (n 1), 57; RTBF v. Belgium (n 478), para 103; Altuğ Taner Akçam v. Turkey, App no. 27520/07, (ECtHR, 25 October 2011), para 87.
796 Recital 62 lists the exempt service providers which do not fall into the scope of OCSSPs, these include not-for-profit online encyclopedias, not-for-profit educational and scientific repositories, open-source software-developing and-sharing platforms, providers of electronic communications services as defined in European Electronic Communications Code, online marketplaces, business-to-business cloud services and cloud services that allow users to upload content for their own use. See Recital 62 of CDSMD.
797 Recital 62 of the CDSMD.
has a wider scope. Article 2(6) defines platforms according to the amount of copyright-protected works that they store and give the public access. For example, user-generated content platforms that host large amounts of works other than audio or video, such as news services that allow users to write comments or dating platforms that host their users’ photographs, could be subject to these duties if storing these works was accepted as one of the main purposes of these platforms. However, most of the time, the short texts and reference photographs within the news aggregators or the selfies on the dating platforms do not constitute copyright infringements due to E&Ls or simply the fact that being created by the users.798

This shows the “quantity-quality” confusion of the Directive once more, which results in equating hosting “large amounts of content” to hosting a large amount of infringing content. This confusion puts smaller OCSSPs with diverse uploaded content or the OCSSPs which are not online audio and video streaming services, under the same requirements as tech giants who play a central role in the online content market, therefore hindering proportionality.799 However, according to Recital 63, the concept of ‘large amounts’ should be decided on a case-by-case basis which, together with Recital 62, should help reduce the negative impact of the Directive’s misunderstanding of when a platform hosts large amounts of content it is certain that this content will be largely infringing. These limitations should help limit the scope of the platforms that are liable under Article 17 in a proportionate way. However, if the national implementations ignore the Recitals’ clarifications, there is a risk for these platforms to fall within the scope of the OCSSP and to be obliged to employ costly and complicated automated content recognition tools due to the copyright-protected content on their platform.800

Also, even if a platform meets the OCSSPs definition, Article 17(6) provides a limited liability regime for start-ups which meet the criteria. Directive’s “exemption” for the start-ups, Article 17(6), aims to provide a lighter liability regime for start-ups ensuring that the

799 Giancarlo Frosio (n 207) 728.; Axel Metzger and others (n 285) 8.
800 It is important to keep in mind that while the concept of ‘large amounts’ makes the OCSSPs definition vague, in the case of specified assessment factors this limitation would risk stretching or limiting the scope of the OCSSP and eventually being rejected by the CJEU as any specification would bring the risk of disturbing the harmonised application of the Article. See Matthias Leistner, (n 333). 19
burden on these new companies is proportionate\textsuperscript{801}; however, it is subject to many questions regarding its effectiveness and practicality. The article states that the new online content-sharing service providers which have been available to the public in the Union for less than three years and have an annual turnover below EUR 10 million have to demonstrate that they made the best efforts to obtain an authorisation and act expeditiously, upon receiving a sufficiently substantiated notice, to disable access to the notified works or other subject matter or to remove those works or other subject matter from their websites. This means that these start-ups do not have to comply with Article 17(4)(b) and (c) regarding future uploads. While this exemption may look protective of start-ups, in practice, especially stay down obligations might constitute heavy duties for start-ups that already have to face various financial, strategic, technological, political and economic risks as a fresh formation.

Once more, Article 17(6) reflects the “quantity-quality” confusion of the Directive, which results in being ineffective in protecting the start-ups.\textsuperscript{802} In practice, not many start-ups will be able to benefit from this exception since the criteria within the Article have to be met cumulatively. Also, taking into account the high levels of risks of the rapidly changing online world, it is highly likely for a start-up platform to stay as a start-up even after three years despite the exemption within the Directive. Moreover, there is no guarantee that the level of infringement within these start-ups will reach the level that requires such monitoring and filtering after three years. For instance, the German Ministry of Justice has calculated that an OCSSP with an annual turnover between EUR 1 and 2 million, which does not fall in the scope of the start-up exemption, would have to expect annual compliance costs of no less than EUR 175,000; this would easily drive an OCSSP with a profit margin below 10 per cent out of business as this amount excludes the costs of licenses and complaint and redress tools.\textsuperscript{803}

According to the Article, start-ups still have to make their best efforts to obtain an authorisation following Article 17 (4)(a), and they are obliged to provide notice and takedown services which includes setting up an “effective and expeditious” redress process for the users, and they will be still subject to injunctions. Moreover, when they have more than 5 million monthly unique visitors, they must undertake notice and stay down

\textsuperscript{801} Guidance (n 289); Digital Services Act also includes a similar exemption.
\textsuperscript{802} Giancarlo Frosio (n 207), 728.
\textsuperscript{803} Felix Reda, Joschka Selinger and Michael Servatius (n 326) 48.
obligations, which requires implementing costly upload filters. However, start-ups usually generate only a little or no profit at all; therefore, licensing costs constitute a substantial economic burden on these businesses, especially when the legal uncertainties regarding the scope of the obligation to make best efforts to obtain licenses are taken into account, which is examined above.\textsuperscript{804} It is hard to say that there is an exemption in practice considering that entering umbrella licences is disproportionately costly for start-ups as much as implementing a filtering tool that monitors all the files uploaded on the platform. Therefore, the options that have been presented by the Directive are economically unsustainable for start-ups.\textsuperscript{805} Many start-up organisations stated that the Article is far from constituting a real exemption for start-ups as there is no correlation between the age, turnover or users of the platform and the number of copyright infringements.\textsuperscript{806}

Moreover, the costs of licensing, takedown and redress systems and transactions of potential litigation will stand in start-ups’ way by adding a significant upfront investment condition to the business plan for the investors. Certainly, this condition would make the start-ups less attractive to the investors, making the competition for them even harder from the very start. Also, these would impact the clarity of the financial forecasts, which is a must for start-up business plans to raise finance from a bank or outside investors.\textsuperscript{807} In addition to these, the lack of guidance regarding the effective and proportionate mitigation measures available for start-ups would also negatively affect their operation.\textsuperscript{808} All these different factors would cause start-ups to have uncertain and risky business plans, making start-ups undesirable in the eyes of investors. Consequently, this will result in a lack of investment and unsuccessful financing, leading to more start-up plans failing and not seeing the light of day and consequently, many OCSSPs, which allow users to experience the internet, to not exist.\textsuperscript{809} In a broad sense, the overall legal uncertainty that Article 17’s regime is also likely to make start-ups less appealing to investors in addition to upfront investment requirements.\textsuperscript{810} Most
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significantly, there is a high degree of uncertainty around the suitability of the chosen filtering tool to satisfy the requirements of the Article's obligations, including the safeguards. Also, it would be challenging for a start-up to know in advance whether any particular filtering technology would be legally satisfactory as the technology evolves rapidly. 811

The importance of OCSSPs, specifically small platforms and start-ups, for the Digital Single Market should be considered when examining the proportionality of the Article’s obligations. The significance of the start-ups is undeniable as they are essential actors who historically drive the growth of the internet sector. 812 Also, one should keep in mind that the protection of the right to conduct a business and the application of the principle of proportionality is even more vital for start-ups and small and medium-sized enterprises as even minor interferences with their right to conduct their business are likely to have a relatively more significant impact on them. 813

Looking at the above challenges that impact OCSSPs’ right to conduct a business, one can say that the new regime of the CDSMD affects the full life-cycle of the businesses. Even if a start-up overcomes the problems with the legal uncertainty and finds funding for their businesses, the challenges continue to exist throughout their operation as they would face the high costs of implementing and maintaining the automated content recognition systems to meet the requirements of Article. Thus, the problems caused by the scope of the obligations which contribute to their interference with the right to conduct a business include the problems with the foreseeability of the liability where a platform cannot decide whether it falls within the definition of OCSSPs. Correspondingly, where this ambiguous definition is being stretched within the national implementations by benefiting from the vagueness of the definition, they include the risk of introducing disproportionate obligations to smaller
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813 European Commission, Commission Recommendation of 6 May 2003 concerning the definition of micro, small and medium-sized enterprises (2003) OJ L 124, 20.5.2003, p. 36–41. Article 2 defines SMEs as “enterprises which employ fewer than 250 persons and which have an annual turnover not exceeding €50 million, and/or an annual balance sheet total not exceeding €43 million”, and a small enterprise as one “which employs fewer than 50 persons and whose annual turnover and/or annual balance sheet total does not exceed €10 million.”
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platforms by including them into the scope of liability which is designed for the tech giants. In addition, the Article opens the door for disproportionate practices with its safeguards with questionable efficiencies, such as start-up exception, and related challenges that it brings with applying the principle of proportionality.

4.3 Compatibility of Article 17 with the Right to Conduct a Business

With the implementation of the CDSMD, the hosting safe harbour regime will no longer apply to the platforms besides those that do not fall within the definition in Article 2(6). Article 17(3) of the CDSMD clearly states that Article 14 of the ECD, which provides an exemption from liability for hosting services, will not be applicable when an online content-sharing service provider performs an act of communication to the public or an act of making available to the public under the conditions laid down in the Directive.\(^{814}\) Therefore, this new specific regime introduced by Article 17 contrasts with the previous safe harbour practice that was in place for more than twenty years for hosting platforms and is still in place outside of the EU.\(^{815}\) Thus, the introduction of this new regime for the platforms is likely to bring a lack of harmonisation as most of the OCSSPs are operating worldwide and disturb the global nature of the worldwide Internet. There is a high chance for this duality to harm the operation of OCSSPs. However, the negative impact will not only be on the individual platforms but also on the Digital Single Market and EU economy, and consequently, the global economy will have to deal with the undesirable aftereffects of this new regime.\(^{816}\)

Moreover, the obligations under Article 17 to avoid liability require platforms to either obtain costly and, in most cases, unobtainable blanket licensing agreements that should cover all the acts of communication to the public of their users or, in the absence of these agreements, implement automated tools that require costly software, hardware, and workforce to control the content uploaded on their platform.\(^{817}\) Thus, looking at Article 17, one can say that while


\(^{815}\) The notice and takedown mechanisms introduced by section 512 of the DMCA acquired the status of global law 512 of the DMCA; Section 112E, 116AA Australian Copyright Act; Copyright Act, R.S.C., 1985, c. C-42 (Can); Regulations for the Protection of the Right of Communication through the Information Network promulgated by the Decree of the State Council of the People’s Republic of China No. 468 of May 18, 2006.

\(^{816}\) Natalia E Curto (n 353).

\(^{817}\) Article 17(4) CDSMD.
4.3.1 Compatibility of Article’s Licensing Obligations with Right to Conduct a Business

According to the Article, an online content-sharing service provider performs an act of communication to the public or an act of making available to the public when it gives the public access to copyright-protected works or other protected subject matter uploaded by its users, and therefore, they should obtain authorisation from the rightholders. However, as a directive with the aim of fostering the development of the licensing market, CDSMD falls short of delivering provisions that would ensure that licensing would be the centre of the attention of platforms considering the challenges that OCSSPs need to tackle. As examined previously, in practice, obtaining direct licensing from the rightholders for all the acts of platforms’ users is not easy nor inexpensive.

Firstly, in the light of the best efforts requirement within Article 17 (4)(a), which constitutes a strict standard than simple diligence, OCSSPs are obliged to negotiate all relevant licenses, including but not limited to all the necessary and available collective licenses as there will always be the case of certain individual rightholders of singular works or very small-scale repertories being left out. Therefore, in order to meet the Article’s standards, first, OCSSPs should assess the content that they need to obtain licences for. This is a particularly challenging task as they need to guesstimate the categories of content that could be subject to future infringements as well as consider the current content on the platform, especially considering the various forms and different types of works that UGC incorporates. For that reason, platforms check all the content to determine the amount and scope of the licences that must be obtained, which cannot be conducted with a simple check. It is important to note that this might result in even the start-ups which benefit from the exemption in Article 17(6) implementing filters to comply with licensing obligations. Accordingly, to limit this
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extensive scope of content to be licenced, OCSSPs need to undertake risk management in which identifying and assessing risks is more complicated than their usual operation. On this point, it is important to consider that not all OCSSPs that fall in the scope of Article 17 are established large firms that can undertake this risk assessment in the same way. Especially for start-ups, this requirement can be identified as an unwanted burden in their business plan by the investors and affects their chances of finding funding significantly. The scope of the licencing obligation is also problematic as start-ups with limited sources are obliged to comply with the licencing requirements under Article 17(4)(a). Considering the challenges with licencing examined above, it is clear that Article 17’s licencing obligations put a disproportionate burden on start-ups with limited resources. In addition to that, the platforms which do not necessarily have large amounts of copyright infringements within their platform also might have to obtain costly blanket licenses from rightsholders whose portfolios are irrelevant to their business models.

Second, according to this assessment, OCSSPs must take all available licences relevant to the content they calculated within their assessments to cover all the current and future content on their platform. In addition to the costs of obtaining all the available relevant licences, one should bear in mind that, Article 17 requires OCSSPs to licence “copyright-protected works and other subject matter”, which include not just images, sounds, and videos; this broad scope of works also includes software codes, 3D printing files, written text. However, while the scope of the works that are obliged to be licenced is broad, the availability of licencing agreements is not. Especially for the platforms which significantly host user-generated content, finding and negotiating licences would be extra challenging as OCSSPs should obtain licences for a wide spectrum of works that could be subject to the creation of UGC.

Identifying the rightholder to obtain licences is not always easy, especially the identification of small-scale individual rightholders. On this point, by following the principle of proportionality, Guidance states that OCSSPs should not be expected to proactively seek out

823 Article 17(6) provides an exemption for only filtering obligations.
824 Felix Reda, Joschka Selinger and Michael Servatius (n 326).
rightholders who are not easily identifiable but identifies seeking out and engaging with rightholders for licences as the assessment criteria for best efforts standards, therefore, for the liability exemption.\textsuperscript{826} Even where the source for the licence is identified, this does not guarantee the authorisation since Recital 61 states that rightholders should not be obliged to give authorisation or to conclude licensing agreement to prevent any interference with contractual freedom.\textsuperscript{827} Thus, despite all the efforts of the OCSSP, where the negotiations fail, OCSSP might be liable regarding the past infringements and future ones, thus has no other option but to employ filtering to avoid liability around the subject works of the failed licensing agreement to eliminate any possibility of the availability of that work on the platform.\textsuperscript{828} The likelihood of this scenario has been proven within the stakeholder dialogues with the statements from rightholders that showed a lack of interest in licencing.\textsuperscript{829} Moreover, it is unclear what the OCSSPs’ liability status would be during these negotiations, which could be lengthy and would negatively impact OCSSPs, especially when the negotiations do not conclude with an agreement. Therefore, where the national implementation fails to provide the application of the principle of proportionality in Article 17 (5) to licensing obligations, these obligations can introduce far-reaching search and negotiating duties and introduce a disproportionate challenge for OCSSPs in practice.

Moreover, due to the duty of leaving contractual freedom unaffected, these rightholders are not under an obligation to provide such licences, and some clearly communicated their lack of interest in widely licensing their works to the OCSSPs.\textsuperscript{830} Even more worryingly, record labels are aware that by refusing to licence content, they can block the distribution of online music; currently, major record labels are refusing to licence works over long-term contracts, forcing a well-known music streaming service to renegotiate on a monthly basis.\textsuperscript{831} Similarly, as underlined within Chapter 3, it is not likely for rightholders to be willing to grant licences for the uses of their works for biting criticisms and parodies, even though this type of content constitutes the cornerstone of internet culture.\textsuperscript{832} Although there are initiatives within the

\textsuperscript{826} Guidance (n 289), p. 9-10.
\textsuperscript{827} Recital 61 of CDSMD.
\textsuperscript{828} Guidance (n 289), p.10.
\textsuperscript{830} ibid.
\textsuperscript{832} Martin Senftleben, (n 292) 5.
Collective Management of Copyright Directive for rightholders to get into the licencing agreements, it is important to bear in mind that such regulation only focuses on providers of online services which make use of musical work.\(^{833}\) In contrast, the scope of the copyrighted works and other subject matter that OCSSPs need to obtain necessary authorisation is way broader than just musical works.

It is important to note that, despite being presented as a solution for these problems that Article 17 brings,\(^{834}\) collective licences are not without their own challenges. Firstly, the fact that these agreements are not available for every type of content category constitutes a big challenge. Many Member States do not have an organised system where rightholders are represented by collective management organisations, which does not help with the challenge of finding rightholders and negotiating with them. The current situation with the fragmented CMOs and the available licencing packages they offer paint a hopeless picture regarding the availability of EU-wide umbrella licences for OCSSPs.\(^{835}\) The availability of these collective licenses is limited to musical works, which is the only area in which collective rights management is well established, while the content on OCSSPs is diverse, with a focus on audio-visual works.\(^{836}\)

A related problem regarding the possibility of umbrella licences is their territoriality. While copyright is territorial, the Internet is not. While the article, in a way, expects platforms to fulfil their users’ need for borderless use of all types of content, obtaining multi-territorial licences for digital uses is not possible for any content besides musical within the “highly fragmented” collective management landscape of Europe.\(^{837}\) Umbrella pan-European licences, particularly for user-generated content, are likely to remain a pipe dream; even if a collecting society offers one, it will be confined to the specific repertory for which the collecting society has cross-border rights.\(^{838}\) There are many different challenges that the
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OCSSPs have to tackle to obtain umbrella licences for the present and future content on their platform. First, there is no statutory rate for licenses that need to be obtained from different collecting rights societies; these licensing fees are subject to negotiations. Second, OCCSPs must clear the performance and communication to the public rights of the content in question, which would require obtaining different licences from different collectives. This fragmentation makes the licencing obligation more laborious, time-consuming and expensive for OCSSPs, especially considering the need to get cross-border licensing.839 Where the required umbrella licenses cannot be obtained, the OCSSPs should licence per amount of infringing content available on the platform, which also requires monitoring all the files uploaded on the platform, which is an option that is costly and even more harmful to the fundamental rights.

Even where the dream of widely available, comprehensive and multi-territorial collective licences comes true, problems with individual licences with small rightholders would remain. Unlike collective licensing agreements regulated by The Collective Management of Copyright Directive840, these indvial licensing agreements and negotiations are not governed by any specialised EU-level rules that would ensure a balance between rightholders and OCSSP. Also, these licences will only cover the users’ private activities that do not generate significant revenues. Thus, in practice, this might require platform creators who generate revenue via their uploads to obtain their own licences. This can leave the “viral” uploads of regular users and uploads that have any financial effects, including out-of-platform revenue out of the licences that OCSSPs obtained for their users’ uploads. This introduces a complexity which would affect the liability of the platform. In order to minimise the risk of liability, platforms should ensure that they inform professional and semi-professional creators about the lack of coverage regarding their uploads when informing their users about the available licences for their uploads. On this point, it should also be kept in mind that there are cases where the uploader user has an individual license for the work that is included in their upload. The question of whether this licence covers the OCSSPs’ act of communication to the public depends on the approach to follow regarding the OCSSP participation; if the act of hosting is accepted as a second independent infringing act, it can be argued that the user

authorisation would not impact the OCSSP liability. While this approach results in imposing a disproportionate burden on OCSSPs, Recital 69 states that authorisations granted to users will cover the act of communication to the public of the service provider, therefore, will eliminate the obligation of the OCSSP to obtain authorisation as there is only one act of infringement performed by the uploader user. Thus, as the licenses under Article 17(2) would not cover the uses of copyright-protected works by the creators since their uploads earn revenue, this would bring additional problems for OCSSPs, creators and even the rightholders that prefer the ‘monetisation’ option offered by many leading OCSSPs. However, within the CDSMD, there is no answer to those problems.

Despite being addressed in structured stakeholder dialogues, these issues with licensing and related legal and contractual difficulties remain significant challenges that OCSSPs need to tackle to be able to operate within the EU. The burden of the duty to obtain licences that cover an open-endedly wide selection of content on OCCSPs raises questions about the compatibility with the principle of proportionality. In some parts, Article 17 indicates obligations that would be either impossible or disproportionately burdensome for the OCSSPs, thus, failing to effectively serve the aim of improving and facilitating the licensing practices. These challenges, which in some cases show themselves as impossibilities regarding obtaining the required authorisation via licensing agreements, leave OCSSPs with no option than turning their face to filtering technologies which bring even more challenges than licensing obligations. All these issues show the disproportionate nature of the licensing obligations of Article 17, which interfere with OCSSPs’ right to conduct a business.

841 Art. L. 137-2. IV Code de la propriété intellectuelle (IPC).
842 This enables the rightholder to monetize the video by running ads on it and take the revenue. See YouTube, ‘Learn about Content ID Claims’ (YouTube Help) <https://support.google.com/youtube/answer/6013276?hl=en> accessed 23 August 2022.
prevent this, national implementations at least should clarify the ambiguities mentioned above concerning the “best efforts” standards and licensing practices and concepts such as fair conditions for licensing agreements. These can be identified according to updated guidance to ensure the impact on the right to conduct a business by the licensing obligations is proportionate.  

4.3.2 Compatibility of Article's Filtering Obligations with Right to Conduct a Business

In the absence of licencing agreements, OCSSPs must ensure the unavailability of specific works and other subject matter and make “best efforts” to prevent their future uploads. In practice, OCSSPs have to employ automated content recognition technologies to locate as many instances of infringing content as possible in a proactive manner and ensure compliance with Article 17(4). This means that platforms need to actively monitor all the information passing through their platform to filter and block works using automated content recognition tools. However, in terms of the necessity principle, the degree of interference is the key consideration when assessing whether the filtering and stay down obligations of Article 17 might be considered necessary to achieve the legitimate aim of protecting copyright. Moreover, regarding the proportionality principle, the scope and application of monitoring, filtering and blocking must also be appropriate, respecting the fair balance.

The freedom to conduct a business has been a popular tool for fair balancing; the CJEU used this freedom as a counterweight in various decisions. Court often underlined the importance of striking the fair balance between the protection of the intellectual property right enjoyed by those rightholders under Article 17(2) of the Charter and, on the other, the right to the freedom to conduct a business enjoyed by service providers under Article 16 of the Charter. For instance, a requirement for the instalment of this type of filtering system is found to be infringing the freedom to conduct a business under Article 16 in twin cases.
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Filtering was identified as an unnecessarily complicated and costly procedure which creates barriers to legitimate trade, therefore, would result in a serious infringement of the right to conduct a business of a typical example of OCSSP, the social network Netlog, in addition to being incompatible with the fair balancing of the competing fundamental rights. Moreover, it has been underlined that the modus operandi of the filtering systems, which has a general and partly unspecified scope of the required filtering, the persons concerned and the communications affected by the monitoring in addition to the intensity of the monitoring to be carried out constitutes an important cause for filtering obligations to be disproportionate and incompatible with the right to conduct a business. Thus, the pre-Glawischnig-Piesczek case law established that where the filtering system that needs to be implemented by the OCSSPs involves monitoring the entirety of the information passing through their platform, this would require the platform to carry out general monitoring, which, in addition to being prohibited by EU law, puts a disproportionate burden on OCSSPs and disturbs the fair balance. Even where this monitoring is accepted as not constituting general monitoring in line with Glawischnig-Piesczek, OCSSPs still need to face the significant technical and financial burden that this wide-scale monitoring and filtering would interfere with their right to conduct a business.

From the OCSSPs' perspective, obligations under Article 17(4) bring the risk of the economic cost of the installation and maintenance of these filtering systems, which is impossible to be determined a priori. This lack of foreseeability regarding the costs brings the risk of filtering obligations to infringe the very substance of the freedom of an OCSSP to conduct a business. There are many cost items related to these systems, including searching for and testing the system itself, the investment costs, the engineering and management costs of the project or recurring maintenance and operational monitoring costs. Filtering systems require both human resources, such as user support teams and technical resources, such as software and hardware, to operate. Costs involve the technological integration of external filtering products into the platform as well as customer support for both rightsholders and users. Thus, the complex technical solutions to prevent the availability of copyright-protected
works that OCSSPs have to employ to meet Article 17’s requirements would constitute a high cost considering the total expense of implementing, operating and maintaining such automated content recognition tools. In addition to the costs, there are other challenges that OCSSPs need to face, such as the complexity and permanency of filtering. Therefore, this chapter examines the compatibility of Article 17(b) and (c) by focusing on the challenges of implementation of filtering tools which include challenges such as cost and complexity of filtering and operation and maintenance of them, which adds permanency of filtering to these challenges which bring the interferences with the right to conduct a business.

4.3.2.1 Challenges with the Implementation of Filtering Tools

First, platforms need to deal with the implementing costs unless the OCSSP in question is in a place that can develop its own content moderation system. In that case, there are different challenges that the platform needs to tackle. First, finding the algorithms and the staff that are skilled in implementing them is quite challenging as the availability of both is not high.857 As not many skilled staff are available, accessing and attracting them is hard for businesses other than large and established companies which are no more than a handful.858 Unlike the rest, these big tech companies can provide skilled experts’ requirements without worrying about their finances and be the more desirable employer overall. Second, the availability of high-quality data sets to train the AI-enabled systems also may pose an obstacle for the OCSSPs. Unlike the data sets that are being used to identify harmful content, there is no framework to encourage the sharing and exchanging of datasets used to identify copyright infringement.859 Lastly, the availability and the costs of computational power required to train the developing system and interference with the operating system can also constitute a barrier to smaller platforms. If an OCSSP can tackle all of these problems without disproportionately interfering with their right to conduct a business, they would be taken only one of the steps to satisfy the level of enforcement expected from them by the Directive.

857 Cambridge Consultants (n 367) p. 63.
However, one should keep in mind that this scenario of developing own tools is not applicable to most of the platforms. Developing their own automated content recognition system is not even an option for most platforms as it requires significant economic, technical and human sources that only a few can afford. For instance, by 2018, Google had invested at least $100 million in building YouTube’s Content ID software, including staffing and computing resources. SoundCloud has estimated that it has spent approximately €5m on such technologies, not including the costs of the licensed tool they are using in combination. However, one should keep in mind that the definition of OCSSPs in Article 2(6) has a more extensive scope that embraces the smaller platforms too. Therefore, many OCSSPs need to consider the cost of implementing the filtering technologies which are already available on the market, which would impact their finances considerably.

One of the widely licenced software is Audible Magic which describes itself as automated proactive filtering. This is the same software that was subject to the injunction in SABAM cases in which CJEU found the requirement of implementing this software in a serious infringement of the freedom of the hosting service provider to conduct its business for the reason that the implementation of this permanent computer system at the platforms own expense is complicated and costly. Contrarily, this software has been presented as the cheap alternative for Content ID by the VP for the Digital Single Market. Moreover, the Impact Assessment claimed that “a small scale online service provider with a relatively low number of monthly transactions can obtain such services as from €900 a month.” However, the starting price of €900 a month estimate is applicable for this tool to filter a maximum of 5,000 music files only. For the significant majority of the OCSSPs, being able to operate with this low level of files is not a realistic expectation. Therefore, the actual cost of this tool would be way much higher as, while the company is non-transparent regarding

862 YouTube and Cyando, Opinion of Advocate General Saugmandsgaard Øe (n 77), para 222.
863 Scarlet (n 16), para 48, Netlog (n 16), para 46.
the costs, evidence suggests that medium-sized platforms engaged in file-hosting services paid between $10,000 and $50,000 a month of licensing fees just to use Audible Magic’s filtering tool in 2011.\footnote{\text{Jennifer M Urban, Joe Karaganis and Brianna Schofield (n 14); Another source states that, for mid-sized streaming platforms, the company is quoting on average $30,000 to $60,000 per month of licensing fees. See Evan Engstrom and Nick Feamster (n 164) 22.\text{ ‘Customers and Partners’ (Audible Magic) <https://www.audiblemagic.com/customers-partners/> accessed 7 October 2022.}}

It would be hard to say that there is a functioning market for providing content moderation services that focus on copyright enforcement. Unlike the services that focus on moderation regarding illegal content such as hate speech and child pornography, copyright enforcement is not the focus of various large and small companies; there are not many options for the OCSSPs to choose from. Audible Magic seems to have a monopoly in the market as most of the leading user-generated platforms, such as Twitch, Tumblr, and Dailymotion, are using the company’s technology for content recognition.\footnote{\text{‘Customers and Partners’ (Audible Magic) <https://www.audiblemagic.com/customers-partners/> accessed 7 October 2022.}} Therefore, it is unlikely for this market to experience a reduction in prices and an increase in performance as there is near-zero competition. Thus, this monopoly within the providers of copyright enforcement tools would negatively affect the OCSSPs’ conduct a business as they will be forced to implement the only widely available tool with an extensive database of copyright-protected work. Therefore, unless these services are also accessible to medium or small-sized OCSSPs, it is hard to avoid the negative impact on the right to conduct a business by Article 17.

However, the licensing fees paid to the third-party provider amount to only a portion of the total costs associated with fingerprinting software. In addition to these fees, filtering systems require integration with existing systems and additional operational work, and the initial setup costs should also be considered.\footnote{\text{Audible Magic’s setup fee was $2,500 in 2017. See Herman Rucic, ‘There Are Some Things Money Can’t Buy ...’ (Copybuzz, 21 June 2017) <https://copybuzz.com/copyright/things-money-cant-buy/> accessed 18 October 2021.}} At this stage, one must keep in mind that there is a widespread shortage of suitably qualified staff skilled in implementing these automated tools, which disproportionately impacts smaller businesses that would have a hard time employing and retaining skilled staff.\footnote{\text{Cambridge Consultants (n 367).}} Especially recruiting staff for widely used AI technologies is extra challenging and costly as their skill sets are in high demand within the technology industry. Thus, considering the need for employing human resources for the required automated tools, the cost of implementation becomes an even heavier burden on the OCSSPs.
4.3.2.2 Challenges with the Operation and Maintenance of Filtering Tools

The cost of filtering technologies is not limited to the implementation phase as these tools are being introduced permanently; OCSSPs should maintain and improve these technologies. It has been confirmed that in order to meet the requirements under Article 17(4)(b) and (c), OCSSPs have to implement automated content recognition tools that would monitor and filter the content.\textsuperscript{870} According to the Article, platforms must ensure the unavailability of specific works and other subject matter and disable or remove such works in addition to preventing their future uploads.\textsuperscript{871}

One of the significant challenges derives from the vague wording of “specific works and other subject matter” as it indistinctly extends the liability of OCSSPs. The ambiguous wording creates a wide and unclear scope for the types of filters that should be employed by the OCSSPs to avoid liability under Article 17. While this raises questions regarding Article 17’s compatibility with the foreseeability principle, in practice, this will likely result in platforms being obliged to implement different filters for different types of content.\textsuperscript{872} However, it must be added that the intention of the lawmaker with this is to achieve a future-proof regulation that can keep pace with changing circumstances.\textsuperscript{873} However, in practice, where filtering obligations constitute a disproportionate practice by disturbing the fair balance between the protection of copyright and the right to conduct a business, this ambiguity would introduce a substantial burden which interferes with the OCSSPs’ right to conduct a business.\textsuperscript{874}

One can assume that “specific works and other subject matter” covers all kinds of content, ranging from pictures, graphics, sculptures, literary works, sound recordings, music, 870 Poland v European Parliament (n 79), paras 53-54.
871 Article 14(b), and (c) CDSMD.
872 As one of the “quality of law” requirements of the ECtHR, the law must be sufficiently clear for individuals to conduct themselves in accordance with its commands. See Council of Europe/European Court of Human Rights, ‘Article 7 The “Quality of Law” Requirements and the Principle of (Non-)Retrospectiveness of the Criminal Law under Article 7 of the Convention’ (Research and Library division, Directorate of the Jurisconsult 2019)<https://www.echr.coe.int/Documents/Research_report_quality_law_requirements_criminal_law_Art_7_ENG.PDF> accessed 13 October 2021
873 Poland v European Parliament (n 79), para 74.
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choreographies, and even architectural works. However, as mentioned in Chapter 3, currently, there is no content detection tool available that can filter different types of content with only one filter. These technologies are designed to operate on a single media type, and for the widely-used fingerprinting algorithms, this is usually audio. The reason behind this limitation is merely technical; binaries are not amenable to the signal processing techniques used by other media fingerprinting systems; hence fingerprinting a binary executable is currently not possible.\textsuperscript{875} This means that the OCSSPs cannot use audio filtering technologies to identify and filter video, images, text, or binary executable files such as software programs.

As there is no definite answer for the types of works that are protected under Article 17 and should thus be filtered, in order to avoid liability, platforms are obliged to implement numerous different filters. This would constitute a big financial hit for user-generated content platforms as they usually permit their users to upload different types of content, such as written text, images or files, including designs for 3D printing or software code.\textsuperscript{876} Even the implementation of multiple filters does not automatically mean that platforms will be able to filter all of the content on the site as required by the Article. While UGC platforms permit users to upload written text, software code, images or files, including designs for 3D printing and gameplay footage, the available tools have no technological capability to examine each upload for its unique features.\textsuperscript{877} For instance, a platform that hosts sheet music for any instrument is left entirely helpless in this situation as no automated content recognition tool exists that filters all sheet music being uploaded on their platform, and they do not have the sources to develop these tools by themselves.\textsuperscript{878} In other words, despite the level of advancement of the tool that they implemented, it is not likely for OCSSPs to fail to uniquely identify all “other” types of “subject matter”, therefore, avoid liability under Article 17.

As pointed out previously, the difficulty of adapting content recognition and filtering to the extensive content that users can upload will always remain a limitation that makes it fundamentally difficult to perform automated content identification in line with Article’s obligations. A related technical issue that limits the operation of filters stems from the
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\textsuperscript{877} \textit{Poland v European Parliament}, Opinion of Saugmandsgaard Øe (n 272), para 67. Discussed in detail in Chapter 3.
databases. In order to operate successfully, filtering technologies require access to the file in question to compare the upload to the original file to detect the infringement.\textsuperscript{879} To ensure the proper functioning of upload filters, OCSSPs must maintain a reference database to be able to filter large amounts of content efficiently. The great amounts of material, which includes numerous different content categories uploaded on the platforms, make creating a database for copyrighted content extremely challenging. First, the existence of a reference database for copyrighted content is in the hands of rightholders more than OCSSPs, which unsurprisingly brings additional problems for these platforms.\textsuperscript{880} In order to create such databases, initially, rightholders must submit accurate data to platforms which could be fingerprints or hashes of their copyrighted content. However, there are many cases where rightholders refused to provide the required data to some OCSSPs.\textsuperscript{881} As examined in Chapter 3, there are also many examples of faulty information provided by the rightholders to the OCSSPs for their reference databases, as well as examples of rightholders intentionally declaring ownership of the works that they do not hold the rights, including works of public domain.\textsuperscript{882} This would result in improper filtering, liability and disputes, which would be reflected in the OCSSPs’ finances. However, this disproportionate liability on OCSSPs is likely to be avoided by considering the principle of proportionality and the elements in Article 17 (5) for the assessment of compliance with the Article’s obligations in addition to Article 17(4) and Recital 66. Additionally, maintaining such databases requires a significant storage capacity and prompt content analysis abilities, which bring extra and considerable costs for the OCSSPs.\textsuperscript{883} Also, one should keep in mind that most of the databases are non-interoperable, which introduces an additional challenge for OCSSPs to create and maintain such databases to ensure the efficient functioning of the filters.\textsuperscript{884}
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\textsuperscript{881} IFPI refused to provide fingerprint data to one hosting site, which left this platform unable to implement their audio fingerprinting tool effectively. See Ernestro Van der Sar, ‘4shared: Copyright Holders Abuse Google’s DMCA Takedown System’ (Torrent Freak, 23 November 2016) \texttt{https://torrentfreak.com/4shared-copyright-holders-abuse-gooles-dmca-takedown-system-161123/} accessed 14 October 2021. Cf Recital 66 of CDSMD which states where this lack of active cooperation prevents OCSSPs to make their best efforts, they will be not liable for unauthorised acts of CTTP of such unidentified works or other subject matter.
\textsuperscript{882} Felix Reda, Joschka Selinger and Michael Servatius (n 326) 27; Annemarie Bridy (n 191).
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Thus, especially for the platforms that host user-generated content, creating and maintaining a reference database for the broad spectrum of works that are and could be subject to the creation of UGC seems truly difficult. Therefore, in order to avoid liability under Article 17’s regime, unless databases were centralised, it is essential for OCSSPs to compare every fingerprint against numerous databases for numerous rightholders and numerous types of material. Naturally, this will lead the costs of implementation of Article 17 to increase dramatically. Moreover, since the OCSSP would need to deploy multiple upload filters to detect every work individually, using each supplementary database would also duplicate the implementation costs. Even where the platforms are employing technology from other software companies, this problem persists. It is important to keep in mind that, in Netlog, the Court found the injunction for the social media platform Netlog to employ filtering for only one type of media, namely music, as disproportionately costly.\textsuperscript{885}

Also, there are more technically and financially demanding cases for OCSSPs in which, in order to make the upload filter operate, they should break encryption measures so the content can be identified and matched by the filter.\textsuperscript{886} Even an OCSSP has overcome forenamed challenges; filtering systems have serious adaptability and accuracy problems, which reflect a financial burden on the platform.\textsuperscript{887} There is no software available that can provide a solution for all the different challenges that rich and diverse content brings. Therefore, there is no doubt that this burden on the platforms that host multimedia creations that combine various types of content forms, such as user-generated content platforms, would also be disproportionately costly.

Additionally, one must keep in mind that not all automated content recognition tools can provide mechanisms that undertake complicated copyright management problems, such as disputes between several rightowners concerning rights on a specific piece of content or user disputes.\textsuperscript{888} On this point, OCSSP has to consider their obligations in Article 17(7), which requires them to place filtering systems that would not interfere with legitimate uploads and allow users to benefit from copyright exceptions and limitations. Ensuring the fundamental
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right-compliant operation of these filters is important as OCSSPs might be held accountable to their users for failing to ensure the availability of legitimate uploads depending on the national implementation of Article 17. This would require OCSSPs to employ systems with low false positive rates which at least requires implementing costly automated content recognition tools. As mentioned in Chapter 3, there is no guarantee for the legitimate uses that need to be safeguarded under Article 17(7), even where the platform employs sophisticated automated filters. However, these shortcomings of automated content recognition technologies can directly trigger the OCSSPs’ liability both for infringing content and failure to ensure legitimate uses. Moreover, where over-blocking takes place, there will be additional costs that would also directly impact their right to conduct a business, such as reputation damage and lower profit when these erroneous decisions push off the frustrated users and advertisers to the competitor platforms, which would also bring lower growth and opportunity costs.

In addition to the costs examined above, OCSSPs have to consider the costs of developing multiple legal strategies for their worldwide operation to deal with the different systems introduced by the new regime of the CDSMD. Meaning that, to comply with Article 17(4) and (7), the same content must be blocked by the OCSSPs in one member state while it has to go and stay online in another because of the different jurisdictions of the Member States would have different rules regarding the permitted uses of the content such as different E&L. Therefore, to tackle this complex issue, some OCSSPs might need to implement geo-blocking technology which has been found as not helpful for platforms, frustrating for users and as it decreases the cross-border e-commerce, conflicting with the goal of Digital Single Market strategy. Therefore, naturally, the burden of these new obligations will reflect on the platforms’ economy. Moreover, these compliance costs would be most likely to result in OCSSPs cutting their investments and abandoning or avoiding certain markets where burdensome obligations are imposed.
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Moreover, considering the goal of providing a future-proof provision with Article 17, in the future, platforms likely will need to develop more complex and sophisticated technologies, such as machine learning to undertake the filtering obligations in a way that meets the best efforts in accordance with high industry standards of professional diligence. This improvement of the systems is also important for ensuring the effectiveness of one of the important safeguards of Article 1(7), which requires these filters to not interfere with legitimate uploads. As argued previously, with the help of AI systems, the instances of false positives can be held to an acceptable level, and the suitability of these filters can be improved. However, while expecting these from OCSSPs to achieve a freedom of expression compliant enforcement of the Article, the compliance with the freedom to conduct a business must not be overlooked.

These challenges show the significant potential of Article 17’s obligations to interfere with the right to conduct a business. In consequence, all these issues examined above would have a detrimental effect on the OCSSPs’ freedom to conduct their business under Article 16 of the Charter of Fundamental Rights of the EU and the efficiency of the principle of proportionality safeguard in Article 17(5). Thus, no matter if the OCCSP is developing its own software or outsourcing it, implementation, operation and maintenance of these upload filters come at a relatively high cost. Moreover, in addition to the aforementioned challenges and costs, OCSSPs have to invest in human resources to apply policies and monitor compliance with the requirements, such as tracking and managing user appeals.

4.3.2.3 Cost of Human Moderation

The cost of the human workforce, including human review teams for moderation, is not something that OCSSPs can ignore while calculating the cost of the implementation of these technologies and considering the proportionality of the Article’s obligations. As mentioned above, in addition to the hardware and software that content recognition tools require to maintain moderation, apply policies, and monitor compliance with the requirements, these technologies require a human workforce. Thus, in order to meet the content moderation requirements of the Directive, including the safeguards for freedom of expression in Article
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17(7) and 17 (9), OCSSPs have to employ human moderators to maintain a multi-phased workflow.

Even though the content moderation approach varies across platforms, to meet Article 17’s standards, it needs to contain moderation performed by both automated systems and human moderators. These human review teams do necessary controls regarding the blocking decisions of the upload filters, review flagged and reported content by the users and review complaints regarding wrongful takedowns and blockings. Therefore, their workload is heavy; these teams have to review vast amounts of content to help the platform moderate the uploads effectively and promptly. The latest transparency report from Google shows that almost 1 million videos required reactive moderation in 6,278,771 total videos removed between April 2021 and June 2021.

Manual review by the human teams is compulsory for the complaints under the CDSMD as it explicitly requires the employment of human review teams as a part of the mandatory complaint and redress mechanisms that need to be put in place by the OCSSPs. Moreover, Recital 70 states that these teams need to process any complaint without undue delay, which would require OCSSPs to employ voluminous teams with many human moderators to ensure these complaints are being dealt with by the human teams promptly. Therefore, the vast quantities of content on the platforms, in addition to the duty to provide effective and expeditious complaint and redress mechanisms supported by human review, point out the necessity to employ considerable numbers of human moderators for the human review teams for OCSSPs. The cost of this employment would most likely be a significant burden on the shoulders of OCSSPs, especially the smaller platforms’ finances would take a hit from it as the duty of providing the human review includes takedown decisions which OCSSPs of all sizes are obliged to perform according to the Article.

Considering the fact that ensuring the legitimate content is not being affected is even more important for OCSSPs than ensuring the unavailability of copyright protected works to satisfy

895 Recital 70, Article 17(4) and Article 17 (9) of CDSMD.
897 Article 17(9) of CDSMD states that “complaints submitted under complaint and redress mechanism shall be processed without undue delay, and decisions to disable access to or remove uploaded content shall be subject to human review.” Also see Recital 71 of CDSMD.
the best efforts standards, platforms must ensure they implement safeguards in Article 17(7) and 17(9). Thus, human review plays a significant role within the platforms’ content recognition systems and their liability under Article 17, as prompt correction of the filters’ decision via this *ex-post* safeguard is essential to ensure that the impact of the erroneous decisions on various fundamental rights of users is limited. There are real-life examples that show the importance of human review teams; for instance, in 2020, when YouTube decided to reduce the number of human review teams, a considerably greater percentage of filter decisions were overturned on appeal.

Thus, considering the Directive’s comprehensive scope of OCSSPs, it is likely for Article 17(4)’s filtering measures to impose significant challenges for the platforms’ finances and impact their right to conduct a business. The fact that there are already voluntary practices of upload filters fails to provide an efficient counter argument for the argued impact on the right to conduct a business as this practice has been mostly undertaken by the “tech giants” with extensive sources and the application of these filters are usually limited to a certain type of copyright protected work or certain rightholders’ works which would significantly decrease the cost of filtering compering to the comprehensive filtering that OCSSPs employ to comply with Article 17(4). In order to comply with Article 17’s obligations, including ensuring the effectiveness of the Article’s safeguards, even the OCSSPs with the most sophisticated filtering mechanisms must make significant adjustments.

Therefore, the filtering obligations would bring various challenges for the operations of OCSSPs, and most of these show themselves as unforeseeable, serious and permanent costs for their businesses. While trying to tackle problems with the implementation, operation, and maintenance of these tools, platforms must ensure that they keep up with the technology and improve these tools to provide high industry standards of professional diligence. However, this list of burdens that Article 17(4) brings on the OCSSPs does not stop here; in addition to licensing and filtering, OCSSPs must ensure the smooth operation of notice and takedown and notice and stay down systems.
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4.3.2.4  Impact of Notice and Takedown and Notice and Stay down on Right to Conduct a Business

OCSSPs have to comply with Article 17(4)(b) and (c), and therefore will be required to verify notifications submitted by rightsholders and will have to provide the notice and takedown and stay down services for anyone who claims to be a rightsholder upon receiving their “sufficiently substantiated notice” for takedown and “relevant and necessary information” for stay down. According to the Guidance, this duty applies to different scenarios, such as when some content that cannot be recognised due to technical limitations becomes available despite the fact that OCSSPs have “made their best efforts” to avoid unauthorised content under Article 17(4)(b) or when rightholders send notices requesting the removal and stay down after the content has become available even though OCSSPs have not provided online content-sharing service providers in advance with the ‘relevant and necessary’ information under Article 17(4)(b) to avoid the availability of unauthorised content.901

While notice and takedown is already common practice within the OCSSPs, the notice and stay down systems obliged by Article 17 make implementing and maintaining automated tools even more costly and challenging. In addition to the takedown, to ensure that notified works are not being uploaded on the platform in the future, OCSSPs must take “all the steps that would be taken by a diligent operator” and actively monitor, detect and block these works from all uploads going through their platform.902 Otherwise, OCSSPs will be subject to the hybrid liability system of Article 17; the direct liability borne by users who upload infringing content and the secondary liability borne by OCSSPs as an intermediary.903

In practice, to meet this requirement, platforms should implement automated content recognition tools that offer real-time monitoring of all uploads without any limitation on their duration.904 This makes the Article’s obligations problematic for various reasons. Firstly, CJEU, in many decisions, remarked that since stay down injunctions obliged these services to implement complex, expensive and permanent upload filter systems at their own expense,
they are seriously infringing the freedom to conduct their business under Article 16 of the Charter. The CJEU held that this requirement fails to be fair and proportionate while being excessively costly. Similarly, in McFadden injunction that requires “the provider to prevent the recurrence of an infringement of a right related to copyright” was found to be infringing the right of freedom to conduct a business, as it places a burden on the access provider capable of affecting his economic activity and restricting the access that the platform offers to its users.

Secondly, these requirements were found to interfere with the general monitoring ban as they require filtering, which de facto amounts to a prohibited general monitoring obligation. As examined in detail previously, there is rich case law regarding the general monitoring ban; CJEU has shed light on the general monitoring ban in various decisions and examined its relationship with fundamental rights, including the freedom to conduct a business and the free movement of goods and services in the internal market. It has been recognised that while being incompatible with the general monitoring ban, these type of obligations requires extensive measures with costs that hard to forecast and fail to strike a fair balance between the protection of the intellectual property right enjoyed by rightholders and that of the freedom to conduct a business enjoyed by service providers.

Moreover, historically, these systems have many problems that affect the OCSSPs' freedom to conduct a business. Notice and takedown mechanisms give OCSSPs enough incentive to over-block as the cost of a statutory damages award usually far exceeds the benefit of resisting an improper removal request. There is no doubt that the stay down regime would give platforms further incentives to over-block, as OCSSPs are now obliged to monitor and filter for future uploads too. Besides, it has been repeatedly underlined that OCSSPs, as private entities, are unsuitable and ill-equipped for the task of monitoring and regulating infringing content. As examined before, the biased nature of the takedown systems is
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nothing new; takedown practices have been affected by the increasing use by large
rightsholders of automated “bots” to search and detect possible infringements. Platforms
have been reporting the high number of takedown requests that include false reports and how
big rightsholders often use these mechanisms as their legal enabler to misuse their IPRs.
These voluminous false notices include links that are pointing to the same files or none at all.
For example, according to a study, 31% of takedown requests that Google received over a
six-month period were identified as problematic due to reasons of being either fundamentally
flawed or questionable. Remarkably, most of them fail to comply with the essential
statutory requirement, namely, identifying the works in question. Greater than 19% of
takedown requests failed to sufficiently identify the allegedly infringed work or the material
alleged to infringe and failed to meet the most basic elements of these notifications. Thus,
there are already many examples of platforms enforcing false automated notices via
automated tools and processing the takedown notices for material that is non-infringing in
practice.

This shift towards using automated systems to generate notices resulted in a great number of
notices, which mostly consist of misidentified or imprecise notices mostly sent by
professional rightholders targeting large-scale infringement. As they are bound to examine
these false notices, this examination of these automated takedowns costs OCSSPs time, effort
and money, therefore creating a significant burden on the platform. The misuse of the notice
and takedown and notice and stay down systems will cost platforms as they have to deal with
large amounts of notices mostly sent by automated takedown bots; OCSSPs need to bear the
costs of facilitating these systems and satisfying the mass numbers of requests that they
receive from rightholders. For the OCSSPs, increased numbers of takedown notices mean
increased filter use and increased workload for human review, which would cost the platform
money, time and effort. In addition, they need to handle the complaints about those false
claims, which the platforms would want to avoid not just because they are costly as they
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require prompt human review but because of the negative effect on their reputation in the eyes of their users.

The removal of the non-infringing content because of the false notifications of the rightsholders constitutes a significant interference with the user’s fundamental rights, especially their freedom of expression, as examined in the previous chapters. This impact on their users is most likely to cause damage to the platform’s reputation.920 In any case, content moderation practices compete with commercial models of OCSSPs as they adopt advertising-driven approaches.921 The blocking of their customers’ access or removing the content from their platform is not a desirable action for the OCSSPs as users’ access and the diversity of the content on their platform translate into revenue for these platforms.922 This abuse of the takedown and stay down tools by the rightholders cause chilling effects and costs OCSSPs their users in the competitive landscape of the online world. Secondly, by being an enabler for the misuse that rightholders are performing, they might end up being subject to damages caused by these false notifications. Thus, if the national implementations merely follow the Directive’s wording and fail to specify sanctions against abuse, this significant economic burden on the platforms, which affects the OCSSPs’ right to conduct a business negatively in various ways, would remain.

As a related issue, especially big platforms such as YouTube offer various privileged tools for big rightholders and continue developing new tools that give the rightholders the upper hand. For instance, “The Content Verification Program” of YouTube is designed exclusively for copyright-holding companies to issue more than one removal request.923 Also, a new tool that YouTube offers only to big rightholders allows them to block videos worldwide with just a couple of clicks if they think the video infringes their copyright. These tools were reported by an established content creator on the platform as “the reason why rightholders are no longer using the DMCA takedown notices anymore.”924 While this creates an environment where the parties sacrifice lawfulness for speedy enforcement, it also incentivises malicious
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rightholders to misuse these tools and send false takedown notices faster and in bigger volumes. Considering the obligations under the CDSMD, which require OCSSPs to take all the steps that would be taken by a diligent operator to achieve the result of preventing the availability of unauthorised works or other subject matter on its website, it is likely for more platforms to come up with similar tools for big rightholders in order to meet the best effort standards and avoid any liability which would make the unbalanced environment of online enforcement of copyright even worse while bringing additional costs for the OCSSPs including the loss of their users.

Thus, all these challenges with licensing, filtering, and takedown obligations examined so far in this chapter show the significant potential of Article 17’s obligations to disproportionately interfere with the right to conduct a business, resulting in the Article being incompatible with the Charter. However, the potential of Article 17(5) as a safeguard to avoid this incompatibility by ensuring the measures under Article 17 are proportionate should be investigated.

4.4 Assessing The Efficiency of Article 17(5) in Ensuring Article 17’s Compatibility with the Right to Conduct a Business

As it is often underlined by the CJEU, it is “important not to impose on those providers a liability which could jeopardise the profitability of their activity.” By looking at the examination within this chapter, one can say that the liability which shifted to platforms regarding copyright infringements brought a disproportionate burden on their operations, especially with Article 17’s extensive obligations for the prevention of unauthorised works online. The obligations of licencing and filtering in Article 17 introduce challenges regarding meeting the proportionality standards despite the fact that the same Article in its section 5 reaffirms the principle of proportionality.

The many problems mentioned above can potentially be tackled with the efficient implementation of Article 17(5). Established case law and Article 17 (5) enable OCSSPs to choose the measures that they would use to ensure compliance with Article 17 (4), which are

---

925 Youtube and Cyando, Opinion of Advocate General Saugmandsgaard Øe (n 77), para 245.
926 Article 17 (5) of CDSMD.
best adapted to the resources and abilities available to them.\textsuperscript{927} Recently, CJEU explicitly underlined the importance of the principle of proportionality for the implementation of Article 17 to ensure the national implementation is striking a fair balance between competing fundamental rights.\textsuperscript{928} Thus, Article 17(5) has the potential to become a comprehensive safeguard in practice as it requires the consideration of the principle of proportionality for the assessment of all the best efforts obligations in Article 17(4).\textsuperscript{929}

Article 17(5) states that among other elements, the type, the audience and the size of the service and the type of works uploaded, and the availability of suitable and effective means and their cost for service providers will be taken into account for determining the compliance of OCSSPs with the obligations under Article 17(4). In addition to these elements, Recital 66 also refers to the principle of proportionality for the assessment of ‘best efforts.’ The term ‘among others’ deserves special attention as it opens the door for member states to introduce additional elements for the assessment of the best efforts compliance of the OCSSPs.

Thus, in principle, Article 17(5) can help safeguard OCSSPs’ freedom to conduct business by applying the proportionality principle to the best efforts requirements as long as national implementations effectively implement this safeguard for the assessment of best efforts. This would also require the efficient integration of Recital 62 while implementing the OCSSPs definition in Article 2(6) to ensure that smaller neutral platforms with a low rate of infringing uploads would be covered by Article 17’s liability regime. However, by looking at the available national implementations, which have implemented the elements listed in Article 17(5) word-by-word, the likelihood of this provision to constitute an effective safeguard in practice for the right to conduct a business becomes questionable.\textsuperscript{930} Nevertheless, the application of this safeguard in national courts by providing the case-by-case analysis might include consideration of additional elements and achieve the effective application of the principle of proportionality, consequently ensuring the limited liability of OCSSP.\textsuperscript{931}

However, in practice, ensuring that the implementation of the Article allows the desired fair balance between competing fundamental rights and the application of the principle of
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proportionality would be challenging because of the vague nature of “best efforts” standards and the evidence regarding the burdensome nature of the implementation of obtaining umbrella licences and various challenges with automated content recognition systems. As examined previously, best efforts standards are one of the vague concepts of the Directive that can lead to legal uncertainty, especially considering the many different translations within the national implementations of this concept.\(^932\) While the need for this vagueness to ensure that the provision is future-proof has been underlined by the Commission and the CJEU, the problems that would bring in practice should not be overlooked.\(^933\)

This brings the risk of creating some fragmentations on the EU level. As best efforts standards are undefined, even the assessment concluded in the light of the elements in Article 17(5), different Member States might identify the same effort of OCSSPs differently regarding the level of satisfaction of these standards. Accordingly, the fact that the OCSSPs have to undertake this complicated assessment to ensure that they are avoiding liability under the Article puts a disproportionate burden on their shoulders.\(^934\) This uncertainty would affect their finances directly, therefore, their right to conduct a business. For instance, this legal uncertainty caused by this would be most likely to result in small platforms being overwhelmed by the fear of meeting the best-efforts standards to be crushed under the costly implementation of automated tools or facing direct liability under CDSMD.

Moreover, to constitute an efficient safeguard, Article 17(5) must ensure that OCSSPs have flexibility regarding the technology or the solution to comply with the best efforts obligation; however, various potential obstacles exist for this result. First, the wording of Recital 66 may jeopardise the effectiveness of Article 17 (5) as it requires platforms to take “all the steps that would be taken by a diligent operator”, which is already reflected in some national implementations as an extensive and disproportionate duty such as “taken every measure to avoid that situation” to avoid liability under Article 17(4).\(^935\) Second, the legal uncertainty

---

\(^932\) The ‘best efforts’, as an important factor for determining OCSSPs liability, resulted in different translations by different Member States and in many different implementations such as Croatia, Estonia, Greece, Latvia showed itself as ‘all that is possible’ or ‘every possible effort’ See Aline Larroyed, ‘When Translations Shape Legal Systems: How Misguided Translations Impact Users and Lead to Inaccurate Transposition – The Case of “Best Efforts” Under Article 17 DCDSM’ [2020] SSRN Electronic Journal <https://www.ssrn.com/abstract=3740066> accessed 30 August 2022.

\(^933\) Guidance (n 289), p.11; Poland v European Parliament (n 79), paras 73-75.

\(^934\) Felix Reda, Joschka Selinger and Michael Servatius (n 326).

\(^935\) Poland v European Parliament, Opinion of Saugmandsgaard Øe (n 272), footnote 229.; French translation of Recital 66. See DIRECTIVE (UE) 2019/790 DU PARLEMENT EUROPÉEN ET DU CONSEIL du 17 avril
around the definition of what type, audience and size of services and what type of works and other subject matter would fall into the scope makes it a risky choice for small to medium-sized OCSSPs to rely on Article 17 (5) for claiming that implementing filtering technologies would be disproportionate for their businesses.936 This uncertainty constitutes a big problem for the small to medium-sized OCSSPs that fail to fall into the scope of the start-up exemption of the Directive and affects the effectiveness of Article 17 (5) in practice. Also, even though the Guidance states that the proportionality requirement within Article 17(5) “means in practice that online content-sharing service providers should not be expected to apply the most costly or sophisticated solutions,” Recital 66 requires OCSSPs to take all the steps that would be taken by a diligent operator to “prevent the availability of unauthorised works or other subject matter on its website taking into account best industry practices in light of all relevant factors and developments” in order to determine the fulfilment of the best efforts standards.937 While underlining that platforms are free to choose the technology they implement, they do not have any discretion on the level of the efforts they need to show; on the contrary, this would depend on the cooperation arrangements with rightholders.938

This means that OCSSPs are expected to keep up with the fast-evolving technological solutions that would be the most sophisticated and costly ones to avoid liability under the CDSMD’s liability regime. Directive’s new regime creates an environment tainted by the constant threat of unforeseen copyright liability for the platforms with its obligation to demonstrate “best efforts” to proactively monitor for potentially infringing material via automated tools.939 This burden on the OCSSPs would result in severely curtailed investment in online start-ups, the substantial cost of permanent and complex technical solutions and the systematic removal of non-infringing material. These obligations would push already risk-averse OCSSPs to be more cautious and make less content available which would cause them to become less competitive with other regions and eventually affect even the European Digital Single Market.940 Moreover, in order to implement filtering systems, European
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platforms, including start-ups, have to rely on the few major US filter providers, which would also negatively impact the Digital Single Market aims and eventually the EU economy in addition to the start-ups, users and content creators.

Another aspect of the Article’s obligations which creates challenges for compliance with the proportionality principle is the aforementioned issues with notice and takedown and stay down systems, which require a vast amount of content to be monitored and filtered, in addition to handling the great volume of notices from everyone that claims to be a rightholder. The required justification within these notices, namely “sufficiently substantiated” notice for the stay down and “relevant and necessary information” for the filtering and takedown, falls short of providing legal certainty and proportionality. There is no explanation regarding what would qualify as “relevant and necessary information” or what notice can be considered as “sufficiently substantiated” within the Directive. These concepts play a crucial role in identifying the OCSSPs' liability regarding the content subject to a takedown notice; therefore, the uncertainty around them is highly undesirable from OCSSPs' point of view and makes their burden even heavier. Thus, where national implementations fail to clarify these concepts and ensure that the repeated incomplete or incorrect notifications by rightholders are subject to dissuasive sanctions, there will be a disproportionate interference with the right to conduct a business.

Thus, in practice, considering the available tools and requirements in Article 17 (4), the applicability of this safeguard for the right to conduct a business is challenging. Moreover, using the principle of proportionality in Article 17 (5) to exempt the platforms from the costly obligations of upload filters brings the danger of conflicting with the start-up exemption in Article 17 (6).941 As Article 17 (6) includes tailored and strict requirements for the qualification for the exemption, it should not be undermined by using the principle of proportionality and providing an exemption that would go beyond the scope of Article 17 (6).942 While trying to limit the impact on the OCSSPs by ensuring proportionality and following the aim of promoting innovation in the Digital Single Market, if a national implementation clarifies that small and medium-sized platforms without required sources are exempt from implementing upload filters, it might exceed the scope of the same Directive,
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therefore, be incompatible. Moreover, as discussed previously, even though this exemption introduces an exemption from filtering provisions in Article 17(4)(b), platforms still will be obliged to implement filters to comply with licensing obligations as this obligation requires them to install a filter for the information about these rights. 943

In conclusion, even though Article 17(5) suggests that the proportionality principle must be taken into account, considering the actions that OCSSPs have to take to comply with the best efforts obligation, their liability concerns and all the other problems examined above, Article 17(5)’s proportionality would have a really limited practical effect unless the effective application of this principle ensured by the implementations.

4.5 Conclusion

Historically, the safe harbour regime provided OCSSPs immunity from liability for user-generated content that has been uploaded and shared by their users, which allowed the growth of the UGC and, accordingly, these platforms. However, with the CDSMD, the required implementation of the upload filters brings various new cost items which would negatively impact the platforms’ economy and their right to conduct a business. There are both direct and opportunity costs that platforms have to face. Direct costs include the cost of developing or implementing the automated tools and operating costs, including maintaining and upgrading. Examples of these could be the hardware and software expenses of the upload filter, human review teams, and overall time and effort in setting up this content recognition system. There are disproportionate costs of developing or licencing, operating and maintaining the technologies to meet the ambiguous and comprehensive “best efforts” obligation. It is well acknowledged that filtering injunctions require permanent and complex technical solutions and represent a substantial cost for the OCCSPs, thereby infringing the freedom to conduct a business. 944 However, these costs are not limited to software and hardware costs of filters; complying costs also include the additional recruits to implement the mandatory complaint and redress mechanisms of Article 17(9) and the financial risks associated with the non-licensed works that remain available on the platform. 945

945 Thomas Spoerri (n 293).
As one of the aims of the Directive is to extend the role of the OCSSPs in online enforcement and allocate more responsibility with regard to policing the Internet and their users, these OCSSPs have been required to implement technical measures” to police copyright infringements. However, from the OCSSPs business perspective, copyright protection is mostly unfavourable to economic interests; while it benefits rights holders, it imposes administrative and hardware costs on the OCSSP, undermines their immunities and alienates or cuts off customers.946 For most platforms, the financial cost of implementing and operating an automated content recognition system exceeds the benefits. From the businesses’ standpoint, the effort and money spent on developing, implementing and maintaining a content recognition tool could have been better spent on other business priorities.947 One should bear in mind that OCSSPs, especially user-generated content platforms, act as enablers for users who want to publish their own content rather than traditional publishers with editorial control.948 Due to this business model, moderation for copyright infringements is not a priority for their growth. Therefore, despite the fact that the OCSSPs carry the cost of these technologies, they are not the primary beneficiaries of these tools, which increases the weight of the economic burden on their shoulders.

Moreover, many small and medium size OCSSPs within the EU are not capable of implementing ACR tools.949 The obligations of Article 17 would harm these platforms more than the big and established tech companies as meeting the best effort standards are more challenging and expensive for them compared to the big OCSSPs with their own sophisticated filtering technologies, extensive human resources and effective complaint and redress mechanism in place. Therefore, the potential benefit to rightholders comes with a high cost, which will be borne mostly by small and mid-sized platforms of the EU.950 Also, this negative impact would not be limited to the individual OCSSPs; Article 17 will cause undesirable changes within the Digital Single Market and negatively impact innovation within the EU. While big OCSSPs supported by large tech companies will use their
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947 Cambridge Consultants (n 367) p.61
948 ibid.
950 Thomas Spoerri (n 293).
technological and financial advantages to outperform smaller OCSSPs, these OCSSPs would have to licence from the few providers of filtering technologies which are mostly US based.\footnote{Thomas Spoerri (n 293).} In time, these providers become monopolies for these technologies, and ultimately, there will be an oligopoly as these providers would have significant control over different actors of online enforcement with the extensive data that they receive and collect.\footnote{Federal Commissioner for Data Protection and Freedom of Information (Bundesbeauftragte für den Datenschutz und die Informationsfreiheit), press release: Reform des Urheberrechts birgt auch datenschutzrechtliche Risiken (February 26, 2019), available at: <https://www.bfdi.bund.de/DE/Infothek/Pressemeldungen/2019/10.Uploadfilter.html;jsessionid=B4190157E6A16C7DB3E58255422229E5.2_cid329>.}

The problems examined within the chapter show that measures required under Article 17, especially the implementation of content moderation systems, are complex and costly, and these challenges put a disproportionate burden on start-ups and small to medium size companies. This will result in a detrimental effect on their freedom to conduct their business under Article 16 of the Charter, and where the efficient safeguards are absent, it becomes tremendously difficult for the Article to meet the proportionality standards, therefore, to be compatible with the Charter. Thus, looking at the issues examined in this chapter and the challenges with implementing Article 17 (5) as an efficient safeguard, one can say that while incorporating strong obligations for licencing and filtering, the Directive falls short when it comes to ensuring fairness, proportionality and legal certainty and interferes with the protection of the right to conduct a business. Moreover, on a larger scale, it has the potential to negatively impact the aims of the Digital Single Market and the EU economy. Thus, this picture with Article leaves a challenging task for national implementations to ensure that proportionality is considered at every step of online copyright enforcement by efficiently implementing Article 17(5). To tackle these challenges and ensure the compatibility of Article 17 with the Charter, the next chapter will provide recommendations for the national implementations of the Article, including the efficient implementation of the safeguards.
Chapter 5: Fundamental Right-Compliant Implementation of Article 17

5.1 Introduction

This chapter provides recommendations for the fundamental right-compliant implementation in light of the extensive analysis within the previous chapters, which include the Commission’s Guidance and the key decision for Article 17, Poland v European Parliament, that defined the issues and the areas that require recommendations.

A number of procedural safeguards, both ex-ante and ex-post, will be suggested to ensure that Article 17, and in particular, upload filters, is implemented in a way that is compatible with the fundamental rights examined in the previous chapters. These suggested procedural safeguards, including a specialised filtering system, will be explained in detail to reflect how these recommendations would successfully work in practice.

5.2 Procedural Safeguard Recommendations to Ensure the Compatibility of Article 17 with the Charter

It has been acknowledged that in order to ensure the fundamental right-compliant implementation of Article 17, the efficient implementation of the safeguards, Article 17(5)-(10), is a must. However, ensuring all these safeguards are efficiently implemented into national laws constitutes a challenge. Each safeguard requires attention to be paid to different matters while keeping the connection between safeguards and the duty of ensuring harmony to the different practical challenges they raise in mind. These include not going beyond the level of manoeuvring that Member States are allowed to with their implementation and also the consideration of the common practice of self-regulation and the non-compliance of OCSSPs.
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953 Poland v European Parliament (n 79); Poland v European Parliament, Opinion of AG Saugmandsgaard Øe (n 272).
954 After a year of the deadline for implementation most platforms continue to follow and enforce their own "statutes", their terms and conditions, instead of taking action regarding the new implementations of the CDSMD. See Appendix B for the analysis of terms and conditions of three of the biggest user generated content platforms, namely YouTube, Facebook, Twitter, to support the argument of current non-compliance.
Moreover, as Article 17 will apply to different types of providers, services and protected subject matter and requires the adoption of technological measures, some concepts are left deliberately vague to ensure the rules are future-proof and flexible.\textsuperscript{955} It is for the Member States and the Commission to determine the detailed rules for such measures and up to platforms to determine the specific measures by following these detailed rules, such as the type of filtering technology.\textsuperscript{956}

To implement Article 17 in a way that ensures fair balance, the effective implementation of strong safeguards for user rights must be satisfied.\textsuperscript{957} It is important to ensure that introducing safeguards for user rights with no practical applicability or enforceability brings the risk of incompatibility with EU law. Article 17 requires elaboration to clarify how its sub-paragraphs are intended to interact with each other and therefore ensure a fair balance between fundamental rights which makes the word-by-word implementation not suitable. Therefore, in light of the in-depth analysis and discussions within this study, this chapter provides recommendations for the fundamental right-compliant implementation of Article 17 by focusing on each safeguard.

5.2.1 Recommendations Regarding the Implementation of Article 17(7)

This safeguard constitutes a focal point within the upload filter discussion, and perhaps it is the most potent tool among the safeguards provided by the Directive against Article 17(4)’s strong obligations regarding copyright enforcement. Putting into practice Article 17(4) in compliance with Article 17(7) and Article 17 (9) requires platforms not to prevent content that legitimately reproduces works and further not to have the objective or even the effect of preventing legitimate uses.\textsuperscript{958} Therefore, an ideal system, first and foremost, should not automatically and proactively block legitimate content. As the first step to limit the content that would be subject to filtering, the requirement for rightholders to provide relevant and

\textsuperscript{955} Poland v European Parliament (n 79), paras 73-74; Poland v European Parliament, AG Opinion (n 272), para 95; Delfi AS v. Estonia (n 130), para, 121.

\textsuperscript{956} Poland v European Parliament (n 79), para 75; Poland v European Parliament, AG Opinion (n 272), para 151.

\textsuperscript{957} Poland v European Parliament (n 79), para 99.

\textsuperscript{958} Poland v European Parliament, AG Opinion (n 272), para 165.
necessary information should be clarified by the national implementations, as in the absence of such clarification, the ambiguity surrounding this concept might fail to limit filtering efficiently. The acknowledgement of ‘relevant and necessary information’ as one of the limitations to general monitoring and filtering obligations by the CJEU makes it crucial to ensure the efficiency of this limit in practice.\textsuperscript{959} Thus, national implementations must ensure that rightholders are obliged to provide, at least, the correct information about the ownership of the specific works that they are requesting to be subject to Article 17 (4)’s obligations or, where possible, an official confirmation of the ownership. For instance, this information could be, for fingerprinting technologies, a fingerprint of the work, or a file, together with information on the ownership of the right.\textsuperscript{960}

Then, to ensure the over-blocking is controlled and the interference on the freedom of expression is proportionate, the system must not allow filters to decide the proactive blocking of content alone. Especially when the use of the copyright-protected work within the upload falls within the scope of E&L or constitutes a transformative work, it should limit the automated blocking to only manifestly infringing uploads.\textsuperscript{961} Thus, all uploads besides the manifestly infringing ones should benefit from a “presumption of lawfulness” to limit the instances of false positives.\textsuperscript{962} However, where this erroneous blocking takes place, it should be limited to a rate that is low as possible, which requires Member States to agree on a tolerable percentage of false positives during stakeholder dialogues in order to clarify which technologies that platforms can implement in light of Article 17(5). Following that, to ensure the instances of false positives are limited and over-blocking is not constituting a significant threat to the users’ rights, a practical standard to identify manifestly infringing uploads should be set in line with CJEU case law.

However, it is hard to define which uploads would constitute manifestly infringing because of the lack of clarification regarding the relevant criteria; the \textit{Poland} decision states that these

\textsuperscript{959} \textit{Poland v European Parliament} (n 79), para 89.
\textsuperscript{961} \textit{Poland v European Parliament}, AG Opinion (n 272), para 206; Guidance (n 289), p. 20.; AG defines manifestly infringing content as “\textit{information which has first been established by a court as being illegal or, otherwise, information the unlawfulness of which is obvious from the outset, that is to say, it is manifest, without inter alia, the need for contextualisation.}” See \textit{Poland v European Parliament}, AG Opinion (n 272), para. 193. 
\textsuperscript{962} \textit{Poland v European Parliament}, AG Opinion (n 272), para 193.
uploads should be obviously infringing to be identified as manifestly infringing, and their illegal status must be observable without requiring an independent assessment of the content by the OCSSPs.963 These manifestly infringing uploads include, in addition to identical copies of the work that is identified by the users, uploads of the work with insignificant alterations, which constitute an equivalent in line with Glawischnig-Piesczek.964 However, to ensure a low level of false positives, the concept of equivalent content must be applied very strictly; especially considering the nature of media uploads differs considerably from defamatory posts, this strict nature of the application becomes more critical.965 Following this standard, filters could distinguish between manifestly infringing and the rest of the uploads that are likely legitimate based on a variety of technical parameters of the upload.966 A typical example of a technical parameter could be the match percentage with the reference file, for instance, with the fingerprints in the platforms’ database. Exact matches of entire third-party works or matches of significant proportions of these works should generally be considered manifestly infringing and get blocked preventively and automatically. For instance, when a substantial portion of the video is identical to the copyright-protected work, this upload should be preventively blocked.967

Additionally, platforms should inform their users regarding the operation of these filters and offer tools that notify users at the upload stage regarding the possible infringement within their upload that the filter detects and allow users to remove parts that include copyright-protected work before the upload if there is no applicable exception that the use of copyright protected work benefits from.968 In this way, if it is possible to carry out with the type of media of the upload, the user can take out the infringing part and carry on with uploading their content to the platform. While reducing the instances of infringements on the platform, this also helps OCSSPs to satisfy their duty of notification as this duty is not limited to after
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963 Poland v European Parliament (n 79), para 90; Glawischnig-Piesczek (n 241), paras 41-46.
966 Poland v European Parliament, AG Opinion (n 272), para 211; For example, Sections 9-10 of UrhDaG <https://www.gesetze-im-internet.de/englisch_ urhdag/englisch_ urhdag.html> See Appendix A.
967 It is important to note that with complaint and redress mechanisms, rapid recovery of the upload should be possible.
the enforcement action is taken by the filter and helps safeguard users’ right to a fair trial, too.969

However, limiting the filters with parameters would not offer a complete solution, as there are other scenarios to consider. For example, the work in question could be public domain, subject to Creative Commons licenses, may be posted online free of charge by the authors, or some copyright exceptions can be applied even when the level of third-party use is high.970 Moreover, a very widely used type of UGC, “memes”, which forms a big part of communications and interactions on social media as a type of transformative work with no commercial endeavour, should not be subject to automated blocking as this use can be placed within the scope of parody, pastiche or caricature exception.971 As implied by the root of their name, the Ancient Greek word mīmēma, which means “something imitated,” they copy and reproduce the third-party work.972 Therefore, a meme could include the entire third-party image with the text additions and alterations by users that add the humour element. However, even where the meme constitutes significant original or creative modifications of the work by the user, it will get caught on the upload filter’s net as these technologies are unable to understand the transformative touch that the user added. As underlined within this project repeatedly, even though Article 17(7) identified the implementation of quotation, criticism, review, caricature, parody and pastiche exceptions as minimum user freedoms, in practice, the existence of these copyright exceptions and limitations depends on the national implementations and their practical enforcement by the platforms.973 Thus, the ideal implementation that ensures the application of safeguards should enable users to assert their content’s legitimacy and provide practical tools to prevent automatic blocking instead of ensuring just the restoration of the content.

Thus, ex-ante safeguards should be placed for users’ legitimate uses to avoid being blocked by the upload filter merely because of the inclusion of third-party work. Therefore, to ensure their enforcement in practice and help prevent legitimate uses from being affected by the
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969 Barbulescu v Romania (n 610) para 133; Tele2 (n 88), para 121.
970 Scarlet Extended (n 16), para 52; Netlog (n 16), para 50.
971 Guidance (n 289), p. 21-22.
upload filters, users should be given a chance to declare if their upload benefits from E&L at the uploading stage of their content. A straightforward way to achieve this is to enable users to flag these uses as legitimate.\textsuperscript{974} A good example of this can be found in the German implementation of Article 17.\textsuperscript{975} UrHDaG introduces the concept of “uses presumably authorised by law,” which constitutes a rule on “manifestly non-infringing” uploads\textsuperscript{976} and combines this with the pre-flagging tool. To fall within the scope of “uses presumably authorised by law”, user-generated content should: first, contain less than half of one or several other works or entire images and combine this work with other content; second, use the third party works should be only to a “minor extent,”\textsuperscript{977} or it should be pre-flagged by the user as legally authorised.\textsuperscript{978} Therefore, where the use of work is not minor, for instance, it falls within the scope of E&L, Section 11 provides a pre-flagging tool for users to flag their uploads as including uses authorised by law to ensure that these will not be subject to automated blocking and will stay online until the conclusion of a complaint procedure.\textsuperscript{979} Thus, UrhDaG excludes the preventive automated blocking for uses presumably authorised by law which is not manifestly infringing and provides a delayed takedown until the infringing nature of the content is confirmed through the conclusion of the complaints procedure.\textsuperscript{980}

User notifications via pre-flagging will help improve the accuracy of the upload filters and reduce the number of false positives. Consequently, over-blocking, which constitutes a serious interference with freedom of expression, can be avoided as this tool allows users to flag uploads containing third-party works as legitimate and prevents them from being subject to automatic blocking. One should keep in mind that restoring content does not mean that the fundamental right affected by the automatic blocking is automatically being restored. Especially when the affected right is the freedom of expression and information, in the cases in which the expression concerns current affairs or political debates, it is impossible to

\textsuperscript{974} Poland v European Parliament, AG Opinion (n 272), para 211; Section 11 of UrHDaG.
\textsuperscript{975} For a detailed examination of German pre-flagging see Appendix A.
\textsuperscript{977} Section 10 of UrhDaG states: “1. uses of up to 15 seconds in each case of a cinematographic work or moving picture, 2. uses of up to 15 seconds in each case of an audio track, 3. uses of up to 160 characters in each case of a text, and 4. uses of up to 125 kilobytes in each case of a photographic work, photograph or graphic.”
\textsuperscript{978} Section 9 of UrhDaG.
\textsuperscript{979} In addition to the obligation to provide a pre-flagging tool, Section 11 section provides detailed notification obligations for the OCSSPs. See Sections 5 and 11 of UrhDaG.
\textsuperscript{980} Section 9 of UrhDaG.
Ensuring this in practice, first and foremost, requires automated proactive filtering to be limited to only manifestly infringing uploads, meaning that the rest of the uploads, including pre-flagged content, should go online. Therefore, the pre-flagging tool plays a vital role in the fair balancing of the rights as it provides an *ex-ante* safeguard for users, which is obligatory to be placed by the platforms.\(^{982}\)

In order to improve the pre-flagging, in line with Recital 70, OCSSPs should be explicitly obliged to inform their users regarding the authorisations that the users can benefit from.\(^{983}\) This information could be provided within their terms and conditions and, in addition to that, as a click-through page prior to uploading with clear and brief information regarding E&L to raise users’ awareness regarding which uses can be legitimate and pre-flagged. This page should clearly explain how users can benefit from E&L on the platform and the sanctions for the misuse of the pre-flagging tool. Users can upload their content by communicating that they understand the outcomes of misuse, both in-platform and legal, in a form that platforms may decide. This practice, while it helps achieve an improved application of pre-flagging, which would support users’ exercise of freedom of expression and creation by promoting responsible behaviour when uploading content online and help reduce the instances of false flagging, would also help OCSSPs to meet the notification requirements of the Article 17 (9) and comply with the right to a fair trial. However, despite these precautions and sanctions, pre-flagging is open to abuse by malicious users as it gives the power to tackle the automated filtering of their declarations.\(^{984}\) Therefore, an additional confirmation phase by a party outside the platform-uploader-rightsholder triangle can add a layer of authentication to the uploader’s flag while strengthening the fair balance.\(^{985}\)

The implementation must ensure that the minor and non-commercial uses of third-party material should not be subject to automated blocking as the preventive filtering and blocking

\(^{981}\) *Poland v European Parliament*, AG Opinion (n 272), para 188; *Observer and Guardian v. the United Kingdom* (n 554), para 60; *Yildirim v. Turkey* (n 1), para 47.

\(^{982}\) Guidance (n 289), p.18-23; Pre-flagging is the most significant reason why German implementation was deemed to be most user right friendly and the closest implementation to the ideal. See Matthias Leistner, ‘The Implementation of Art. 17 DSM Directive in Germany – A Primer with Some Comparative Remarks’ [2022] (forthcoming) GRUR International. 7; Communia Association, ‘German Article 17 Implementation Law Sets the Standard for Protecting User Rights against Overblocking – International Communia Association’ (20 May 2021) <https://www.communia-association.org/2021/05/20/german-article-17-implementation-law-sets-the-standard-for-protecting-user-rights-against-overblocking/> accessed 4 November 2021

\(^{983}\) Recital 70 of CDSMD; *Poland v European Parliament*, AG Opinion (n 272), para 163.

\(^{984}\) Section 9 of UrhDaG. Also See Appendix A.

\(^{985}\) This system will be explained in detail below.
for users’ small-scale not-for-profit uses would be disproportionate and interfere with users’ freedom of expression while monitoring of users’ behaviour for detection of these trivial acts would interfere with users’ data protection.\textsuperscript{986} Therefore, in addition to the pre-flagging tool, Member States can introduce additional layers of protection against over-blocking, such as the so-called “minor uses” exception. While not constituting an additional exception to copyright, it can serve as a “delayed takedown”\textsuperscript{987} enabler for the uploads that are likely legitimate to help protect users’ expressions and contribute to limiting the instances of over-blocking. A suitable quantitative threshold for the minor use exception can be set following empirical research on the user-generated content and harmonised on the EU level. Even though setting a quantitative threshold might cause identification problems as quantitative thresholds cannot be applied to every type of content, not providing any minor use exception would result in more false positives and over-blocking, as allowing these tools to block short extracts would higher their error levels. An implementation needs to provide such basic parameters to enhance the foreseeability, accountability, and transparency of the filtering. Setting quantitative margins into upload filters is not a tool for certainty regarding the existence of an exception; it merely aims to prevent any content with a “reasonably conceivable” application of the exception from getting an automatic block.\textsuperscript{988}

For instance, UrhDaG states that an upload could benefit from the minor use exemption where the upload is non-commercial or only serves to generate insignificant income and defines different thresholds for the different media types for the inclusion of the third-party work to the user upload as preventive filtering for these uploads would be disproportionate.\textsuperscript{989} These parameters, in addition to whether the use is surrounded by the user’s input, could be one of the considerations, especially for social media platforms that host UGC. One must keep in mind that the consideration of minor use should be taken into account for the non-flagged uploads, as uploads that are pre-flagged as legitimate by the user do not require this assessment to go online. Thus, UrhDaG ensures that automated blocking of content is limited to manifestly infringing uploads, and pre-flagged uploads and uploads with minor uses should go online. However, while introducing broader rules to ensure the availability of UGC

\textsuperscript{986} Giovanni Buttarelli (n 653).
\textsuperscript{987} Matthias Leistner (n 982), 7
\textsuperscript{988} Poland v European Parliament, AG Opinion (n 272), footnote 250.
\textsuperscript{989} Section 10 Act on the Copyright Liability of Online Content Sharing Service Providers ( Urheberrechts- Diensteanbieter-Gesetz – UrhDaG).
with minor and transformative uses of copyright-protected work\textsuperscript{990}, Member States must ensure that these broadenings comply with mandatory E&L to ensure that these provisions would not impact the level of harmonisation on the EU level.\textsuperscript{991}

Lastly, where applicable, monetisation can be used as an additional tool to reach an ideal implementation of Article 17(7), as it would help strike a fair balance between copyright and freedom of expression. Therefore, an ideal implementation should promote monetisation over blocking or takedown and stay down and incentivise rightholders to let the content stay online while benefiting from its revenue. In this way, important user expressions, including artistic expressions, important information and commentaries that would contribute to democratic debates, and any other different type of user creations can stay available without harming the rightholders. While supporting the exercise of users’ freedom of expression, this solution aligns with the business models of the platforms and the interest of the rightholders. The obligation to encourage monetisation would also align with the outcomes of the stakeholder discussions required under Article 17(10).\textsuperscript{992} This mechanism is already in place within big UGC platforms, and most rightholders do not merely tolerate but actually encourage copyright infringement to benefit from their IPRs.\textsuperscript{993} However, while promoting monetising, it is important to ensure that this practice does not feed the imbalance between platforms and creator users due to platforms’ one-sided terms and conditions that they impose on users.\textsuperscript{994}

The recommended actions above are vital to meet proportionality and strike a fair balance between competing fundamental rights of users, platforms and rightholders. Member States should “\textit{safeguard the effectiveness of the exceptions and permit observance of their purpose},”\textsuperscript{995} as underlined by the case law of CJEU.\textsuperscript{996} Platforms should ensure the


\textsuperscript{991}Article 25 of CDSMD.

\textsuperscript{992}Felipe Romero Moreno, ‘Targeted Consultation Addressed to the Participants to the Stakeholder Dialogue on Article 17 of the Directive on Copyright in the Digital Single Market’ (BILETA).


\textsuperscript{994}Further regulation might be needed to ensure the fair balanced practice of monetization of copyright-protected content. See João Pedro Quintais and others (n 325).

\textsuperscript{995}Guidance (n 289), p. 22.; 

\textit{Poland v European Parliamnet} (n 79), para 87; 

\textit{Poland v European Parliamnet}, AG Opinion (n 272), para 144ff.

\textsuperscript{996}Spiegel Online (n 133).
prevention and minimisation of the negative effects on the users’ fundamental rights with a careful application of these safeguards, which includes ensuring the effective application of Article 17(7) to protect freedom of expression and information. In line with the case law of the CJEU, Article 17(7) requires Member States to implement or adapt the mandatory E&Ls in a way that is consistent with the Charter and to ensure their effectiveness. One should keep in mind that the problems mentioned and the imbalance of the powers between the actors of the online enforcement will remain as long as users have only ex-post safeguards for the filters’ ex-ante decisions. As CDSMD is binding as a whole, Member States must ensure that “the obligation of result” within Article 17(7) must be achieved, with forms and methods to achieve it being under the Member States’ discretion.

Therefore, in order to comply with Article 17(7)’s requirements and, most importantly, ensure a proportionate and balanced environment, the effective enforcement of user rights is a must. This enforcement must be ensured by the national implementations in line with the principle of procedural autonomy. In practice, this would be limiting the automated filtering to manifestly infringing uploads and pairing this with a mechanism that ensures the application of E&Ls and keeps over-blocking under control. National laws should also include liability for failure to provide and ensure the right to lawful uses can be effectively exercised by users in line with Article 17(7) and place effective and dissuasive sanctions for the cases in which OCSSP fails to comply with Article 17(7). The implementation must ensure the failure to meet the obligation of result in Article 17(7), which obliges platforms with a duty to protect users’ freedom of expression by allowing users to upload and make available legitimate content generated by them, especially when this content is for the specific purposes of quotation, criticism, review, caricature, parody or pastiche has serious consequences just like the outcomes of the incompliance with Article 17(4). Also, it should be clearly stated that where the platform fails to take adequate measures for the availability of legitimate uses, it should be liable for damages caused to its users.
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997 Painer (n 139), para 133; C-117/13 and C-117/13 Technische Universität Darmstadt v Eugen Ulmer KG, (TU Darmstadt) [2014] ECLI:EU:C:2014:2196, paras 49, 57.
998 Spiegel Online (n 133), para 52; UPC Telekabel (n 49), para 46.
999 Guidance (n 289), p. 19.
1000 Article 298(1) TFEU; Poland v European Parliament, AG Opinion (n 272), footnote 249.
1001 Poland v European Parliament, AG Opinion (n 272), para 211.
Moreover, national implementations should make it clear that Article 17(7)’s obligation is incorporated within the “best efforts” obligation and failure to enforce this obligation would bring the loss of the benefit of the exemption of Article 17(4) and endorse the equal importance of protecting user rights.\textsuperscript{1003} As best efforts requirement one of the vague concepts of Article 17, horizontal rules of DSA might step in and enable national implementations to require further requirements for the OCSSPs, which fall into the scope of VLOPs. DSA requires platforms, in addition to the information duties, to act in a diligent, objective and proportionate manner in applying and enforcing the restrictions via any tool or measure that they employ, including algorithmic decision-making and human review. Most importantly, it underlines the duty of platforms to take users’ fundamental rights into account while enforcing the rules that impose access restrictions to the content on their platforms.\textsuperscript{1004} This might provide an extra layer of protection for legitimate content and user rights regarding the enforcement policies, especially regarding automated decision-making of the OCSSPs, which are also VLOPs under the DSA, as they should design their content recognition mechanisms according to not just CDSMD’s requirements also the due diligence standards of DSA.

\section*{5.2.2 Recommendations regarding implementation of Article 17(9)}

In order to ensure a fundamental rights-compliant implementation of Article 17, Article 17(9), which ensures the implementation of effective appeal tools, plays an important role. There are many different scenarios within the online enforcement of copyright that providing users with a complaint and redress mechanism is strictly mandatory to ensure a fair balance between competing fundamental rights.\textsuperscript{1005} For example, as explained previously, there are various problems with currently placed direct takedown tools, such as the abuse of the “trusted rightholders” status and over-blocking issues, especially with hash-matching-based stay down systems.\textsuperscript{1006} Therefore, to tackle these important problems and reach a fundamental right-compliant implementation, Article 17(9) plays a critical role.

\textsuperscript{1003} Poland v European Parliament, AG Opinion (n 272), footnote 249.
\textsuperscript{1004} Article 14(4) of DSA.
\textsuperscript{1005} Right to fair trial encompasses right to challenge. See Dombo Beheer BV v The Netherlands App no 14448/88 (ECtHR, 27 October 1993) 18 EHRR 213, para 33; Bulut v Austria App no 17358/90 (ECtHR, 22 February 1996) ECHR 10 para 47; UPC Telekabel (n 49), para 57.
\textsuperscript{1006} Examined in Chapters 3 and 4.
In line with the Article, first and foremost, users should be notified about the blocking and removal of their content via upload filters and takedowns. As these decisions interfere with users’ fundamental rights, such as freedom of expression and right to privacy, notification regarding any takedown that took place due to a takedown request of a rightholder should be sent to the user. This type of notification is a must to ensure compliance with the right to a fair trial, as it enables “the affected to exercise their right to a legal remedy.” Therefore, where the upload is identified as infringing and blocked by the upload filter or following a takedown notice, the user should be notified immediately regarding this blocking with a notification that sufficiently explains their rights, including copyright exceptions and limitations, the dispute resolution tools that are available and the actions that they can take against this blocking if the use is legitimate.

Moreover, users should be able to send counter-notices to OCSSPs to challenge these decisions when they think that their content has been subject to a malicious or false erroneous takedown request. This counter-notice, just like DMCA counter-notices, should enable them to request the “putting back online” of their uploaded content. The implementation must guarantee that the evidence would be heard from the affected persons in line with the equity of arms principle to ensure respect to the right to a fair trial and fair balance principle. Where the defendant had not been able to reply to that official’s submissions, this simple impression of imbalance in the defendant’s rights was enough for CJEU to find a violation of rights of defence and equity of arms, which are features of the broader concept of a fair trial. Users should have the possibility to refute the opponent rightholder’s views, especially considering that rightholders are sending takedown requests effortlessly and mostly automatically. Thus, notifications, counter-notices and recovery remedies for users should be placed to ensure compliance with Article 17(9).
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The practice of leaving the legality assessment of uploaded content to rightholders who are naturally biased or the context-blind upload filters with efficiency levels depending on the accuracy and genuineness of the information provided by rightholders creates a suitable environment for over-complaining and interferes with the right to a fair trial and freedom of expression. As argued previously, there is no clarification regarding what could constitute “relevant and necessary information” in different cases and no defined sanctions for rightholders’ abuse of the takedown mechanism within the Directive. As clarified by CJEU, takedown notices must contain sufficient information that clearly shows the unauthorised use within the upload without requiring a detailed legal examination by the platform, and the removal is compatible with freedom of expression and information.\textsuperscript{1013} Thus, the takedown and stay down tools and the nature of relevant and necessary information should be clearly explained within the implementation to prevent “unjustified complaints concerning on the basis of incorrect or improper reference information.”\textsuperscript{1014} Also, penalties should be in place to minimise the risk of “false-complaining” in addition to penalties for over-blocking; rightholders who knowingly send false takedown and stay down requests should be liable for damages incurred by any party that is injured by this notification.\textsuperscript{1015} False notifications include where the rightholder fails to provide the relevant and necessary information or “fails to consider copyright exceptions”\textsuperscript{1016} or user pre-flags where the pre-flagging tool is adopted. The penalty for the abuse of takedown notices and counter-notices should have a similar effect on users and rightholders to ensure a fair balance and tackle the current problems with rightholder abuse of the takedown mechanism.

As a related problem, assessing whether a specific use of content is permitted by the rightholders will cause inconsistency that negatively affects the foreseeability, which is one of the components of the right to a fair trial. Depending on the context, the same use can be tolerated or accepted as intolerable according to the rightholders or the upload filters that work with the data provided by the rightholders.\textsuperscript{1017} Therefore, similar facts are unlikely to achieve similar results, which brings the problem of Article 17 failing to be foreseeable. The

\textsuperscript{1013} Poland v European Parliament (n 79), para 91; YouTube and Cyando (n 77), para 116.
\textsuperscript{1014} Poland v European Parliament, AG Opinion (n 272), para 148.
\textsuperscript{1015} These damages for providing false information in a takedown or counter notice might include actual damages and attorney’s fees; see: 17 U.S.C. § 512(f). A similar example in EU law can be found in Article 82 of GDPR.
\textsuperscript{1016} Lenz v Universal Music Corp, 801 F3d 1126 (9th Cir 2015) (2015) F.3d (United States Court of Appeals for the Ninth Circuit).
\textsuperscript{1017} There are already examples of this in practice. See Kristel García (n 993).
leading cause of this problem lies in leaving the assessment regarding the uploaded content to rightholders or the upload filters with efficiency levels depending on the accuracy and genuineness of the information provided by rightholders. However, Member States are directly bound by fundamental rights and must respect procedural safeguards. Most importantly, for this assessment, Member States have to always take into consideration circumstances that exonerate the user accused of an infringement of copyright.\textsuperscript{1018} Therefore, whether a specific use of content is permitted should be explicitly set out within the implementation by the Member States to achieve fundamental right-compliant implementation of Article 17 and improve foreseeability and compliance of rightholders with these permitted uses when sending their takedown and stay down notifications must be ensured.

As underlined previously, failing to provide an equal opportunity for the users results in an imbalanced practice that interferes with the right to a fair trial and the fair balance principle.\textsuperscript{1019} Granting the authority to decide on the status of the upload to only one side of the assessment is enough to identify this practice as imbalanced. Ideally, the assessment should be left to the courts.\textsuperscript{1020} However, in practice, considering the fast pace of the online world and platforms, providing a rapid court decision for all pre-flagged uses is unlikely. As these uploads should stay online when the dispute regarding the legality of the use of the third-party work is being reviewed, the long progressing times can damage the rightholders. Therefore, a practical and fast way of improving decision-making which would help achieve a balanced assessment could be the platform’s users’ involvement.\textsuperscript{1021}

As Article 17(9) plays an essential role in protecting freedom of expression, right to privacy and right to a fair trial, the need for a high degree of efficiency and reliability for this safeguard to work as intended should not be underestimated.\textsuperscript{1022} However, as examined previously, complaint and redress mechanisms historically suffer from efficiency problems; users are mostly unaware of these mechanisms or find the tools complicated to use.\textsuperscript{1023}
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lengthy processing times and the fact that these mechanisms are known for their failure to provide users with quick and effective solutions as they do to the rightholders are other factors that discourage users from resorting to these mechanisms. Therefore, to achieve the ideal implementation of Article 17(9), Member States should instruct OCSSPs to implement a system that would minimise these problems by following updated guidance by the Commission.

Article 17(9) requires online content-sharing service providers to put in place an “effective and expeditious” complaint and redress mechanism allowing users to challenge the blocking or removal of their content. First and foremost, it is important for the platform to ensure that users are aware and can easily access these complaint and redress tools. The complaints these tools have brought should be subject to human review to deliver a rapid decision regarding the status of the upload, whether it should stay down or be restored. Therefore, in accordance with Article 17 (9), if the user challenges the decision regarding the infringing status of the upload via redress tools, the upload should be subject to human review. The human review procedure should deliver prompt decisions regarding the online status of the challenged content and ensure that both user and the rightholder are able to provide their input. In principle, the challenged content should remain online during the review until the end of the complaint and redress procedure; however, rightholders can submit a notice to request that the content be taken down during the review if it meets the criteria. Similarly, where content is taken down during the review process, users can also send a notification to request content to go online if they prove the time-sensitive status of their upload for their fundamental right practice.

Users can use complaint and redress mechanisms regarding any decision that involves removal or disabling access to their upload; this could be when their upload is found manifestly infringing and blocked or be subject to the ex-post removal of the user uploads via rightholders’ takedown and stay down requests. As underlined before, easy access must be ensured, and the operation of these redress tools should be explained to users within the notification they receive upon the takedown or the blocking. These complaints should be
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handled without undue delay, and where rightholders fail to respond swiftly, in principle, the contested upload should go online.  

There should be a set time window within the implementation rather than vague terms of “without undue delay” or “reasonable timeframe” for OCSSPs to process and rightholders to respond to these complaints not affect users' freedom of expression, which could be agreed within the stakeholder dialogues. Also, the requirement for this mechanism to be effective, rapid and user-friendly in order to be fundamental rights compliant should be underlined in the implementation. Service providers should ensure the human review mechanism provides timely and effective solutions, and instead of providing a one-sided conversation, it enables both sides of the dispute to contribute and defend their stances.

In most cases, restoring the legitimate upload in a timely manner is vital for exercising the right to freedom of expression and information, as the upload can lose its interest and informative value. However, in practice, it is challenging to provide the required human review as it would require employing large numbers of skilled moderators who would not always be available, and this practice would be disproportionately costly for the OCSSP. At this stage, an additional review by the users may be introduced, which will be proposed below with the community review system to help with the immense workload of human review teams.

Lastly, as a part of the process, the user should be notified of the outcome of the human review, and if their appeal was successful, the platform should reverse the decision regarding the blocking or removal promptly. A time window may be provided within the national implementation to enforce the outcome of the complaint and redress assessment. If the user’s appeal fails, the notification should include sufficient information regarding the further appeal mechanisms made available by the Member States, as it is a requirement of Article 17(9) to challenge the final decision and for the overall settlement of these disputes. To ensure the right to a fair trial, the out-of-court mechanisms should have expertise on
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1028 For instance, there are defined time limits within GDPR; under Article 12 a data controller must respond “without undue delay and in any event within one month of receipt of the request.”
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copyright disputes and should be free and not too complex to prevent putting off the average user from appealing the decision. For instance, an independent institutional copyright body of each Member State can be incorporated into the appeal process for the removal or blocking decisions.\footnote{This independent copyright authority (ICA) can be established under DSA’s Digital Services Coordinators as the platforms’ liability under DSA includes the blocking and removal of copyright protected content. It will be discussed in detail below.}

Thus, the ideal implementation of Article 17 (9) should require providing effective remedies which prevent feeding the imbalance between the protection over the rightholders and users to satisfy the fair trial guarantee and proportionality principle. However, one should keep in mind that an ideal implementation of Article 17 (9) alone without ensuring the effective implementation of other safeguards in Article 17 (5)-(10) would be meaningless in achieving a fundamental rights compliance implementation of Article. Especially for the fundamental right-compliant implementation of upload filters, in the absence of the ex-ante safeguards of Article 17 (7), it is not possible to mention the proportionality and effective protection of freedom of expression. This is because the collateral effect of such filtering is too great to be compatible with freedom of expression, irrespective of whether affected users have a right of appeal against blocking their information; therefore, further protection must be provided with ex-ante safeguards.\footnote{Poland v European Parliament, AG Opinion (n 272), para 186.}

In line with that, the right implementation of Article 17 (9) should provide “offensive means of reaction” and open the door for users to enforce their rights imposed by Article 17 (7) against OCSSPs by enabling users to hold OCSSPs liable where they fail to not to prevent legitimate uploads.\footnote{Poland v European Parliament, AG Opinion (n 272), para 161; Tito Rendas, ‘Are Copyright-Permitted Uses “Exceptions”, “Limitations” or “User Rights”? The Special Case of Article 17 CDSM Directive’ (2022) 17 Journal of Intellectual Property Law & Practice 54; Michel M Walter and Silke von Lewinski (eds), European Copyright Law: A Commentary (Oxford University Press 2010). p. 1022.}

This interpretation of the Article also aligns with the CJEU’s approach, which has been progressively leaning towards identifying copyright exceptions as rights instead of mere defences.\footnote{Funke Medien (n 133), para 70; Spiegel Online (n 133), para 54; C-145/10 Eva-Maria Painer v Standard VerlagsGmbH and Others [2011] ECLI:EU:C:2011:239, Opinion of Advocate General Trstenjak, para 196.}

Moreover, Article 17 (9) might be used for user claims under tort law where the platform was neglectful regarding accommodating the legitimate uses which provide users with a right to recompense as OCSSP fails to satisfy its duty of care.\footnote{Lorna Woods and William Perrin, ‘Online Harm Reduction – a Statutory Duty of Care and Regulator’ [2019] SSRN Electronic Journal <https://www.ssrn.com/abstract=4003986> accessed 21 September 2022.}
These recommendations regarding the complaint and redress mechanisms also comply with the DSA. First, recommended system ensures more transparent enforcement on the platforms by ensuring an additional layer of review of the automated decisions by the trained users in addition to the platforms’ human teams that would only come into play ex-post. Moreover, strengthening the notification obligations and introducing more detailed rules regarding the operation of complaint and redress mechanisms would also be in line with the DSA. DSA’s Article 20 includes an obligation to provide an effective internal complaint handling system for platforms’ decisions regarding the removal or blocking of the content and provides strong safeguards for the enforcement of this redress mechanism, such as the obligation to restore legal content which has been subject to the false positives without undue delay which also provides an ex-post safeguard for the over enforcement. In addition, compliance with Article 20 of the DSA requires platforms to inform complainants without undue delay and ensure this notification includes the out-of-court dispute settlement information and, most significantly, introduces a legal body, Digital Services Coordinators, which ensures the standards for the body which would undertake this out-of-court settlement of disputes. These standards are, namely, impartial and independent, expert, easily accessible, able to provide swift, efficient and cost-effective redress, and governed by clear and fair rules. The article also fills the silence of the CDSMD by regulating the outcomes of the appeal decisions, in this context, fees within this article. According to Article 21(5) of DSA, where the user is successful with their appeal, the platform must reimburse the user for any fees and other reasonable expenses; however, if their appeal fails to be successful, users shall not be liable for the costs that the platform paid. In line with Article 21 of DSA, the recommended mechanism also suggests the involvement of an expert institutional body regarding disputes over the disabling of access to, or the removal of, works.

Thus, these obligations of DSA align perfectly with the above recommendations for the ideal implementation of Article 17 (9) of the CDSMD. Therefore, it would be practical and economical for platforms to design or switch their complaint and redress mechanism according to the DSA as it provides more detailed obligations regarding the features of this mechanism. Considering that most of the OCSSPs will fall into the scope of VLOPs, it would be beneficial for OCSSPs to consider an all-embracing complaint and redress tool that would cover different types of unlawful content. This approach would also help platforms achieve
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more user-friendly tools for the users and satisfy the requirement under Article 20 (3) DSA while providing ideal compliance with Article 17(9). Therefore, it would be beneficial for all the parties if the national implementations consider DSA’s articles for the overlapping obligations with CDSMD to ensure higher standards regarding the application of these obligations.

5.2.3 Recommendations regarding implementation of Article 17 (8)

The required technical procedure under Article 17 (4), the employment and operation of upload filters, brings the problematic vague scope of monitoring that interferes with the rooted principle of the general monitoring ban, which has been repeated in Article 17 (8). Also, Article 17(9) ensures that the obligations set out according to the Directive not leading to any identification of individual users nor the processing of personal data and be compatible with data protection and privacy, which underlines the compatibility with GDPR and Directive on privacy and electronic communications.

As it has been argued within Chapter 3, despite the Directive’s language not imposing specific technological tools, the currently available tools, upload filters, are data intrusive in nature. It has been found that by the CJEU, due to the modus operandi of these upload filters, the monitoring that they carry out is general, which blurs the scope ratione personae, ratione materiae and ratione temporis; therefore, the specific impact of this monitoring on the exchange of data is not possible to be determined. Unless it is limited with well-defined restrictions in terms of scope, time and profiles concerned, monitoring to detect trivial infringements that in most instances would not impact rightholders’ interests noticeably would constitute a disproportionate practice. Therefore, it has been concluded that while this “data processor-invasive” operation of upload filters clashes with the
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general monitoring ban, it also poses a risk of serious interference with users’ data protection.\textsuperscript{1042}

To tackle these problems, first, monitoring should be carried on in a truly specific manner. Thus, the conditions within the Article for imposing filtering obligations, such as “the relevant and necessary information” of Article 17(4)(b) and a “sufficiently substantiated notice” of Article 17(4)(c), should be clearly stated. To perform content moderation which respects fundamental rights, ideally, the implementation has to ensure that the duration, the scope of the moderation, especially the types of communications to be impacted, and the types of users being subjected to profiling are limited.\textsuperscript{1043}

In order to minimise data protection problems, upload filters can carry on gradual monitoring suggested by Romero-Moreno, where the active monitoring is limited to the uploads, which include third-party works in the platforms’ database of work of high commercial value and operate a less data processor-exhaustive monitoring for the detection of these uploads.\textsuperscript{1044} Moreover, users should be enabled to assert their rights once the implementing measures taken by the internet service provider are known; the monitoring must be subject to additional data protection safeguards, such as the prior checking or authorisation by the relevant national data protection authorities.\textsuperscript{1045}

The implementations must pay particular attention to these limitations to ensure the required data protection as these platforms have to monitor for equivalent content in line with the Glawischnig-Piesczek decision, which stated that monitoring for equivalent content in addition to identical is accepted as compatible with the general monitoring ban.\textsuperscript{1046} Therefore, the strict standards to follow while monitoring for the equivalent content must be clearly laid down, the range of the equivalent content must be strictly limited to content with insignificant

\textsuperscript{1042} Scarlet Extended (n 16), paras 33-38; Netlog (n 16), paras 35-40; Glawischnig-Piesczek (n 241), para 34; Barbulescu v Romania (n 725), para 121; James and Others v the United Kingdom App no 8793/79 (ECtHR, 21 February 1986), para 51; Uzun v Germany App no 35623/05 (2010) 53 EHRR 852, para 78; Yildirim v Turkey (n 1), para 64.
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alterations, and it must be ensured that transformative uses would not be subject to this monitoring in order to maintain the specific nature of the monitoring.\textsuperscript{1047}

5.2.4 Recommendations regarding implementation of Article 17(5)

While implementing and putting Article 17 into practice, the proportionality principle set out in Article 17(5) should be considered in every stage of this implementation as the “blanket safeguard.” Member States should embrace Article 17(5), which provides proportionality as an overarching safeguard throughout their all implementation, as it lies within the core of the balancing of the fundamental rights discussion. Therefore, the implementation must ensure the practical application of proportionality and incorporate it into the assessment of the best efforts standards of the Article.

Thus, as achieving an application of best efforts obligation on a case-by-case basis on practice is a must to ensure proportionality, the national implementation should have clear information on how to apply the proportionality to Article 17(4)’s conditions. To ensure this, first, the scope of OCSSP in Article 6(2) should be implemented in light of Article 17(5), which would help balance the intervention of the best efforts obligations with the platforms’ right to conduct a business as examined in detail in Chapter 4. Then, the implementation should underline that the assessment of best efforts for OCSSPs shall be assessed based on the ‘relevant and necessary information’ provided by the rightholders. Thirdly, clarify how the consideration of different factors regarding the service, costs, and content should be undertaken in different circumstances on a case-by-case basis. These different factors may include the platform’s type, size and audience, the availability and cost of different solutions that need to be implemented, including human review, and the prevailing or residual nature of content uploaded by the users.\textsuperscript{1048} For instance, even though they fail to meet the exception requirements within Article 17(6), smaller service providers should not be expected to implement costly and complicated technologies such as fingerprinting. Instead, they should be able to rely on notice and takedown mechanisms to show their best efforts or even big platforms which do not consider their main purpose as enabling the uploading and sharing of

\textsuperscript{1047} Poland v European Parliament, AG Opinion, (n 272), para 202.

a large amount of copyright-protected content might be able to avoid liability according to the proportionality principle. OCSSPs should be free with their choice of automated content recognition technology in line with Article 17(5) and the principle of proportionality. However, another important parameter that needs to be set in light of the principle of proportionality regarding these technologies is the tolerable level of false positives that the upload filters generate. Despite the fact that there is no available technology that can identify legitimate uses flawlessly, CJEU’s stress on excluding filters that cannot distinguish the lawful uses without needing an independent assessment for compliance with Article 17(4) should not mean excluding every upload filter available. That is why the acceptable error rate for different types of filtering technologies should be set in a way that they are as low as possible to ensure compliance with Article 17(7).

Moreover, while setting this acceptable level of error, the approach of the legislature, which considers false positives more serious than false negatives and the precedence of Article 17(7) over Article 17(4), must be considered. To keep the error rate low as possible additional mechanisms such as pre-flagging and human review should be implemented. As it would also define the OCSSPs’ compliance with Article 17(4), the thresholds that would trigger automatic blocking must be defined following proportionality in a way that justifies this preventive enforcement action within the stakeholder dialogues in which parties are bound to put special attention to the fair balancing of fundamental rights and the use of exceptions and limitations.

Proportionality comes into play also for notice and takedown obligations as the assessment of best efforts depends on the relevant and necessary information that rightholders provide. So, it should be clear in the implementation what constitutes relevant and necessary regarding information that rightholders provide to make OCSSPs ensure the unavailability of specific content. Similarly, as these factors apply to the stay down mechanism when rightholders request the prevention of future uploads of notified works from OCSSPs, a clarification regarding what constitutes a “sufficiently substantiated notice” also has great importance to ensure proportionality. Both concepts are related to a general monitoring ban that needs to
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be followed, too; therefore, extra care is required, especially with respect to the prevention of uploads for infringements that have not yet taken place. Thus, it is important that implementation clearly requires rightholders to provide specific and detailed information, which includes the identification of the allegedly infringed work, verification of the specific rights held by the rightholder and the infringing upload with the information on where it is located on the platform, i.e. infringing upload’s URL.

Moreover, in addition to the application of the proportionality to Article 17(4) obligations, as underlined under the Article 17(7) recommendations, in order to provide proportionate enforcement that respects the fair balance of different fundamental rights, national implementations must ensure there is no imbalance between the sanctions regarding the failure to implement sufficient copyright moderation practices and the failure to protect user rights and interest. The implementation must take into account the fact that the protection that is guaranteed to the right to property has its limits, just like the other fundamental rights, and as an economic right, it has to be balanced against social rights. Therefore, where the system only provides sanctions for failing to employ preventative measures that incentivise copyright protection over user rights, it is impossible to mention proportionality.

Thus, in line with Article 17(5), the Member States and the Commission should define and determine comprehensive rules for the obligations of the Article, especially for the best efforts requirement, as the enforcement of the copyright online requires a supervised and transparent process.

5.3 Conclusion

Therefore, an ideal implementation, first and foremost, in line with the minimum criteria for Convention-compatible legislation on Internet blocking measures, should clarify the definition of OCSSPs and the scope of the blocking or removal of the uploaded content; set a

1056 Article 52(1) EU Charter.
1057 Poland v European Parliament, AG Opinion (n 272), paras 210-212.
1058 According to the opinion of Judge Albuquerque Ahmet Yildirim v Turkey (n 1): A definition of the categories of persons and institutions liable to have their publications blocked, a definition of the categories of blocking orders, a provision on the territorial ambit of the blocking order, indication of the “interests” that may justify the blocking, observance of the criterion of proportionality, compliance with the principle of necessity, definition of the authorities competent to block, a procedure to be followed, notification of the blocking and a judicial appeal procedure against the blocking order.
limit on the duration of the monitoring and blocking; underline the importance of proportionality throughout the application of Article 17, which provides for the fair balancing of fundamental rights of users, OCSSPs and the competing IPRs of rightholders. Then, accordingly, ensure that the blocking is necessary and encourage the implementation of less draconian measures, such as notice and takedown and where the *ex-ante* filtering is inevitable, ensure that it is limited to uploads with established illegality by a court or manifestly infringing ones and the operation of upload filters are not interfering with legitimate uses such as E&L. It should provide a clear definition of the procedure to be followed for redress, which includes the examination by the competent authority, the hearing of evidence from the affected user, notification of the blocking and the grounds for it to the user, and out-of-court and court appeal against the blocking or removal decision. Lastly, set a reasonable time limit for dispute resolutions to ensure the effectiveness of these appeal mechanisms.

Another important thing about the implementation to keep in mind is that Article 17 is open to interpretation and review anytime. Recital 66 mentions the “best industry practices” and the “state of the art” as standards for the best efforts assessment. As these standards are subject to rapid changes, the stakeholder dialogues envisaged by the EU legislature in Article 17(10) should take place continuously in order to regularly update the guidance and provide resilience for the rules.1059 As Recital 66 opens up the door for AI technologies, it is important for the legislation also to provide solutions for problems arising from the implementation of AI upload filters and machine learning. The aim of the legislator with these points is to help reach a future-proof regulation that can keep up with technological developments and changes in practice. While one can argue that these continuous updates can affect the foreseeability of the law, CJEU’s reference to Delfi decision in the *Poland* decision clarifies the compliance with ECHR case law by stating that limitations can be formulated with sufficiently open terms to be able to keep pace with changing circumstances.1060 Therefore, by following a flexible approach, this study recommends a procedural system for the implementation of Article 17, which harmonises the CJEU’s case law that has been examined throughout this dissertation with the literature and existing national implementations to provide a fundamental right complaint enforcement of copyright online.

1059 Article 17(10) of CDSMD; *Poland v European Parliament* (n 79), paras 73-74; *Poland v European Parliament*, AG Opinion (n 272), footnote 253.
1060 *Poland v European Parliament* (n 79), para 74.
5.4 Suggested Implementation Model

In line with the provided recommendations above, which are generated through an in-depth examination of the competing fundamental rights and analysis of case law, in this chapter, this study will suggest the implementation model for Article 17.

One must keep in mind that delegating the review of online legality to the OCSSPs, while constituting an inappropriate transfer of juridical authority to the private sector, would cause an opaque enforcement process that would clash with the fundamental principles of EU law.\(^{1061}\) This important assessment and the protection of users’ fundamental rights should not be entirely left to these private parties. Therefore, this study recommends the integration of users into the assessment of online legality to strike a fair balance between the competing rights and interests of users, OCSSPs and rightholders, as the traditional procedures do not include user input in this online legality assessment. Thus, as a result of the detailed examination of regulations, case law, literature and case studies, this study suggests that the ideal filtering should be decentralised, ex-post, transparent and hybrid.

A. Decentralised: There is no such thing as one size fits all when it comes to content filtering, as different cultures and locations require different moderation rules. For instance, each member state has its own copyright exceptions and limitations in place within their national laws, and even for the harmonised copyright exceptions such as quotation, review and parody, each location has its own understanding of what constitutes parody and what types of content would fall within the scope of the copyright exceptions and limitations. This filtering makes it possible to enforce different regulations in different locations and policies on different users, such as particular subgroups within the platform. For instance, one of the biggest platforms, Reddit, implements this type of filtering and pairs this with a voting system by their users, which helps the platform optimise the standards that apply to different communities.\(^{1062}\) The platform provides a minimum of common guidelines and enables

\(^{1061}\) *Poland v European Parliament*, AG Opinion (n 272), paras 59, 212; European Commission (2010), ‘Summary of the results of the Public Consultation on the future of electronic commerce in the Internal Market and the implementation of the Directive on electronic commerce (2000/31/EC)’

different communities to be managed by the standards set by their own moderators. Therefore, by applying community rules, moderators help form the culture of each community clearly, while upvotes, downvotes, and discussions by the platform users further form the culture in an indirect manner. Therefore, a decentralised filter that involves multiple distributed moderators operates with a degree of independence, and this type of more specified filtering would be a more fundamental right-compliant way to carry on filtering.

B. Ex-post: The implementation should avoid introducing ex-ante filtering as default; on the contrary, it should underline the fact that it needs to be strictly applied. Ex-post filtering has different benefits for both platforms and the users; compared to preventive filtering systems, ex-post mechanisms are found to be fundamental rights-compliant as it is less draconian, less intrusive and less expensive. It has been accepted that ex-post systems such as takedown are appropriate tools for balancing the rights and interests of all those involved in many cases. Ex-post filtering helps with over-blocking problems as it operates filtering on the content on the platform and is available for the users, and leaves the lawful content on the platform until there is a takedown request or a flag that claims the upload is infringing. This type of filtering has the advantage of letting valuable and time-sensitive content for freedom of expression and democratic dialogue go online without any delay. Therefore, it avoids the harmful outcomes of ex-ante filtering, such as the exclusion of many valuable and legitimate content with the automatic decisions of filters and the negative effects on freedom of expression, access to information and democratic dialogue. In addition to this, it reduces the extreme workload that moderators and human review teams need to undertake, which might ease the burden on the human teams and help the platform economy by reducing the human cost of content moderation and achieving a more proportionate practice. This ex-post manner can be further improved by carrying reactive filtering, which requires a notification such as flagging by users or complaints by rightholders to
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1064 Yildirim v Turkey (n 1).
1066 Delfi v Estonia (n 130), para 159.
1067 Policy Department for Citizens’ Rights and Constitutional Affairs and Directorate-General for Internal Policies (n 59).
1068 Promusicae (n 87), para 68; UPC Telekabel (n 49), paras 46,49.
decide which uploads will be subject to filtering in addition to moderation carried on by upload filters. Thus, even though the Directive requires the implementation of *ex-ante* filtering, the employment of *ex-post* filtering should be considered for smaller OCSSPs in light of Article 17(5), and the *ex-ante* filtering should be strictly limited to manifestly infringing uploads to ensure compliance with Charter.\(^\text{1069}\)

**C. Transparent:** one of the most important features for the filtering that should be carried on by the OCSSPs is transparency, as this principle carries significant importance for the fundamental right protection online, especially for users’ data protection, right to respect for private life and right to a fair trial.\(^\text{1070}\) To reach transparent filtering, OCSSPs should first explain the filtering that they operate in an easily understandable and sufficiently detailed way. When these filters take action, the platform should immediately inform individual users, ideally also their community, about the automated blocking decisions of the upload filters.\(^\text{1071}\) The information that should be provided includes how the implemented upload filter work within the platform, the reasoning behind the automated blocking of the user’s content, redress mechanisms that include human review, all available in out-of-court and court appeal regarding the automated decisions concerning their content to ensure the compliance with the right to a fair trial.\(^\text{1072}\) Procedural tools for automated decisions should provide a remedy in a timely manner, and they should be user-friendly and free.\(^\text{1073}\) These tools should enable users to challenge automated decisions and obtain human responses. Moreover, to mention an efficient level of transparency, users and the wider community must be enlightened about the filtering process, including how they can benefit from their rights of E&L. Therefore, transparent filtering should be carried on in order to ensure compliance with fundamental rights when operating upload filters. This would also ensure compliance with upcoming DSA requirements of transparency.\(^\text{1074}\)

\(^{1069}\) *Poland v European Parliament* (n 79), paras 81, 85-95; *Poland v European Parliament*, AG Opinion (n 272), para 198; Guidance (n 289), p 20.


\(^{1072}\) Tele2 (n 88), para 100.; Barbulescu v Romania (n 725), para 133; H. v. Belgium, App no 8950/80 (ECtHR, 30 November 1987), para 53; Hirvisaari v. Finland, App no 49684/99 (ECtHR, 27 September 2001), para 30.

\(^{1073}\) Article 6 of the Convention.

\(^{1074}\) Chapter III of DSA. For detailed information on the transparency requirements See Chapter 2.3.3.
D. Hybrid: Lastly, the ideal filtering should be hybrid, meaning that content filtering is undertaken by a combination of automated tools and human teams. This type of filtering involves a “multi-stage combination of humans and machines that interact in complex ways.” This collaboration helps both actors to improve each other’s shortcomings. For instance, as no currently available technology can assess the legitimacy of an upload, mainly because of their incapability to distinguish the copyright exceptions and limitations that the upload benefits, the human review helps automated filters with this assessment and should be the ones who decide the blocking of the content that the filter assumed to be infringing. Meanwhile, as automated tools are more advanced regarding speed compared to human teams, they can help these teams by carrying out initial filtering, which reduces the number of cases they need to decide and gets rid of manifestly infringing uploads faster. As explained below, another actor can be introduced to share the workload of human review teams, namely, the platform’s community.

In order to achieve and maintain ideal filtering, which is fundamental rights compliant, in addition to the recommendations examined within this chapter, by considering the legal limits and nature of the upload filters, this study proposes the following procedural system for Article 17’s most problematic part, filtering obligations. Considering the lawmaker’s focus on the big OCSSPs for copyright reform, this proposal is most suitable for platforms with a large number of active users and sufficient resources.

All the research that this study examined shows that upload filters should merely filter; they should not decide. The critical assessments cannot be left to the upload filters with no understanding of the context of the uploads, neither to OCSSPs, nor rightholders alone, as they have aligned interests regarding protecting the IPRs. Especially, the time-sensitivity of some user fundamental rights, such as freedom of expression, makes the traditional filtering which asks questions after the execution of the automated decision, incompatible with the protection of the fundamental rights and, consequently, with the Charter. Considering Article 17 (7), Article 17 (9) and the mandatory protection of fundamental rights that must be
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1075 Policy Department for Citizens’ Rights and Constitutional Affairs and Directorate-General for Internal Policies (n 59).
1077 “We cannot accept a situation where decisions that have a wide ranging impact on our democracy are being made by computer programs without any human supervision” Ursula von der Leyen, ‘Speech by the President on Inauguration of New US President’ (European Commission) <https://ec.europa.eu/commission/presscorner/detail/en/speech_21_167> accessed 27 April 2021.
ensured within the implementation, it is clear that preventive removal of uploads via automatic decision-making should not be declared as the norm. Therefore, there should be a new and different way of online enforcement of copyright, which ensures a collaborative effort that includes the input of every actor within this process in order to achieve balanced enforcement that respects all fundamental rights.1078

That is why this implementation suggests the introduction of an additional review stage, which will be handled by the platform’s community to improve the pre-flagging system. This addition would help solve many problems arising from the automated nature of decision-making, improve the accuracy of the decisions and consequently ensure the respect of the essence of freedom of expression. First, it would incorporate pre-flagging by allowing users to prevent ex-ante filtering for the uploads that include uses that benefit from copyright exceptions and limitations, then introduce a type of human review sourced by the platform’s community to improve the pre-flagging and, consequently, the filter’s decisions. This additional review stage would also help the official human review team of the OCSSP by providing them with references that they can benefit from for their examination of the cases. It would also help make the whole decision-making progress more balanced by guaranteeing the contribution of equal strength from every party of the online copyright enforcement and preventing the accumulation of power and liability to certain actors. Moreover, this involvement can strengthen the feeling of shared responsibility within the OCSSPs’ users; in this system, the removal of content would involve the shared responsibility of users, moderators, and automated tools, which would improve the accuracy of the users’ contribution and the effectiveness of this system overall.1079 This system introduces a type of filtering that prioritise transparency and enhances the sheer decision-making, which results in more fair and adequate decisions which would strengthen compliance with fundamental rights. However, it should be added that this mechanism is recommended for platforms with a


significant number of uploads and active users, which also have the sources to implement such a system without being disproportionately burdened.

This procedure includes a pre-flagging tool that would enable users to declare that their use of the copyright-protected work benefits from E&L or that the work belongs to the public domain or benefit from creative commons licence for their public uploads that do not seek commercial gain or do not generate substantial revenue. This tool, coupled with the community review, ensures users are provided with *ex-ante* safeguards, just like rightholders, for their fundamental rights that are subject to *ex-ante* filtering. The availability of this tool is important to strike a fair balance and fulfil the requirements of the critical safeguard in Article 17(7), namely the requirement of not preventing lawful content from going online, especially when the use of third-party work within the upload is covered by the E&L. With this pre-flagging tool, users are provided with the ability to declare their use of the third-party work is legitimate, therefore ensure that the *ex-ante* filtering is strictly limited to the manifestly infringing works.

5.4.1 Case Study: CS:GO Overwatch

The proposed review system has been inspired by the Overwatch anti-cheat system. This system was introduced to solve the dramatically increasing cheating problem within CS:GO, a competitive multiplayer game with 12.4 Million monthly unique users.\(^{1080}\) This system enables the community to regulate itself by allowing qualified and experienced members to assess reports and where it is necessary to issue temporary bans regarding the cases of users cheating in the game.\(^{1081}\) That is why it is important to examine the functioning of this system to have an idea regarding how the proposed system would work in practice.

The functioning of the system mainly relays on the community members, “investigators”, to participate in the system by watching replays and deciding whether an offence occurred within the gameplay. These cases are reported by the players and selected by the coordinator.
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\(^{1080}\) John McDonald, ‘Using Deep Learning Techniques to Address CS:GO’s Cheating Problem’ (Game Developers Conference, San Francisco) \(<https://youtu.be/kTiP0zKF9hc>\).

for their review. In order to take any action, namely, issue a ban, the investigators should collectively agree that an offence has occurred within these cases. In addition to that, since 2017, Valve has been implementing deep learning mechanisms called VACnet to monitor gameplays to detect cheaters with more certainty and refer these to the human review via the Overwatch system, which increases the chance for this system to be a model for the recommended system of this work to improve the efficiency with a hybrid operation. As Valve praises the high level of ‘convictions’ on the cases submitted by the VACnet, it adds that the human element, Overwatch, is vital for this system as deep learning evolves along with human jurors, and it gets its training data from Overwatch.

In order to be qualified to be selected as an investigator, Overwatch requires community members to be active. The parameters taken into account include “competitive wins, account age, hours played, Skill Group, low report count”. However, the CS:GO team adds that to be a good Overwatch investigator, a player does not need to be in a high-skill group and ensures that there is no relationship between skill groups and the ability to be an Overwatch Investigator. To maintain the investigator title, the investigators should keep their accuracy with their decisions and participation high, which is reflected in their “Overwatch score.” Therefore, the system changes scores by examining their performance with their caseload. This score evidences the investigator’s ability to consistently and accurately judge the cases.

The accuracy of investigators is calculated according to the majority decision of a group of investigators for the same replay; the individual investigators gain a positive score if their verdict aligns with the majority decision and score negatively when their decision conflicts with the majority decision. The level of change in score depends on how strong the majority decision is; when the decision is close to being unanimous, meaning most investigators are in agreement, the change would be significant and smaller when they disagree. Moreover, to further help the team to maintain a good operation of the system, the cases that are examined by investigators also include occasional test cases. These cases are being put into their review

1083 ibid.
1084 ibid.
1085 ibid.
1086 ibid.
list by the CS:GO team to check how the investigator is handling the cases that need to be reviewed, and they help them perceive the investigator’s carefulness regarding the review of the case, how informed the decisions are and the level of accuracy.

In order to ensure the participation of every member of the community, every new investigator will enter the pool with a low score, and the only way to improve their score is to deliver accurate decisions. This also ensures that case outcomes be driven by only the high-scored investigators who practice the most accurate decision-making. The number of cases to be investigated increases parallel to members’ activity and their Overwatch accuracy scores. The system provides more cases for investigators with high scores to review and, most importantly, gives their decision more validity during the decision-making, which means that their decision would have more weight for the final verdict.

![Overwatch review page](image)

**Figure 3: Overwatch review page**

Investigators review fully anonymised replays of the randomly selected matches to determine whether or not players have committed any offences during that replay solely based on the actions of the suspected players. At the end of this review, investigators should deliver their decision regarding the accused acts as either “Insufficient Evidence” or “Evident Beyond a
According to these decisions, the case will be closed, and when there is a collective judgment of the investigators and in the absence of a conclusive decision or where the majority of the input is “Insufficient Evidence,” it will be discarded. This review takes place rapidly with the user-friendly system and the active contribution of the investigators; a user reported that it takes them 30 minutes to complete a case, including watching the 10-minute gameplay.

Figure 4: Overwatch decision page
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Consequently, Investigators will be awarded for their accurate decisions regarding these reviews. Systems provide them with experience points, and if they further deliver more accurate decisions continuously, they receive experience point boosters which is a significant incentive that could be applied to every match they are playing. At this point, it should be underlined that, as accurate decisions bring the points, investigators are not fixated on detecting the cheaters; they observe the importance of successfully determining the innocence. Also, while “punishing” the cheaters, it enables the system to give trust scores to players that play fairly and match those users with each other to ensure that they enjoy the game without cheaters.

![Figure 5: Reward notification](image)

While there is sufficient information regarding the operation of Overwatch, there is limited publicly available official data that would help with evaluating the efficiency, as Valve does not release any official reports on the Overwatch system. They abstain from disclosing information, especially on detection of the cases, because it results in this detection losing its functionality as the bad actors adapt themselves accordingly. However, by looking at the operation, this community-supported hybrid decision-making seems like a good match for the automated copyright enforcement on big OCSSPs. Therefore, this study suggests the application of community regulation systems to automated copyright enforcement online to achieve a modern and fundamental right-compliant implementation.

With this system, users believe what they are undertaking is not a chore; it is rather a privilege and a satisfactory duty as it enables users to help and protect their community. Moreover, according to the users, the system “provides an inherent sense of togetherness and
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1090 John McDonald (n 1080).
pride within the CS:GO fan base” and even describes investigators as guardian angels. Similarly, moderation on one of the biggest platforms, Reddit, is successfully handled by their users, namely “mods,” who see this duty as a privilege as a part of the platform’s “community-first” ethos. This feeling of protecting the community might be introduced to users with the idea of protecting freedom of expression and arts and IP rights of creators on the platform and therefore motivating users to help provide fair enforcement of IPRs rather than advertising the system as a support mechanism for over-enforcement of IP rights. Moreover, in-platform initiatives should be introduced just like Overwatch’s experience points gain for accurate decisions such as the chance to be promoted within the programme, perks and access to different tools within the platform, virtual and physical awards such as vouchers, merchandise of the platform, exclusive access to events, workshops, meetups and direct access to the human review team directors and where applicable offers to participate in beta testing for new products and services. For instance, YouTube already has a significant group of users that received training from the platform regarding flagging unlawful content on YouTube under the YouTube Heroes programme, which now operates under the name YouTube contributors, and they can constitute a start group for this study’s recommended system.

However, while promoting and introducing this system, it is important to stress the fact that the scoring mechanism against misuses ensures the wrongdoers are identified and thrown out of the system promptly and that there are severe penalties placed for any misuse or abuse of the privileges of being a community member. These penalties could be withdrawal of access to certain perks, termination of the trusted user status and removal from the program, and temporary and permanent bans for their platform account. Also, any unlocked perk that has not yet been redeemed, used, or accepted should be stripped from their programme account.

due to the trusted user status being terminated.\textsuperscript{1097} As is the case with all the mechanisms, this system is also not foolproof, but the power of making people feel important and how it motivates them is not something to ignore. There might be “trolls” who misuse this system, but through the scoring mechanism, they will be out of this mechanism and even from the platform promptly.

5.4.2 Community Review System

In light of the analysis of primary and secondary legal sources and the above case study, Community Review System has been developed.

\begin{quote}
Figure 6: Automated filtering with Community Review
\end{quote}

\textsuperscript{1097} “YouTube Contributors Program Rules - YouTube Help’
The stages of the recommended Community review system are as follows:

1. During the upload, users have the option to declare the nature of the content they will be uploading. Prior to pre-flagging, the user must read brief information regarding the E&L and the outcomes of abusing the pre-flagging system and confirm that they understand. When their upload includes third-party work covered by any copyright exceptions and limitations, the user can declare by using the “pre-flag” tool, which triggers the rapid community review and prevents the legitimate upload from being blocked by the filter and minimises loss of freedom of expression. As suggested previously, during the uploading stage, users should be informed about the copyright-protected work within their upload by the upload filter, which would provide a notice and choice mechanism to the user prior to uploading, enabling the user to remove the potentially infringing work from their content. Moreover, to assist the review, the uploader who uses the pre-flagging tool selects the legitimate use that the upload benefits from. If the uploaded material is a video, the uploader can mark up to three points on their video, which potentially can show the legitimate use. Thus, firstly, the user uploads the content, and the upload filter detects the copyright-protected work; however, where this upload is not manifestly infringing and has a flag that indicates legitimate use, it does not block it.

When there is a high percentage match with the third-party work within the upload and the reference file of that work within the database of the filter, the upload identifies as “manifestly infringing” and triggers the preventive blocking. The threshold for this blocking, the percentage of the match, should be high to presume that the use of the third-party work within the upload constitutes an infringement. Where this high percentage of the original work is identified within the content by the filter, this upload can be subject to automated proactive blocking as it constitutes a “manifestly infringing” upload according to the algorithm of the upload filter. The user will get an immediate notification regarding this blocking decision with the necessary information regarding the appeal options, which include in-platform, out-of-court and court dispute resolution options. This decision will be subject to human review if the user makes an appeal via complaint and redress mechanism placed within the platform, and the allegedly manifestly infringing content will stay down during this process.
If there is no identical or high match with the original work for the pre-flagged uploads, the community immediately and automatically receives the upload for review to provide an *ex-ante* rapid human review regarding the authenticity of the pre-flag. Therefore, this system ensures that the filter does not decide the fate of the uploads at first glance and human involvement in the decision-making at the upload stage. The flag guarantees that, despite detecting copyright-protected work within the upload, the upload will not be automatically blocked; instead, the upload filter sends the pre-flagged content to the community members for review. This step is essential for minimising the abuse of pre-flagging tool and ensuring a fair balance between copyright and freedom of expression. This combination of pre-flagging and community review prevents irreparable harm to the freedom of expression of users, which is exercised through time-sensitive uploads in a balanced way.

Uploaders can choose not to be subject to pre-flagging confirmation by the community with an option that will be presented to them during the upload process; however, this means that if the upload filter identifies the use of a third-party work within their upload that meets the manifestly infringing threshold, their upload will be subject to preventive blocking. They would be able to challenge the blocking and argue the legitimacy of their uploads via *ex-post* tools such as complaint and redress mechanisms. This action is required to ensure a fair balance between freedom of expression and the right to intellectual property and compliance with the Berne three-step test.

2. For pre-flagged uploads, the second phase is the community confirmation phase to ensure the inclusion of the users to achieve balanced decision-making. At this phase, a group of local online users who volunteered, namely community members, will be picked by an algorithm to receive the uploaded content to review and confirm the legitimacy of the pre-flag. These users must be selected based on their activity levels and accuracy scores and undertake training regarding the copyright exceptions and limitations for the Member State that they are based.1098 Community members, upon
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1098 The user specification will be explained in detail below.
reviewing the case, can select the option of *correct use of pre-flag* or *misuse of pre-flag* or where they believe that they are not able to decide, they can request *reassignment of the case* to another trusted user. To assist trusted community members with their decision, questionnaires that ask specific questions that would help detect the copyright exception within the upload can be provided.\(^{1099}\)

This decision by the community should be delivered in real time or within a day latest. This confirmation constitutes the *rapid ex-ante community review* which would be delivered by the users to ensure human involvement while not putting a disproportionate burden on the platform, as they do not employ human review teams for this duty.

The community will receive the regular pre-flagged content that is detected, as the existence of the copyright exception is “not certain, but merely reasonably conceivable.”\(^{1100}\) Community members are required to read the T&C of this scheme, which includes efficient information regarding copyright exceptions and limitations that the Member State implemented and the sanctions for misuse of this confirmation system. According to this, the community will examine the case and see if the upload matches the requirements to be rightfully pre-flagged, meaning the alleged copyright E&Ls exist within the upload or the work belongs to the public domain or benefit from creative commons licence. This group of users will confirm the validity of the user pre-flag merely by looking at the use of the third-party work within the upload.

The community confirmation will be undertaken by hundreds, thousands, or even millions of community members in regular timeframes, depending on the size of the platform. According to the accuracy of their reporting, the community users will receive hidden points for the algorithm that is picking these users, meaning that the algorithm would prioritise the users with high accuracy points. This accuracy will be calculated according to the matches with human review teams’ decisions regarding the same cases.\(^{1101}\) If the outcome of the human review is the same as the user’s decision, the user’s score will go up. The accuracy rates of users’ decisions will make
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\(^{1099}\) To ensure a harmonised application, an example of questionnaire can be drafted by the Commission or an independent copyright authority on EU level.

\(^{1100}\) *Poland v European Parliament*, AG Opinion (n 272), footnote 250.

\(^{1101}\) Including the decisions of Member State’s independent copyright authority as the certified out-of-court dispute settlement body.
the users “trusted” in the eyes of the algorithm that picks users, and by using the feedback loop, this system will achieve a list of trusted users and prefer these trusted users for this confirmation phase. These Trusted Community Members will receive more uploads to review, and in this way, the accuracy of the decisions will be strengthened, and the workload of the “human review” team will be eased. Also, the collaborative nature of decision-making minimises the abuse of these tools, as malicious reports will get neutralised with the majority of the accurate reports. When these community members misuse their powers by deliberately providing inaccurate decisions, these misuses should be subject to dissuasive sanctions such as revoking the Trusted Community Member status, suspension of their account, and in more serious cases, removal of the account. At the same time, depending on their performance, in-platform perks should be offered to the Trusted Community Members, such as premium memberships to OCSSPs services to remunerate and motivate them. Additionally, the users who use the pre-flagging tool accurately can be rewarded in a similar manner.

If the community decision is collectively confirmative of the absence of the declared pre-flagging reason for the copyright-protected work detected by the upload filter could not be detected within the upload by the community, it will be blocked. The user will receive an immediate notification of this decision containing necessary knowledge regarding their decision and how to challenge it, including in-platform effective and expeditious complaint and redress mechanisms, which require this decision to be examined by the human review teams of OCSSPs. Also, to ensure prompt decision-making, in-platform communication channels between users and rightholders should be placed by the OCSSPs to solve the dispute before the complaint and redress procedure. Where applicable, rightholders will be encouraged to monetise the upload that includes their work.

If the community collectively confirms the validity of the pre-flag, this upload will go online and could be subject to a takedown. This decision of the community and the online status will be communicated with the rightholder immediately with a notification that includes sufficient knowledge regarding their appeal options. However, the content should continue to stay on the platform during the process of
appeal as its non-manifestly infringing nature is confirmed by the pre-flag, which has been confirmed by the community.

3. As stated above, the outcome of the community review can be promptly subject to ex-post human review upon the application of the user via in-platform complaint and redress tools. The upload will then be transferred to the “human review” team and go under an inspection of more specialised teams of moderators employed by the platform.

This human review decision should be delivered within a week, and if the content is time-sensitive for the uploader’s freedom of expression and impart information right, the user should have the option to declare this status of the upload with relevant evidence to the platform, which then should put extra care to speed up the procedure. In order to benefit from this, sufficient information regarding the sensitive nature of the upload must be provided by the uploader. As a default, the review must include both sides’ arguments; however, if rightholders do not react in a timely manner, platforms are allowed to decide on the blocked content without their input. If the human review decision reverses the community review decision, the upload will go online with immediate notification to the rightholder about the action that has been taken and the necessary information on how to challenge this decision. However, the information they need to provide for the appeal of this decision must be more detailed than the information they provided for the filtering.¹¹⁰²

If human review confirms the infringing nature of the upload, the content remains blocked, and the user can seek further redress mechanisms, such as out-of-court mechanisms offered by the Member State for the settlement of this dispute or court appeals. At this stage, an independent copyright authority of each Member State can provide supervision and further appeal regarding these decisions.¹¹⁰³

4. As it is evident from the operation of this suggested system, the importance of effective, transparent and expeditious complaint and redress mechanisms for the further protection of the competing fundamental rights is vital. Efficient appeal tools

¹¹⁰³ To improve harmonisation, these bodies can be formed together with the DSA. Will be discussed in detail below.
for both users and rightholders should be in place for the parties to use their right to appeal effectively. These appeal mechanisms should be effective, user-friendly, and, most importantly, provide timely solutions. Users can complain about the blocking or removal of the content, while rightholders can send justified notifications with efficient details to platforms to review the uploaded content which is available on the platform. As underlined previously in this chapter, the standards for the information that these notifications should contain must be clarified within the national implementation. Moreover, when these cases are resolved by appeal tools, the outcomes can be used for training data for the filters that use deep learning techniques to improve the speed and accuracy of the automated decisions.

5. Where users or rightholders believe that the outcome of the in-platform appeal process is unsatisfactory, both users and rightholders can send the decisions to the independent supervisory copyright body of the Member State (Independent Copyright Authority) (ICA) for their review, which can investigate many steps of the in-platform appeal such as the accuracy of pre-flags, the decisions of community, takedown requests. Such a body has been envisaged in the amendments for the Proposal of the Directive; however, it could not find a place in the final version. The Amendment for Article 13 states that “Member States shall establish or designate an impartial body with the necessary expertise, with the aim of helping the parties to settle their disputes under this system.”

This body can be established by taking the Digital Services Coordinator of DSA as a model. Digital Services Coordinator is the authority appointed with the task of supervising the application and, where necessary, enforcing DSA in each Member State. Member States can designate an existing national authority and more than one competent authority to have specific supervisory or enforcement tasks, including appeal powers. This copyright body can be placed as a specialised department under the Digital Services Coordinator as an establishment in compliance with DSA’s
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supervisory structure, which would be practical considering its role to qualify and inspect the out-of-court dispute settlement bodies of the Member States.\footnote{1107} According to the DSA, the illegal content includes the non-authorised use of copyright-protected material,\footnote{1108} and section three of Chapter three of the Act includes provisions regarding the blocking and removal decisions and complaint and redress mechanism in VLOPs, which would cover most of the OCSSPs. For instance, Article 20 obliges VLOPs to put in place an internal complaint-handling system in respect of decisions taken in relation to the allegedly-illegal content, including copyright infringing content and Article 22 sets out the measures online platforms are to adopt against misuse of the trusted flagger status. These examples of overlapping might enable Member States to ensure the enforcement of both from one administrative system. Moreover, these specialised authorities can also contribute to the future-proofness of the Directive by attending and providing data to the continuous stakeholder dialogues to ensure the up-to-datedness of rules as well as the compliance of the practices of OCSSPs with fundamental rights and the continuation of the fair balance. There are studies that suggest that an independent but legitimised institution on the EU level would be more appropriate for supervising the compliance with Article 17.\footnote{1109} However, as underlined in the \textit{Poland} decision, the burden is placed on the Member States to achieve a fundamental right-compliant implementation of the Article with their national implementations.\footnote{1110}

\section*{5.4.3 Legal and Practical Justifications for the Recommended System}

Considering the importance of ensuring the efficient safeguards for the compliance of Article 17 with fundamental rights, the Member States, while implementing the Article, must pay special attention to Article 17(7), (8), (9), (10) and guarantee the effectiveness of these safeguards. Thus, they need to consider the collateral effect of the measures they implement

\footnotesize
\begin{itemize}
\item \footnote{1107} Article 21 of DSA.
\item \footnote{1108} Recital 12 of DSA.
\item \footnote{1110} \textit{Poland v European Parliament} (n 79), para 99.
\end{itemize}
to comply with Article 17(4); as the interference with fundamental rights stems from an automated process need for such safeguards is all the greater. More specifically, it has been confirmed that when it comes to putting Article 17 in practice, ensuring the availability of legitimate works, the safeguard in Article 17(7) prevails over the duty of preventing the availability of specific works. Member States and platforms must keep in mind that the application of statutory copyright exceptions also determines whether a transmission is lawful. An ideal implementation must ensure the practical efficiency of the Article’s safeguards as these have been accepted as the only way to limit the interference of Article 17(4)’s measures on users’ freedom of expression and prevent the Article from being incompatible with the Charter. Consequently, the approach to be followed by the Member States for the implementation of Article 17 must prioritise the goal of striking a fair balance between the various fundamental rights protected by the Charter.

The shortcomings and inefficiency of the automated measures to ensure the required protection for users’ fundamental rights were pointed out many times by different academics and experts, and it was an important argument of this study to demonstrate the unfitness of upload filters as well. This type of filtering, as they filter and block lawful content, is clearly excluded by the CJEU in the context of Article 17 in line with the established case law of the Court. Also, the lack of empirical evidence related to the operation of existing practices caused by the unwillingness and selectiveness of platforms and rightholders regarding sharing information does not help with the effectiveness assessment of these systems. However, there are many studies supported by individual experiences with the existing tools for appeal that show the inefficiency of these ex-post mechanisms. Thus, this system aims to make the current filtering practices voluntarily implemented by some platforms to avoid liability compatible with the Charter and ensure that proportionality and fair balance is

111 Poland v European Parliament (n 79), para 67; Schrems (n 79), para 176.
112 Poland v European Parliament (n 79), para, 78; Poland v European Parliament, AG Opinion (n 272), paras 191-193; Guidance (n 289), p.20.
113 Poland v European Parliament (n 79), para 85.
114 Poland v European Parliament (n 79), para 98.
115 Poland v European Parliament (n 79), para 99.
116 Poland v European Parliament (n 79), paras 85-86; Poland v European Parliament, AG Opinion (n 272), paras 164-165, 191-193; Scarlet Extended (n 16), para 52; Netlog (n 16), para 48.
respected by their operation. Thus, by combining a pre-flagging tool which ensures the application of automated preventive filtering is limited to manifestly infringing content and community review, it ensures that limit the autonomy of the filters and a system that strikes a fair balance between competing fundamental rights of users, rightholders and OCSSPs. Implementation of such ex-ante mechanisms is a must for an implementation that ensures the fair balance of competing rights and interests, as confirmed by the emphasis that CJEU put on safeguards for the compatibility assessment of Article 17 with the Charter.\textsuperscript{1119} The focus of the lawmaker on Article 17 (7), in particular copyright exceptions and limitations, the legislative history of the Article and the policy goals of the European framework further justifies such an approach.\textsuperscript{1120}

The main aim of the recommended implementation is to ensure that a fair balance between all the fundamental rights involved in online copyright enforcement has been struck. While dealing with copyright infringements to protect the right to property, the delicately balanced procedures for this enforcement should also protect users’ rights, such as freedom of expression, data protection and privacy, and the right to a fair trial. This requires implementing effective safeguards, which the recommended implementation aims to provide different ones in different stages of the enforcement process. One of the key elements regarding ensuring a fair balance is the effective enforcement of copyright exceptions which limits the application of the right to intellectual property. However, the exercise of these exceptions also has limits set by the three-step test that must be complied with.\textsuperscript{1121} Article 5(5) of the InfoSoc Directive states that these copyright exceptions would be allowed only in certain special cases that do not conflict with the normal exploitation of the work and that do not unreasonably prejudice the legitimate interests of the rightholder.\textsuperscript{1122} However, the long-term application of the three-step test shows that a flexible, abstract formula should be applied in order to achieve the desired harmonisation of these limitations within the EU.\textsuperscript{1123} This formula has been incorporated into the recommended implementation instead of limiting the exclusive rights of rightholders based upon merely the users’ declarations in all cases, namely pre-flags, it introduces an additional step to ensure the required limits are placed, yet

\textsuperscript{1119} Poland v European Parliament, AG Opinion (n 272), paras 190-199; Poland v European Parliament (n 79), paras 94-100.
\textsuperscript{1120} Matthias Leistner (n 982). 7-8
\textsuperscript{1121} Originated in Article 9.2 of Berne Convention; Article 13 of TRIPS Agreement
\textsuperscript{1122} Article 5 of InfoSoc Directive.
it does not take away an essential ex-ante tool for the user in a way that would affect the users’ fundamental rights disproportionately.

The recommended implementation introduces an additional step, community review, to ensure the exercise of copyright exceptions is taking place within the limits of the three-step test. The additional step aims to strengthen the legitimacy of the “limits to limitations on exclusive rights”\textsuperscript{1124} without putting a heavy burden on the OCSSPs. The recommended implementation includes thresholds for blocking and user declarations, such as pre-flagging for the exercise of copyright exceptions and limitations to ensure the availability of legitimate works in line with Article 17(7). the recommended implementation is in line with the requirement of limited use of automated blocking for the implementation of Article 17; automated blockings should be limited to the cases of manifestly infringing uses of copyright-protected works, and any other upload should go online with the assumption of lawfulness.\textsuperscript{1125} With this aspect, it aligns with German implementation as UrhDaG follows the same concept with its “uses presumably authorised by law” and requires platforms to avoid preventive blocking of the uploads with lawful uses of third-party work when they are declared as benefiting from copyright exceptions and limitations with flags. However, some suggest that the German implementation goes too far and walks the line of the three-step test in terms of the power it grants to the user declaration.\textsuperscript{1126} Recommended system aims to discard the criticism the German pre-flagging tool received regarding giving users too much power and failing to ensure proportionality and a fair balance between the rightholders’ copyright and users’ freedom of expression.\textsuperscript{1127} Thus, to avoid the imbalance this practice may bring and prevent the illicit use of the newly introduced pre-flagging tool, this implementation introduced this additional step for users’ declarations to be confirmed by a party outside of the uploader-platform-rightholder triangle. In this way, this recommended system aims to provide robust safeguards for all the actors for the desired balanced


\textsuperscript{1125}Poland v European Parliament (n 79), para 85; Guidance (n 289); Poland v European Parliament, AG Opinion (n 272), para 208.


\textsuperscript{1127}Promusicae (n 87), paras 68; UPC Telekabel (n 49), paras 46,49; Scarlet Extended (n 16), paras 45-46; Netlog (n 16), paras 43-44.
enforcement and ensure the equality of arms to the in-platform decision-making process.1128 This approach finds further support from the principle of proportionality in Article 17 (5), by benefiting the flexibility that it provides, in addition to Article 17(7) and Article 17(8).1129

This recommended implementation aims to solve problems with different aspects of online copyright enforcement for all the actors in a balanced way. Therefore, it focuses on problems with striking a fair balance, user freedoms, and the critical position of the platforms. First of all, by tinkering with the current positions and powers of the copyright enforcement actors, it aims to strike a fair balance between users’, platforms’ and rightholders’ fundamental rights and overall ensure that the measures placed are proportionate by respecting the Charter.1130

The current system puts stress on the platforms as default and requires them to intervene as third parties in the conflict of interest between rightsholders and the users. While this assignment is practical as platforms are accepted as best placed to bring infringing activities to an end, this misdistribution of powers results in platforms that are not neutral, which conflicts with the regulation and well-established case law of CJEU and ECtHR.1131 As explained previously, in practice, platforms as business entities often protect the rightholders’ interests as they often match up with theirs, and the current system provides no opportunity for users to raise their voices while uploading the content.1132 The only tool for the users, complaint and redress mechanism, is available after the decision of platform and rightholders has already taken place, and as explained previously, their effectiveness and success rates are historically low.1133 Therefore, the enforcement takes place within this biased environment in the hands of “unwanted judges of online legality”,1134 which clashes with the Charter’s guarantees and the fair balance principle. As stated by AG Saugmandsgaard Øe,

“the operation of the practical solutions regarding the online enforcement of copyright and this process can neither be left to platforms nor rightholders; the protection of users’ rights


1131 YouTube and Cyando (n 208), paras 106, 117; GS Media (n 156), paras 40-51; The Pirate Bay (n 156), paras 35-46; Filmspeler, (n 156), paras 41-51; L’Oréal (n 113), para 113.

1132 See Chapter 3 and 4.

1133 See Chapter 3.

1134 YouTube and Cyando, AG Opinion (n 77), para. 187-188; Poland v European Parliament, AG Opinion (n 272), para 197.
should not rest solely on the willingness of those rightholders or shaped by the platforms’ financial motives. 1135

It also has been underlined by the CJEU that rightholders right to intellectual property is not inviolable, and for that reason, it must not be protected as an absolute right.1136 Also, following the wording of the Article, OCSSPs and rightholders must ensure that their cooperation shall not result in the prevention of the availability of legitimate works.1137 Thus, while OCSSPs can choose the measures which are best adapted to their operation, they need to respect the essence of the right to freedom of expression and information1138, and rightholders also must respect freedom of expression and information during this cooperation, for example, by ensuring that their requests of blocking and removal are compatible with freedom of expression and information.1139 Therefore, as these aims failed to be achieved with the current filtering practices, this study suggests an additional system to ensure the required compliance with user rights and the principle of fair balance.

Therefore, to make the filtering process more fundamental right-compliant, first, this recommended system includes users in the decision-making process during the content filtering to achieve a balanced distribution of power with pre-flagging. Giving this ex-ante safeguard to users would help rightholders pay attention to the users’ input rather than acknowledging platforms as the only actors within the online enforcement as judges or the protector of their rights.1140 Second, by letting the community inspect the pre-flag, this system gives users a voice and responsibility that would constitute an additional safeguard for user rights and the internet culture. This system aims to effectively implement Article 17(7) and ensure a fair balance between competing rights and interests as it includes uploaders’ input regarding the content instead of trusting merely automated decisions by filters which unable to recognise copyright exceptions and limitations.1141 It aims to correct the false positives or negatives generated by these filters and help minimise their error rate, which is important for their suitability for Article 17.1142 By making the users’ approval a necessary

1135 Poland v European Parliament, AG Opinion (n 272), paras 211-212.
1136 Poland v European Parliament (n 79), para 92; Funke Medien (n 133), para 72.
1137 Poland v European Parliament (n 79), para 77.
1138 Poland v European Parliament (n 79), paras 75-76; UPC Telekabel (n 49), para 52.
1139 Poland v European Parliament (n 79), para 91; YouTube and Cyando (n 208), para 116.
1140 Poland v European Parliament (n 79), para 87; Poland v European Parliament, AG Opinion (n 272), para 170.
1141 Poland v European Parliament (n 79), paras 85-87.
1142 Poland v European Parliament, AG Opinion (n 272), para 214.
consideration for the status of the content, this mechanism ensures human involvement within
the automated decision-making of the platform by benefiting from the platforms’
communities at the filtering stage and aims to minimise the instances of abuse of the pre-
flagging while proportionately limiting the power of the pre-flagging tool that grants to
uploaders.

Moreover, this system ensures that important communications and the exercise of the
freedom of expression will stay on the platform until the infringement is confirmed
organically and guarantees the practice of freedom of expression and information enshrined
in Article 10 in the Charter and also guaranteed within the CDSMD. 1143 This practice helps
prevent interferences with the users’ freedoms by limiting the instances of over-blocking.
This focus on preventing over-blocking and therefore providing ex-ante safeguards have
great importance as there is no other way to truly recover the harm to the users’ rights done
by false positives. 1144 Thus, this mechanism aims to prevent lawful uses from being blocked
on the basis of “mere allegation by rightholders of infringement of copyright,” 1145 and by
requiring community approval for pre-flags, it ensures that the status of the upload will not be
decided only based on a declaration of legitimacy by the users. Moreover, this review by the
platform’s community can ease the workload of human review teams, which will help
achieve quick and more accurate decision-making by providing them with reference
decisions. With community review, the number of files to be reviewed by the human
moderators will be reduced, and the pre-reviewed uploads by the community can speed up
the decision-making of the human review teams. Therefore, this additional step would also
help the platform’s economy by easing the workload and the need for high numbers of
employees to review the uploads as it shares the workload with users and help with the
compliance of the filtering obligations with the right to conduct a business. 1146

This support by the platform’s community is welcomed since human review cannot be
replaced by AI technologies, as underlined in the literature many times. So, to handle the
appeal for removal and blocking decisions in line with Article 17(9), the dependency on
humans is not going away anytime soon. As mentioned previously in Chapter 4, according to

1143 Yildirim v Turkey (n 1), paras 48, 50, 66; Poland v European Parliament, AG Opinion (n 272), para 65.
1144 Poland v European Parliament, AG Opinion (n 272), para 216.
1145 Poland v European Parliament, AG Opinion (n 272), para 163.
1146 Scarlet Extended (n 16), para 48; Netlog (n 16), para 46.
a recent report, the number of false positives increased dramatically when YouTube reduced the staff and workload of their human review teams and gave more power to the automated systems for content moderation. Platform overturned half of the total number of appeals, and under the automated systems' ascendancy, the accuracy of the decisions decreased by almost 50%, which led YouTube to re-assign human reviewers for content moderation.

However, it has also been examined that the human review teams can be a costly burden on the shoulders of many OCSSPs, and there are challenges with finding and employing a skilled workforce, especially when it comes to filters that benefit AI technologies. Therefore, a collaboration of all the parties in online copyright enforcement is required, as it would bring the greatest help in order to tackle these challenges.

Thus, this system provides an initial decision for the time-sensitive pre-flagged content with the involvement of humans before the stage that human review is required, according to Article 17(9). This step also provides a safeguard against misuse of the pre-flagging tool as an additional review step which helps make flags more accurate. The operation of this system is not complicated on a level that would constitute a big burden on platforms big as OCSSPs, which are recognised as under the obligation of best efforts of Article 17(4) in the light of proportionality; it only requires an additional step within their traditional automated decision making. As usual, the upload filter selects the uploads that would be subject to review; however, it is limited when deciding the online status of the upload. There are already examples of systems letting users object to the automated decisions and reverse the blocking until the dispute is objectified with a filed DMCA notification from rightholders.

When developing this recommendation, consideration of other implementation recommendations and available mechanisms has also taken place. For instance, the trusted/trustworthy rightholders system proved problematic within Chapter 3, as trusted rightholders such as big media companies and, in some cases, even governments misuse this

---

1147 Alex Barker and Hannah Murphy, ‘YouTube Reverts to Human Moderators in Fight against Misinformation’ Financial Times (20 September 2020) <https://www.ft.com/content/e54737c5-8488-4e66-b087-d1ad426ac9fa> accessed 11 December 2021.
1148 ibid.
1150 Guidance (n 289), p.22; Section 14(4) of UrHDaG; Matthias Leistner (n 333).
privilege and the trust that the system puts in them in their own interests.\footnote{See Chapter 3 and 4.} This has been shown that any assumed trust in only one actor of the enforcement triangle without any effective safeguards to balance their upper hand harms the fundamental rights of other actors within the enforcement irrevocably. That is why recommended implementation introduces a new and neutral actor in the decision-making, the members of the platform, to balance the power dynamics within the automatic enforcement of copyright. However, the community review is only limited to the normal pre-flagged content, which provides a system that allows the time-sensitive pre-flagged uploads to go online while running an additional check for the assessment of the pre-flag ensuring the automated filtering is limited to manifestly infringing uploads.\footnote{Poland v European Parliament, AG Opinion (n 272), para 198; Guidance (n 289), p.20.} Moreover, notifications to relevant parties and effective redress mechanisms are placed at every level of this system, ensuring robust safeguards are placed to achieve balanced enforcement. Most importantly, this system includes dissuasive penalties and sanctions regarding the misuse of the pre-flagging tools or the abuse of the trusted community member status. In this way, this recommendation aims to suggest a guide for the ideal national implementations by following the fundamental right-compliant approach.

\section*{5.5 Conclusion}

With the confirmation of CJEU, it is now certain that implementations must ensure respect to fair balance and the Charter, which requires the introduction of effective safeguards to provide sufficient protection for fundamental rights.\footnote{Poland v European Parliament (n 79), paras 98-99.} Especially, users’ rights which are protected under Article 17 (7), have particular importance that has been acknowledged, and this particular importance requires implementations to ensure that lawful content should not face any obstacles while going online.\footnote{Poland v European Parliament (n 79), para 87.} Ensuring that the filtering measures are accompanied by appropriate and efficient safeguards that would limit their interference with fundamental rights is vital for Article 17’s implementation.\footnote{Poland v European Parliament (n 79), para 98.} However, on their own, the procedural safeguards within Article 17 are not \textit{sufficient} to ensure a ‘fair balance’ between copyright and users’ freedom of expression.\footnote{Poland v European Parliament, AG Opinion (n 272), para 180.} Thus, it is important to implement a system that would guarantee the effectualness of these safeguards in practice, which ensures the
obligation of result in Article 17 (7) is respected and the fair balance between competing rights of users, rightsholders and OCSSPs is struck.

Applying an innovative community management system to the online copyright enforcement process would help solve important problems with Article 17 and help achieve fair-balanced enforcement of copyright online. Therefore, an ideal implementation includes the suggested community system in addition to the other recommended safeguards within this chapter. As investigated in detail in chapter 3, algorithms lack critical reflection, transparency and accountability, unlike the notice and takedown mechanism, which, compared to automated preventative upload filters, provides accountability around content takedown decisions with notices with sufficient information regarding the action, possible infringement and appeals that enables users to provide counterarguments. Although there are problems with their operation, such as lengthy processing times and the inevitable abuse of these tools, these mechanisms provide efficient transparency and accountability by operating a mainly human-reviewed process. Thus, to achieve an ideal process in accordance with Article 17’s obligations, a transparent and hybrid model that ensures the constant engagement of humans in the loop should be adopted by the platforms. Preferably, taking into account the unharmonised nature of the copyright laws within the EU, this enforcement should be partly decentralised to achieve more accurate and context-specific decisions regarding the content.

In the recommended system, while human review teams are centralised to increase accountability, the Community review teams should be decentralised to have more accuracy with the filters’ decisions, such as decisions regarding the exception of parody within the uploaded work. Including the users within this process would help platforms save time and resources by relying on its users to aid with content moderation. Moreover, this inclusion keeps users engaged and positions the platform as a promoter of fair-balanced copyright enforcement and freedom of expression and arts.¹¹⁵⁷ In this way, it aims to strengthen the efficiency of the guarantees for different fundamental rights, such as freedom of expression and conduct a business provided by the Article’s safeguards in practice.

¹¹⁵⁷ Spandana Singh (n 1062).
Chapter 6: Conclusion

6.1 Introduction

This study, which has been held throughout the entirety of the CDSMD timeline starting from the proposal stage, provides a comprehensive critical analysis of Article 17. At a time when there was a limited number of recommended procedural safeguards and no consensus over what constitutes an ideal implementation of the Article, this study aimed to close this gap in the literature by critically assessing the compatibility of Article 17 with the Charter and ECHR and consequently providing recommendations for implementations to help with tackling the issues with this compliance. This journey to achieve the ideal implementation of Article 17 required examining and, in some parts, reconsidering many essential and relevant concepts of EU copyright and human rights. In addition to that, this study investigated the digital world and online platforms, thus, intermediary liability and platform regulation. Thus, concluded research which combines old and new regimes to provide solutions for one of the most problematic areas of modern copyright law, online enforcement.

The two-folded nature of the aims of the research first required assessing the compatibility of Article 17 with the Charter. During this assessment, the study examined the impact of Article 17’s obligations with a focus on filtering obligations on different actors, such as users and the platform’s fundamental rights. Then, focusing on the fundamental right-compliant implementation, the study provided recommendations for Member States for their national implementations, including an implementation model that suggests additional procedural safeguards. This model includes a content filtering mechanism which is decentralised, ex-post, transparent and hybrid. Most importantly, this implementation model offers a mechanism that incorporates platforms' users into the filtering for copyright infringements as reviewers, inspired by the Overwatch anti-cheat system of the CS:GO video game, to ensure the effectiveness of Article 17’s safeguards in practice.

Thus, this chapter will conclude the study by summarising the key research findings in relation to the research aims and questions. It will also inform the reader about the study’s main contributions. An evaluation of the study's limitations and suggestions for future research directions will also be included.
6.2 Summary and Findings

In order to answer the central research question of whether and how Article 17 of the EU Directive on Copyright in the Digital Single Market could be implemented in a way which is compatible with the Charter and ECHR, the extent of its compatibility had been assessed right by right. Chapter 3 examined the impact of Article 17 on users’ fundamental rights, namely, freedom of expression, right to information, right to privacy and protection of personal data, right to an effective remedy, and a fair trial.

The detailed examination and critical analysis of relevant legislation, case law, and relevant secondary sources showed that the combination of strong obligations for enforcement without robust safeguards for user rights upsets the delicate balance between copyright protection and users’ fundamental rights and results in Article 17 interfering with the users’ rights and freedoms protected by the Charter. Where this fair balance is failed to be struck, the impact of the measures taken under Article 17(4) on users’ fundamental rights can be serious and, in some cases, irreparable.

This critical analysis allowed the study to demonstrate the fact that not only preventive measures under Article 17(4)(b) and (c), the licensing obligations under Article 17(4)(a) too may interfere with users’ freedom of expression. Obtaining licences for all the potential works that users may upload is almost an impossible task for OCSSPs. The challenges with obtaining necessary licences would impact the selection of works that users can communicate on these platforms. The study suggested that due to the limited content they can use, users’ freedom of expression and information would also be disproportionately limited, creating a global monoculture on the internet.

However, with the extensive examination and analysis of the relevant primary and secondary sources, the study established that the most extensive impact of Article 17 would be on users’ freedom of expression due to the combination of the important position of OCSSPs for users to exercise this right and the preventive filtering imposed on these platforms. Especially the non-commercial expressions of users, user-generated content, would be significantly affected by the automated content recognition technologies which undertake preventive filtering. The analysis showed that with the current operation of upload filters, it is not possible to ensure
that the restrictions on the freedom of expression are proportionate. These measures are prone to false positives and, by erroneously removing or blocking lawful communications, including those that benefit from mandatory copyright exceptions under Article 17(7), they interfere with users’ freedom of expression. This tendency of filters to result in false positives and perform over-blocking and over-removal is explained by a detailed examination of several underlying reasons: the design of the filters, poor data quality in the fingerprint databases, open-to-abuse nature and lack of transparency regarding their operation and, their context-blindless. Beyond these, this study provided some evidence regarding the misuse of copyright enforcement tools, including but not limited to the upload filters, by individuals, companies, law enforcement and even governments. The analysis of relevant secondary sources showed that while aimed at preventing copyright infringements, these tools are widely open to abuse and can serve as a subtle censorship tool, thereby posing a serious threat to users’ freedom of expression. This finding underlined the importance of dissuasive sanctions against and the need for more transparency around the operation of such tools and contributed to the implementation recommendations.

Also, in light of an in-depth examination of mandatory copyright exceptions and related case law, this study described the challenges with ensuring the functionality of Article 17(7) in practice due to the shortcomings of automated content recognition tools. Consequently, it established that the word-by-word implementation of Article 17(7) would fail to ensure the level of effectiveness that is expected from a safeguard for freedom of expression as it would merely provide an *ex-post* safeguard for the content that has been blocked in an *ex-ante* manner. This result contributed to the suggested *ex-ante* safeguards, namely, the pre-flagging tool that accompanies the automated filtering mechanism, which enables users to declare the copyright exception within their upload to tackle the *ex-ante* automated blocking. This study finds that allowing users to enforce their rights to benefit from copyright exceptions through the effective implementation of Article 17(7) is an essential step to get the over-blocking under control and achieve the fair balance between copyright protection and the right to freedom of expression and arts, impart information under the Charter; therefore, the implementation of Article 17(7) and Article 17(9) necessitates extra attention.

The study found that the main functions of upload filters, scanning and assessing users’ communications and automated decision-making, carry a significant risk of negatively and disproportionately interfering with users’ data protection and privacy. Moreover, as an
interesting finding, the study showed that there is an intersection between the interferences of the Article with data protection and privacy and the interferences with freedom of expression or the right to a fair trial. The level of harm that the upload filter’s systematic processing of data brings to users cannot be justified with the benefit of protecting rightholders’ IP rights; therefore, this practice disturbs the fair balance, too. The critical analysis of relevant sources showed that there is still doubt regarding whether Article 17(8) and Article 17(9) can efficiently limit the interference of Article 17(4)(b) and (c) on Article 7 and Article 8 of Charter by providing sufficient guarantees to users. This study suggests that the national implementations must ensure the monitoring and filtering are strictly limited to manifestly infringing content to ensure the operation of upload filters is proportionate and the monitoring is specific. Also, as an ex-post safeguard, national implementations must ensure that users can easily raise complaints where operations of OCSSPs result in the identification of individual users or processing of personal data when these are not in accordance with Directive 2002/58/EC and Regulation (EU) 2016/679.

This study showed that the measures that OCSSPs employ to comply with Article 17(4), such as upload filters, notice and takedown and stay down, already suffer from problems that impact various fundamental rights of users, often caused by their opaque operation of these measures and the inconsistency and inaccuracy of their automatically generated decisions. Thus, where Article 17 fails to provide efficient safeguards for users to protect their fundamental rights, such as freedom of expression, data protection and right to privacy from the impact of the obligations of the Article, it interferes with users’ right to a fair trial. To assess the efficiency of Article 17(9) as the safeguard to the right to an effective remedy and fair trial, this study conducted a detailed examination of the institutional and procedural requirements of the right to a fair trial. The study has assessed the compatibility of suggested appeals in the Article, namely, complaint and redress mechanism, out-of-court and court appeals.

The study found that the traditional complaint and redress mechanisms do not meet the requirements of the right to a fair trial as they lack independency and impartiality and fail to offer the users practical and effective tools to appeal and guarantee their fundamental rights. Despite the human review requirement for these complaints, the objectivity of complaint and redress mechanisms is questionable as this review will be conducted by the OCSSPs’ employees. These constitute the inappropriate transfer of juridical authority to the private
sector. This finding provides support for the employment of the recommended community review mechanism while implementing Article 17.

Also, the *ex-post* nature of these appeals makes them insufficient to ensure that the interference of copyright enforcement measures with freedom of expression is limited. Thus, the provided safeguards are not sufficient to resolve the disadvantage of the users arising from the preventive enforcement measures and ensure the equality of arms principle is respected. Thus, the critical analysis demonstrated the need to introduce *ex-ante* safeguards for users, in addition to the careful implementation of the appeal mechanisms in Article 17(9), to ensure that users are effectively remedieng their fundamental rights that are impacted by the copyright enforcement measures obliged by Article 17(4).

Thus, the critical analysis of relevant sources provided convincing evidence regarding the interference of Article 17 with the abovementioned fundamental rights of users, and this finding defined the majority of the focus areas of the recommended safeguards. The remaining focus has resulted from the analysis of the impact of Article 17 on OCSSPs’ right to conduct a business and the efficiency of the safeguards provided in the Article for the protection of this right. Thus, the study turned to the other side of the online enforcement equation, the OCSSPs and their increasing responsibilities regarding the online enforcement of copyright with the obligations introduced by the CDSMD. The fundamental right that is at risk of violation by these obligations, the right to conduct a business, is a historically overlooked right, so the analysis of this right in the context of Article 17 helped fill the research gap regarding the relationship between Article 17 of CDSMD and Article 16 of Charter.

For this analysis, the study first examined the notion of OCSSP to identify the scope and the proportionality of Article 17’s obligations. This examination revealed the problems caused by the definition of OCSSPs, which intensified with the lack of meaningful protection provided by the safeguards in practice. Thus, it supported the implementation recommendations that require a clearer definition of OCSSPs and ensured the proportionate application of Article 17’s obligations with efficient safeguards. Then, the study examined the substance of the obligations of Article 17, which requires OCSSPs to satisfy requirements of licensing, filtering, notice and takedown and notice and stay down examined in detail to assess their interference with the right to conduct a business. It identified the various challenges that the
OCSSPs need to tackle to satisfy the obligation under Article 17 (1) and (4)(a), including the issues with the availability, obtainability and costs of these licensing agreements, which revealed the high risk of licensing obligation to impose a disproportionate burden on OCSSPs, therefore interfere with the right to conduct a business. The fact that besides the little possibility of the principle of proportionality being effectively applied to this obligation, there is no meaningful safeguard for the OCSSPs' right to conduct a business that has been found further supported this outcome. This analysis, by revealing and examining problems with obtaining the required authorisation via licensing agreements, also supported the theory that Article 17 encourages OCSSPs and rightholders to favour filtering instead of licensing, contrary to the CDSMD’s aim.

A detailed analysis revealed the various ways of filtering obligations to impact the right to conduct a business. The automated content recognition technologies that OCSSPs need to employ to ensure the unavailability of copyright-protected work on their platform bring unforeseeable, serious and permanent costs for their businesses. The various challenges that OCSSPs need to tackle for their implementation, operation, maintenance and improvement and the many expected and unexpected burdens on the OCSSPs’ businesses would bring listed and examined to assess the interference of Article 17’s obligations with their right to conduct a business.

The study found that the obligations that would interfere with the right to conduct a business include implementing different types of technologies for different types of content, the cost of the human workforce and creating and maintaining databases and keeping up with the technology to improve these tools as Article 17 aims to be future-proof. Similarly, it has been found that notice and takedown and notice and stay down mechanisms, with their open-to-abuse nature, in many instances, put a disproportionate burden on OCSSPs to monitor, block and remove notified works and interfere with their right to conduct a business. The study suggested that the only safeguard that would help limit this interference on a larger scale is Article 17(5), which requires the principle of proportionality to apply when assessing the compatibility of OCSSPs with Article 17’s best effort standards, suffers from problems that would impact its application in practice. Thus, this analysis provides support for the implementation recommendations that are aimed at ensuring a fair balance between rightholders, users and platforms, such as the community implementation mechanism, which enables sharing the burden of filtering with platforms’ users and clear concepts regarding the
necessities of rightholder notifications for the enforcement actions and sanctions for misuse of the in-platform mechanisms.

Thus, the analysis of primary and secondary sources in the Chapters 3 and 4 identified the interferences of Article 17 with the fundamental rights of users and platforms and the shortcomings of the safeguards in Article 17(5)-(10). By doing so, it also provided the primary evidence to suggest that the only way to implement Article 17 in a way which is compatible with the Charter and ECHR is to ensure the interference of Article 17(4)(a)(b) and (c) with different fundamental rights is limited and proportionate through safeguards. The study concluded that while Article 17 interferes with various fundamental rights, in principle, with the safeguards that it provides, it opens the door for Member States to ensure these interferences are limited and the fundamental rights of users and OCSSPs are surrounded with sufficient guarantees. This outcome aligns with CJEU’s decision in the Poland case, where the Court examined the compatibility of Article 17(4) with freedom of expression and underlined the dependency of this compatibility on the safeguards. In other words, as long as the safeguards are efficiently implemented in a way that proportionately limits the impact of these obligations and allows a fair balance to be struck between the various fundamental rights protected by the Charter, the obligations under Article 17 would be compatible with the Charter.

The study concluded that to ensure the interference of Article 17 with the fundamental rights and strike a fair balance between competing fundamental rights, the implementation should include robust safeguards, including detailed ex-post safeguards as well as ex-ante safeguards, as the enforcement of the copyright is also ex-ante. The implementation of ex-ante safeguards is crucial as these safeguards can effectively prevent the irreparable violation of freedom of expression, unlike the ex-post complaint and redress mechanisms which are identified as “additional” safeguards to Article 17(7) by the CJEU.

While the findings within the chapters suggest that ensuring compliance with the Charter strictly depends on the effective implementation of these safeguards provided in Article 17(5)-(10), the study also acknowledged the challenges with ensuring all these safeguards are efficiently implemented into national laws. While trying to tackle various challenges with the efficient implementation of each safeguard in practice, Member States must ensure that they would not exceed the level of discretion that the EU law permits. Thus, while providing
recommendations for implementation and suggesting a number of procedural safeguards, it also considered these challenges.

The critical analysis of the study provided additional evidence for the argument, which suggests that in order to ensure the compliance of Article 17 with the Charter, the national implementation should avoid transposing the Article literally. This study suggests that, instead, Member States should provide *ex-ante* safeguards for the *ex-ante* operations of the measures that OCSSPs employ to comply with Article 17(4), specifically to ensure the copyright exceptions and limitations, which are now accepted as user rights, can be enjoyed by the users. The analysis for the recommendations also revealed the relationship between the Article’s safeguards for different fundamental rights, as in the context of filtering, without providing effective protection for freedom of expression, it is impossible to mention the effective protection for the right to a fair trial. It also drew the relationship between the relevant DSA sections, which expands this study’s contribution to the DSA regulation and its national implementations. Also, for the implementation of CDSMD, it suggested that it would be beneficial for all the parties if the national implementations enable filling the silences of CDSM with DSA’s articles for the overlapping obligations in practice to ensure higher standards regarding the application of these obligations. In light of these findings, to satisfy the second aim of the study, recommendations for national implementations have been introduced.

First, the implementation must ensure that the automated preventive decision-making is strictly limited to the manifestly infringing content, ensuring that enforcement measures are not allowed to automatically and proactively block legitimate content. This was found important for the protection of the majority of the fundamental rights examined in the study. To ensure this, first, national implementations must ensure that, under the ‘relevant and necessary information’ requirement, rightholders are obliged to provide, at least, the correct information about the ownership of the specific works that they are requesting to be subject to Article 17(4)’s obligations or where possible, an official confirmation of the ownership. Then, to further limit over-blocking and protect uploads that benefit from copyright exceptions and limitations to ensure these mandatory exceptions and limitations are effective in line with Article 17(7), recommendations introduce a pre-flagging tool. This tool allows users to flag their content to declare that the use of copyright-protected work does not constitute an infringement, for instance, when they benefit from mandatory copyright
exceptions and limitations. As an important ex-ante safeguard, this tool constitutes an effective guarantee for the users’ freedom of expression. However, to restrain the misuse of this tool and ensure a fair balance, these declarations of users must be subject to the confirmation of the members of the platforms’ community as the neutral decision maker. As one of the most important original contributions, the study suggested that this additional confirmation phase by a party outside of the platform-uploader-rightholder triangle can add a layer of authentication to the uploader’s flag while strengthening the fair balance. This solution, by enabling OCSSPs to share the burden of content control for copyright infringements, would also help with safeguarding the right to conduct a business. Also, together with pre-flagging, this mechanism would help to provide an equal opportunity for the users in decision-making, and as a practical and fast way of improving the decision-making, it would help achieve a balanced assessment and strengthen the guarantees for the right to a fair trial.

In addition to that, to strengthen the protection of the right to a fair trial, this study suggested various detailed notification duties for the OCSSPs against users, including pre-upload checks, filtering decisions, takedown decisions, and appeal procedures. Also, to ensure that instances of over-blocking and false-complaining are sufficiently limited, the implementation must provide dissuasive penalties for the acts of knowingly sending false takedown and stay down requests. Taking the DMCA and GDPR as examples, this study suggested that the penalty for this could be the liability for damages incurred by any party that is injured by this notification. To further strengthen the guarantees for users’ fundamental rights, it described the features that the effective and expeditious complaint and redress mechanism needs to have, including the time-sensitivity exception in human review, in detail. Most importantly, the study stressed the importance of Article 17(5) as a blanket safeguard and suggested recommendations for its effective application in practice, such as the clarified scope of OCSSPs, “best effort” standards and notifications that trigger enforcement measures. The recommendations, in many instances, required the efficient use of stakeholder dialogues in Article 17(10) as a guidance tool.

This study designed an implementation model with a unique filtering system that ensures compliance with fundamental rights that have been examined within the core chapters. The suggested implementation model for filtering constitutes the significant original contribution of this study. As a result of the detailed examination of regulations, case law, literature and
case studies, this study suggests that the ideal filtering should be decentralised, ex-post, transparent and hybrid. To achieve this ideal filtering and ensure compliance with the Charter and ECHR, in light of the detailed analysis in the core chapters, this study recommends the community review filtering mechanism, which is built on the idea that upload filters should merely filter; they should not decide. This mechanism includes an additional review stage for pre-flags, which will be handled by the platform’s community. This system introduces a type of filtering that enhances the sheer decision-making, which results in more fair and adequate decisions and, by prioritising transparency, strengthens compliance with fundamental rights. This system is supported with legal and practical justifications, including its compliance with the three-step test and the findings in the Overwatch case study.

Thus, this study concluded that national implementations must ensure that platforms provide ex-ante safeguards such as pre-flagging and community review and robust ex-post safeguards such as effective appeal mechanisms, and overall, introduce mechanisms to ensure the fair balance between different actors of online enforcement and the compliance with the three-step test is not disturbed. The ideal implementation should implement both ex-ante and ex-post safeguards with utmost scrutiny by avoiding the literal transposition, as this would seriously risk the compliance of Article 17 with the Charter. The study concluded that Member States should give close and thoughtful attention to ensure their interpretation of the Article does not conflict with users' and OCSSPs’ fundamental rights or with the other general principles of EU law, especially the principle of proportionality. In addition to its critical analysis of wide-ranging primary and secondary resources from different disciplines, this study ensured its original contribution to the literature with its recommendations for national implementation and the procedural safeguards that it designed, which could constitute a guide for policy actions, future implementations, and amendments of Article 17. Furthermore, with its concepts and rules that could be applied to the online enforcement regulations, including but not limited to the DSA, this study provided findings that could be generalisable beyond CDSMD.

6.3 Research Limitations

While this study provides comprehensive research on Article 17, as Article 17 is still an evolving topic, it is important to note that the analysed recent developments, events and
national implementations are limited to the ones that took place within the study’s timeline. Also, while it examines all the obligations of the Article and their impact on fundamental rights, it puts a particular focus on filtering obligations. The licensing obligation was examined in detail to assess its compatibility with fundamental rights, yet compared to other obligations, recommendations, especially the procedural safeguards, did not include solutions for licensing due to the time and scope limitations of the study. Therefore, the study’s findings are limited regarding the compatibility of licensing obligations and potential solutions with licensing.

Also, as this study’s main topic is an EU Directive, CDSMD, by focusing on the EU framework, this study does not provide a detailed examination of online copyright infringement rules of other countries. This also constitutes the reason for the limited analysis of DSA. The examination of DSA is limited to the parts that interconnect with the CDSMD to define the impact of DSA on the implementation of CDSMD and, overall, the relationship between CDSMD and DSA.

Most importantly, for the sake of the quality and originality of research, this study focuses on the proportionality step of the ECtHR’s three-step test for the compatibility assessment instead of going through all steps of the test, namely being “in accordance with the law”; secondly, pursuing one or more legitimate aims contained in Article 8(2) and 10(2) Convention; and thirdly, being “necessary” and “proportionate”. The reason behind this limitation is two-fold. First, there are already works in the literature that assess the compatibility of Article 17 with each specific prong of the test. Second, CJEU, with the Poland decision, left little doubt regarding the Article’s compatibility with the first two steps of the test. The decision has clarified that the focus for the future is the proportionality as the compatibility with this step; therefore, the compatibility of the Article with the Charter is found to be dependent on how Member States implement the Article, particularly the safeguards provided in Article (5)-(10).

6.4 Future Research

To navigate the deep waters of Article 17, which embraces many different areas of law, this study investigated not just copyright law but also platform regulation, technology including
AI and internet law, media law, EU law and human rights law. Moreover, the Article itself and the related concepts include complex systems that need to be broken down and examined both in solitary and together. A topic linked to various research areas, such as the topic of this study, will surely need future investigation.

As it underlined within this study, there are many theories and suggested outcomes regarding the Article, but they all depend on what would happen in practice; different applications of the Article’s concepts in practice can result in different outcomes. Thus, it is important to keep an eye on the future of Article 17 to fully understand the Article and CDSMD as a whole. This study captured and analysed a considerable part of Article 17’s timeline, including the pre-CDSMD regime, the proposal stage of CDSMD, entering into force, and early national implementations; however, the story of Article 17 has not come to an end.

First, there are many upcoming national implementations from different Member States that can change the already fragmented environment. This argument can be supported by the fact that there is still no clear consensus on the ideal implementation of the Article, and the highly criticised Guidance of the Commission is now outdated. In case of the Commission publishes an updated Guidance which follows the Poland decision, future research should also critically examine the updated guidelines. In addition to the new national implementations, in the future, there could be reviewed and amended versions of already existing national implementations that are following an excessively minimal or maximalist approach. Thus, it is important to analyse these reviewed versions to assess the differences and their new status of compliance with relevant fundamental rights in detail.

Second, in addition to these, for the Member States with national implementations that are already in force, there will be national court decisions of the Member States regarding the national implementations of Article 17. Research on how the national courts interpret the rules and, while doing that, how they would ensure respect for the various fundamental rights protected by the Charter and with the other general principles of EU law, such as the principle of proportionality. Moreover, there is no doubt that there will be more referrals to the CJEU concerning the Article, which would provide an important source for further research to develop an early critical analysis of the Article.

Thirdly, as the Member States will start implementing DSA into their national laws, further research examining the relationship between CDSMD and DSA is needed. The potential
clarifications by EU institutions regarding this relationship and guidance on how to implement DSA, especially the overlapping areas of CDSMD and DSA, should be critically analysed to ensure these rules are implemented in practice in an efficient and fundamental right-compliant way. In addition to DSA, the relationship between CDSMD and legislation on AI and machine learning, such as the upcoming EU AI Act, should be explored to ensure the up-to-dateness of the automated content management within the platforms and the harmonisation between CDSMD, DSA and AI Act.

Lastly, it is important to investigate what would happen in practice. Future empirical research is needed for the examination of the practice to fill the gaps that secondary research cannot fill. For instance, research on how the platforms implement the rules into their practices and the changes in their terms and conditions is needed to ensure a complete study on Article 17. This would also provide preliminary evidence on the efficiency of the rules, which can be a start for further policy actions of the Member States and the EU. It is also important to observe how Article 17 reacts to real-life issues. This can include assessing its effectiveness and how far it meets the objectives of the Directive in practice with quantitative research. Consequently, whether and how far it changes the online environment and the behaviours of different actors of online copyright enforcement can be assessed through empirical research. Most importantly, the suggested community review system can be put into practice in collaboration with OCSSPs in the EU to test its efficiency and the level of protection it provides for users' freedom of expression.

In addition to the above suggestion regarding future research, it is important to keep in mind that, as a future-proof regulation, Article 17 will require constant updating to keep up with technological developments and changes in practice. Meaning that the detailed rules for Article 17(4)'s enforcement measures can be subject to continuous change, considering the rapid developments in technology, especially in automated content recognition technologies. Thus, future research on the area will be needed, which would help redefine the best efforts standards.

Since enforcement measures taken in other jurisdictions can affect other countries and the internet as a whole, and most of the OCSSPs are based in the US, it is important to research the policy actions and reforms regarding online copyright and intermediary liability regulations and examine the relationship with CDSMD. Further future work could be
undertaken to reach a more harmonised and efficient application of copyright enforcement rules worldwide by including other country laws in its analysis.

Despite conducting a comprehensive approach, this study constitutes only an in-depth investigation into a small part of a bigger problem with global outcomes. Thus, there is always a place for more research on automated content recognition and moderation tools and algorithmic decision-making, especially their limitations and efficiency. It is important for lawmakers, rightholders and platforms not to be under the illusion that technological development would solve the complex and deep-rooted issues of regulating online platforms. While the use of technology can be beneficial, the use of technology without properly understanding its effects on fundamental rights can turn dystopian scenarios into reality.

That is why this study examined all aspects of Article 17 and provided recommendations to ensure a fundamental right-compliant implementation. It defined rubrics for balanced and fair enforcement of copyright on online platforms that could be applied to the application of other rules. Most significantly, it designed and proposed a filtering procedure that can be put into practice by OCSSPs to ensure that automated filtering is not disproportionately interfering with users' freedom of expression. With these original contributions, this study aims to contribute to the development of a democratic, fair, diverse, and creative internet by ensuring the current and upcoming rules are strictly fundamental right-compliant.
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Appendix A: National Implementations

1. Germany

The CDSMD has been implemented as a standalone act in Germany; the legislature chose this over selective modification of each of the relevant affected sections of the German Copyright Act.\footnote{Julian Waiblinger and Jonathan Pukas, ‘Implementation of Art. 17 DSM Directive into German National Law – the German Act on the Copyright Liability of Online Content Sharing Service Providers (UrhDaG)’ (\textit{Kluwer Copyright Blog}, 28 February 2022) \url{http://copyrightblog.kluweriplaw.com/2022/02/28/implementation-of-art-17-dsm-directive-into-german-national-law-the-german-act-on-the-copyright-liability-of-online-content-sharing-service-providers-urhdag/}} Germany implemented Article 17 of the CDSM Directive with the Act on the Copyright Liability of Online Content Sharing Service Providers (UrhDaG)\footnote{‘Act on the Copyright Liability of Online Content Sharing Service Providers (Urheberrecht-Diensteanbieter-Gesetz – UrhDaG)’ \url{https://www.gesetze-im-internet.de/englisch_urhdag/englisch_urhdag.html} (hereinafter ‘UrhDaG’)}, which came into force in August 2021. UrhDaG includes a structured yet complex procedural mechanism regarding user uploads. The clarification of the OCSSP liability regarding the acts of communication to the public via their users which takes place in the platforms can be found in Section 1, mostly following the CDSM Directive's wording, followed by the definition for which platforms would fall into the scope of OCSSP in section 2(1). Germany adds an additional criterion for the OCSSP definition; according to the UrhDaG, the provider must “\textit{compete with online content services for the same target groups}”, which gets its inspiration from Recital 62 CDSMD.\footnote{Section 2(4) of UrhDaG.} While Commission states that Member States are advised to transpose and apply the different elements of the definition in the light of Recitals 61, 62 and 63, this additional criterion can result in narrowing the scope of Article 17.\footnote{Christina Angelopoulos, ‘Articles 15 & 17 of the Directive on Copyright in the Digital Single Market Comparative National Implementation Report’ (CIPIL 2022) \url{https://informationlabs.org/wp-content/uploads/2022/09/Angelopoulos-Report-Full-Report.pdf}.} The controversial ‘best efforts’ obligations of Article 17 can be found under three different segments: Section 4, which regulates licencing obligations according to Article 17(4)(a) and Sections 7-11, which contain the obligation to ensure the unavailability of specific works according to the Article 17(4)(b) and (c). Failure to comply with these sections brings civil law liability, injunctions and damages, according to Sec. 97 of the Act on Copyright and Related Rights (Urheberrechtsgesetz – UrhG).\footnote{‘Act on Copyright and Related Rights (Urheberrechtsgesetz – UrhG)’ \url{https://www.gesetze-im-internet.de/englisch_uhrh/index.html}.}
In efforts to eliminate the criticism regarding the licensing obligation under Art 17(1) and to improve the unbalanced relationship between platforms and rightholders regarding the licensing obligations, UrhDaG provides a defined framework for liability regarding 'best efforts' obligations for obtaining authorisation from rightholders. Section 4 states that OCSSPs fulfil the best efforts to obtain an authorisation where they acquire rights of use when they are 1. offered to them, 2. are available through representative rightholders which are known to the service providers, or 3. can be acquired through collecting societies or dependent rights management entities established in Germany. So, first, Section 4 underlines that licensing obligation does not mean that OCSSPs should obtain licences for the worldwide repertoire, and it specifies a proportionate requirement regarding the effort that OCSSPs need to show to obtain these licences. This clarifies that platforms do not have to search for all kinds of licences from unknown rightholders actively; platforms must obtain the licence to avoid liability only when rightholders offer a license agreement that meets Section 4's standards. While this defined scope for the licencing obligations aims to achieve a balanced and proportionate implementation of Article 17(4)(a), it also brings the risk of disadvantaging small right-holders. While this defined scope for the licencing obligations aims to achieve a balanced and proportionate implementation of Article 17(4)(a), it also brings the risk of disadvantaging small right-holders.

Second, sections 7-11 set out the blocking obligations for OCSSPs under two different types of blocking: simple (Section 8) and qualified (Section 7). While section 7 corresponds to the preventive blocking obligation, which requires the employment of upload filters, section 8 corresponds to the takedown obligation, which requires rightholder notification for blocking to take place. Following these provisions, the Act provides special sections for qualified blocking. Sections 9-11 constitute the most attention-grabbing part of the implementation, and these sections regulate the preventative filtering for blocking unauthorised content. These provisions can be seen as a reflection of the German lawmaker's efforts to tackle the challenges that preventive filtering via automated tools brings, such as over-blocking.


1164 ibid.
1.1 The Case of Presumably Authorised Uses

CJEU clarified that the enforcement of Article 17(4) in compliance with Article 17(7) and (9) safeguards and the Charter requires automated blocking to be limited in its Poland decision.1165 According to the Court, to comply with the requirements of Article 17 and the fair balance principle, lawful content must not be subject to automated blocking.1166 The limit has been specified as 'manifestly infringing uploads' by the AG in his Opinion for the case, meaning that other uploads should go online in principle.1167 It has been accepted that restoring legitimate content which does not infringe the copyright or related rights in an ex-post matter is not enough to meet the requirements of Article 17(7).1168 The fact that adverse effects of over-blocking on freedom of expression cannot always be avoided with such ex-post mechanisms, which bring the risk of the disproportionate application of these measures, has been underlined repeatedly.1169

Therefore, to satisfy these findings and limit the instances of over-enforcement in line with Article 17’s requirements, the German implementation introduces the concept of “uses presumably authorised by law” and provides a pre-flagging opportunity for users to provide their input regarding the copyright exceptions in their uploads for the decision-making process. While there is no explicit mention of manifestly infringing uploads, the concept of “uses presumably authorised by law” constitutes a rule on “manifestly non-infringing” uploads.1170 This concept is the most significant reason why this implementation was deemed to be the most user right friendly and balanced national implementation.1171 In order to benefit from this presumption, UrhDaG defines some requirements and states that these

---

1166 Poland v European Parliament (n 8), para 85.
1168 Poland v European Parliament, para 87; AG Opinion in Poland v European Parliament, para 188; Guidance p.20.
1170 Christina Angelopoulos (n 4), p.44.
requirements should be met cumulatively. According to Section 9, to fall within the scope of 'uses presumably authorised by law', a user-generated content should: first, contain less than half of one or several other works or entire images and combine this work with other content; second, the use the third party works should be only to a “minor extent: or it should be pre-flagged by the user as legally authorised. As one of the “uses presumably authorised by law”, thresholds for minor use have been defined in Section 10 for different media.\textsuperscript{1172}

In addition to meeting these quantitative thresholds, these uses should not serve commercial purposes or only serve to generate insignificant income in order to benefit from this exception. Uploads that fall within the scope of minor use should not be subject to automated blocking and should stay online until the conclusion of a complaint procedure.\textsuperscript{1173} However, how the upload filters detect these uses and identify them as minor remains unanswered. Especially in the cases where the content includes different types of media, this constitutes a significant problem for the practicality and the realistic enforcement of this exception. Considering that user-generated content usually consists of the combination of several traditional media formats, detecting minor uses will not be so straightforward in practice with upload filters. As underlined many times in this study, upload filters are designed to operate on a single media type, and for the widely-used fingerprinting algorithms, this is usually restricted to audio files.\textsuperscript{1174}

However, in many cases, legitimate content includes copyright-protected work broader than what the UrhDaG’s threshold allows when it benefits from a copyright exception. For instance, in terms of parody or pastiche, most of the time, the entirety of the copyright-protected work is subject to transformative use.\textsuperscript{1175} Therefore, where the use of work is not 'minor', Section 11 provides a pre-flagging tool for users to flag their uploads as including ‘uses authorised by law’ to ensure Article 17(7) is implemented as an effective safeguard and corrects a significant shortcoming of automated mechanisms. UrhDaG requires platforms to allow users to pre-flag the legitimate use of third-party content at the point of upload to

\textsuperscript{1172} Section 10 of UrhDaG states: 1. uses of up to 15 seconds in each case of a cinematographic work or moving picture, 2. uses of up to 15 seconds in each case of an audio track, 3. uses of up to 160 characters in each case of a text, and 4. uses of up to 125 kilobytes in each case of a photographic work, photograph or graphic.

\textsuperscript{1173} Section 9 of UrhDaG.

\textsuperscript{1174} This will be the case in the near future as well. See Evan Engstrom and Nick Feamster, ‘The Limits of Filtering: A Look at the Functionality and Shortcomings of Content Detection Tools’ (Engine 2017) <http://www.engine.is/the-limits-of-filtering/>. p. 17.

\textsuperscript{1175} Case C-469/17, Funke Medien NRW GmbH v Bundesrepublik Deutschland, ECLI:EU:C:2019:623; Case C-476/17, Pelham GmbH and Others v Ralf Hütter and Florian Schneider-Esleben, ECLI:EU:C:2019:624; Case C-516/17, 'Spiegel Online GmbH v Volker Beck' [2019] ECLI:EU:C:2019:625.
prevent it from being subject to the preventive automatic blocking and help to reduce the instances of false positives. In this way, users can declare the lawfulness of their use of copyright-protected work, such as copyright exceptions and limitations, before the assessment of the automated systems regarding the legitimacy of the upload takes place. It is important to note that, while introducing the concept of presumably legal uses, UrhDaG introduces a new compensation claim for the caricatures, parodies and pastiches by requiring OCSSPs to pay appropriate remuneration for the acts of communication to the public.\footnote{Section 5(2) of UrhDaG.}

In addition to the obligation to provide a pre-flagging tool, Section 11 section provides detailed notification obligations for the OCSSPs. First, OCSSPs need to inform the user about the rightsholder's blocking request, and second, they need to notify the user about the need to have legal permission regarding their use of a work set out in Section 5. Section 5, together with Section 44 ff. of UrhG, sets out the mandatory exceptions of Article 17(7), namely quotations, caricatures, parodies and pastiches, and obliges OCSSPs to draw the user's attention to these uses authorised by law in their general terms and conditions. Therefore, Section 11 ensures that uploads, where the use of a third-party work constitutes more than minor use according to Section 10 but is flagged by the user as lawful use, should go online. It is important to note that, where the user includes a use presumably authorised by law, the relevant rightholder must be notified with the information regarding their right to lodge a complaint via internal complaints procedure for this presumption to be reviewed by impartial natural persons.\footnote{Section 9(3) and 14 of UrhDaG.}

Thus, UrhDaG excludes the preventive automated blocking for uses presumably authorised by law which is not manifestly infringing and provides a delayed takedown until the infringing nature of the content is confirmed through the conclusion of the complaints procedure.\footnote{Section 9 of UrhDaG.} Users are allowed to flag their uploads before and if the blocking request follows the upload within a 48-hour period after the upload to declare that their use of copyright-protected content falls within the scope of copyright exceptions protected by Article 17(7). The possibility of benefiting from this “delayed takedown” regime is limited to the cases of ex-ante blocking and stay down via upload filters and the content that are not time-sensitive and to the duration of the complaint and redress procedure.\footnote{Sections 7(2)2, 8(3), 9(1), 14(3) of UrhDaG.} Therefore, the
delayed takedown mechanism ceases when the decision is delivered, which should take place at the latest within one week after the complaint submission, according to Section 14.

Accordingly, where the pre-flagged content is identified as infringing upon the completion of the complaint and redress procedure, OCSSP will be exempt from liability for the duration of the complaints process, unlike the user. Where this concerns uploads with minor uses, there will be no liability for both user and the OCSSPs for the duration of the complaints process. After the decision, the only possibility for OCSSPs to be liable is if they fail to carry out the complaint procedure according to Section 14; in this case, they will be liable for damages under copyright law. However, this exemption from liability is not extended to the user; these individuals remain liable according to the general rules. Therefore, this indemnification of OCSSPs with Section 12(2) goes beyond the limits of the Directive and carries the risk of creating an imbalance.

However, not every kind of content can benefit from the “uses presumably authorised by law” regime; an exception has been provided in Section 7(2) by the lawmaker regarding the ‘uses of cinematographic works or moving images until the completion of their first communication to the public, in particular during the simultaneous transmission of sporting events.’ The act provides a complaint and redress mechanism for the rightholders as well as users but provides an exception to uploads staying online during the process rule with a special internal complaint procedure for “trustworthy rightholders” under Section 14(4). According to this section, these rightholders can stop presumably legal user-generated content from being available online if they consider the use within the content as harmful; where a trustworthy rightholder reports a presumably legal use as harmful to their copyright, it must be blocked immediately by the platform until the delivery of the decision through the complaint procedure.

This so-called “red button tool” for trusted rightholders can be accepted as a reflection of the Guidance’s “earmarking” mechanism, which argues that these types of content bring high risks of significant economic harm, therefore, require heightened care. This mechanism was found incompatible by the AG in his opinion for the Poland case as it fails to deliver the

---

1180 Sections 11(2) of UrhDaG.
1181 Sections 12(2) and (3) of UrhDaG.
1182 Matthias Leistner (n 15), 8.
guarantees for freedom of expression, namely, allowing the uses of copyright exceptions and limitations and limiting the automated blocking to only manifestly infringing content. One can say that CJEU supports AG’s opinion in this regard, considering the stress that the decision put on the filtering that is limited to the unlawful content within the decision. Most importantly, CJEU, by stating Article 17, does not oblige platforms to block uploads in cases where detecting the unlawfulness of the content “would require an independent assessment ... in the light of the information provided by the rightholders and of any exceptions and limitations to copyright” disregarded these type of mechanisms as they impose an additional duty on platforms to exercise diligence with regard to earmarked content and assess their ‘economic harmfulness’ to satisfy the best effort standards of the Article. However, unlike Guidance’s version, German earmarking has stricter limits regarding the type of content and the duration that this privilege can be applied. While Guidance’s earmarking gives rightholders a tool that they can enforce ex-ante, which has the potential to enable rightholders to override Article 17’s guarantees for freedom of expression by enabling them to block any upload automatically, UrHDaG’s exception to pre-flag simply results in triggering the automated content filtering or trusted rightholders being not required to wait for the end of the complaints procedure to ensure the unavailability of the upload, not automatically preventing the upload like earmarking mechanism. Moreover, by limiting the duration until the completion of works’ first communication to the public and subject matter to cinematographic works or moving images, this section ensures that this exception will not lead to a disproportionate practice, unlike the unrestricted monitoring that rightholders can request with earmarking.

However, there are additional concerns regarding the operation of this special complaint procedure for rightholders. First, the Act is quiet regarding the criteria for being trustworthy, which affects foreseeability as it would result in OCSSPs having a disproportionate power of judgement to grant this tool to rightholders of their choice. Also, as examined in previous

---

1184 AG Opinion in Poland v European Parliament, para 223.
1186 Poland v European Parliament, para 90.
chapters, there is always the risk of abuse with these types of tools. These tools, such as privileged takedown mechanisms, historically have many problems resulting in fraudulent claims, such as false claims from rightholders for third-party works to get the monetisation revenue\textsuperscript{1189} or works in the public domain.\textsuperscript{1190} The Act attempts to eliminate this risk by putting these declarations of significant harm subject to review by a natural person, which might bring the challenge for the OCSSPs to handle these complaints timely.

That is why there should be dissuasive and effective sanctions in place within the national transposition to eliminate this high risk of misuse. It is important for these self-governing control mechanisms to be combined with sanctions against abuse; therefore, Section 18 states that in the case of abuse of any of these mechanisms, pre-flagging, simple and qualified blocking, and trusted rightholders’ “red button” mechanism, the repeated abuser must be excluded from these procedures for an appropriate period of time. In addition to that, where the rightholder acts on intention or negligence regarding the abusive requests, the rightholder is obliged to compensate the service provider and the user concerned for the resulting damage. Also, in the case of repetitive over-blocking by OCSSP, users can claim an injunctive relief only via registered user rights associations against this service provider.\textsuperscript{1191}

However, German implementation has been criticised for its failure to provide sufficient sanctions for platforms in the case of a failure to safeguard the user rights and interests; there is no sanction within the UrhDaG for the non-compliance of the platforms.\textsuperscript{1192} As mentioned previously, there is a civil liability under UrhG if they fail to protect rightholders’ interests; however, a provision for this liability is missing for protecting user interest. Thus, the concept of ‘uses presumably authorised by law’ lacks an unambiguous enforcement regime which brings the risk of UrhDaG being ineffective regarding user rights protection.\textsuperscript{1193} The importance of sanctions comes into play also regarding the enforcement of Article 17’s obligations regarding safeguarding user rights; while this approach is in line with the wording of the Article, the effectiveness of these sanctions is arguable as the misuse affects the users’

\textsuperscript{1189} Examined in Chapter 3 and 4; Also see Kristelia García (n 993).
\textsuperscript{1191} Section 18(6).
\textsuperscript{1193} ibid.
rights to benefit from copyright exceptions and limitations which accepted as user rights\footnote{Poland v European Parliament, para 86-87.}, and the lack of sanctions for OCSSPs and rightholders negatively impacts the required level of safeguarding of user rights. However, compared to other Member State implementations, Germany provides the most comprehensive sanctions system with Section 18.\footnote{Christina Angelopoulos (n 4), p.45.}

Thus, by looking at the UrhDaG as a whole, especially considering the introduction of the 'uses presumably authorised by law' concept and the pre-flagging mechanism, one can say that the German implementation pays sufficient attention to user rights’ safeguards by prioritising the duty of reducing the false positives and over-blocking. This is the first time for an implementation to offer a procedural mechanism designed to ensure that the OCSSPs are not preventing legitimate content on their platforms and that the instances of over-blocking are limited. While increasing the effectiveness of the user safeguard in Article 17 (7), this mechanism also helps OCSSPs meet their obligation of result, which trumps the obligation of "best efforts" to block and prevent infringing uses of works.\footnote{Guidance, p.20; AG Opinion in Poland v European Parliament, para 165.} That is why this implementation has been recognised as one of the most ambitious implementations of the CDSM Directive and the first implementation that focuses on providing the user rights protection imposed by Article 17 in practice with the potential of becoming a model for the platforms.\footnote{Even though YouTube has not clarified if the rules of UrhDaG are being applied globally, considering the worldwide availability of these new tools shortly before entry into force of the German law, and a similar statement from the platform's Brussels branch indicates that this might be the case. This is also sensible from an economic standpoint for the platforms, given that no national legislation currently mandates them to act otherwise. See Marco Pancini, ‘YouTube’s Approach to Copyright’ (Google - The Keyword, 31 August 2021) <https://blog.google/around-the-globe/google-europe/youtubes-approach-to-copyright/> accessed 17 November 2021.}

Thus, introducing this delayed takedown for the uses that benefit from copyright exceptions (pre-flagged) and the ones that the UrhDaG finely defines (minor uses) provides a system that considers the limits of upload filters, especially regarding the identification of E&Ls and allows the plausible \textit{prima facie} presumption that the use in question does not infringe copyright.\footnote{Matthias Leistner (n 15) 7.} It is not possible to expect OCSSPs to ensure zero risk of copyright infringement; by looking at the CDMSD, it is clear that they are not expected to prevent every potential infringing upload as the best efforts obligations in Article 17(4) constitute
OCSSPs only need to limit themselves to due diligence endeavours.\textsuperscript{1199} Thus, the assumption of UrhDaG regarding the legitimacy of the uploads with minimal inclusion of the protected works or user-generated content when the upload contains less than half of a work or several works by third parties while being combined with other content as this provides sufficient assumption that the upload is likely legitimate as it cannot substitute the original work. The lack of commercial motive from users and the limited-duration impact of this assumption on liability also strengthen this assumption and raise the possibility of this mechanism being supported by the proportionality principle. Therefore, one can say that the German implementation uses the upload filters effectively for the identification of the content but does not allow these automated tools to block legitimate content and effectively and optimally benefits the complaint and redress mechanisms provided in Article 17 (9) as a safeguard.

This system has been further justified by academics such as Leistner and Angelopoulos by suggesting that the German implementation, by providing such self-governing control mechanisms, does not introduce additional exceptions to copyright out of the scope of EU acquis; instead, it simply specifies Article 17’s obligations.\textsuperscript{1200} It provides a limited exemption from liability only for the duration of the complaint and redress process, which is set as a one-week maximum, and it does not impact the scope of copyright protection or copyright exceptions nor the possibility of licensing the content that benefits presumed legality. The mere \textit{ex-post} protection of freedom of expression would fail to satisfy the obligations of the important safeguard in Article 17(7) as this practice would cause interferences with legitimate content and, therefore, bring the risk of disproportionate interference with freedom of expression and fail to ensure the required respect in the essence of this right.\textsuperscript{1201} As Article 17 found compatible with fundamental rights, it is up to national implementations to embed the proportionality principle by ensuring the effective transposition of safeguards which should result in a realistic application in practice by the OCSSPs. While trying to ensure this with the concept of presumably authorised uses, at some parts by pushing the limits to ensure this and fair balancing of the competing fundamental rights, German implementation carries a significant risk regarding the goal of harmonisation.


\textsuperscript{1200} Matthias Leistner (n 15), 10; Christina Angelopoulos (n 4), 33.

\textsuperscript{1201} AG Opinion in \textit{Poland v European Parliament}, para 170ff; \textit{Poland v European Parliament}, para 70.
of CDSMD. However, Angelopoulos argues that the formulation of the CDSMD, which suffers from bad legislative quality, is the underlying reason behind this high potential regarding the fragmentation rather than the national implementations of the Article. Either way, the approach that needs to be adopted for the implementation is now clearer with the Poland decision for Member States considering the CJEU’s stress on the safeguards of the Article. Ensuring the filter is fundamental right-compliant requires both ex-ante and ex-post precautions. While introducing ex-ante safeguards such as automated blocking thresholds and pre-flagging tools to minimise the risk of over-blocking, where the filters generate erroneous decisions despite these safeguards will be handled with ex-post safeguards.

German UrhDaG incorporates ex-ante safeguards following Article 17(7) and ensures the effective application of safeguards. One can say that the Poland decision has strengthened the German implementation’s position by underlining the strict implementation of safeguards which increases the chances for German implementation to be acknowledged as a guide for upcoming implementations. While this would minimise and perhaps eliminate the problems with harmonisation, it would help with big platforms that have already started their adaptation process, as the German implementation was the first implementation with detailed safeguards.

2. France

The French implementation follows a word-to-word transposition of Article 17 and suggests that this approach provides sufficient fundamental rights protection, and its interferences of Article 17(4) with the freedom of expression are proportionate and acceptable. It supports the idea that automated content recognition mechanisms “must be given their due in the
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1202 Christina Angelopoulos (n 4), 33.
1203 Poland v European Parliament, paras 86, 93.
1204 In an attempt to provide a solution for over-blocking, Hungarian Explanatory Memorandum refers to the use of the pre-flagging tool. See Christina Angelopoulos (n 4).
1205 Even though YouTube has not clarified if the rules of UrhDaG are being applied globally, considering the worldwide availability of these new tools shortly before entry into force of the German law, and a similar statement from the platform’s Brussels branch indicates that this might be the case in the near future. This is also sensible from an economic standpoint for the platforms, given that no national legislation currently mandates them to act otherwise. See Marco Pancini, ‘YouTube’s Approach to Copyright’ (Google - The Keyword, 31 August 2021) <https://blog.google/around-the-globe/google-europe/youtubes-approach-to-copyright/> accessed 17 November 2021.
implementation of Article 17 of DSM Directive.” However, it fails to acknowledge the risks that come with the implementation of these technologies by merely restating the safeguards in Article 17 without considering the practical results and potential inefficiency. It is important to note that, Article 17 has been implemented into the Code de la propriété intellectuelle (IPC) by ordinance no 2021-580 of 12 May 2021, meaning that the text has not been subject to amendments and discussion before the Parliament and legislative procedure did not include different drafts nor public consultations, unlike the German implementation.

In contrast to the German approach, French implementation follows the wording of the Directive closely with some minor clarifications, such as the scope of the OCSSPs. While mostly following the wording of the Directive strictly, at some parts, French implementation diverts from the letter of the provision. An example of this can be seen within the implementation of Article 17(1), which defines the affected exclusive rights, namely an act of communication to the public or an act of making available. French implementation describes the restricted acts as rights of “representation” and “reproduction”, and the extension of affected rights to the reproduction right raises problems with compliance with the wording of the Article. Yet, Angelopoulos argues that this approach is logical as it is not possible for OCSSPs not to copy the content they host and follows the intention behind Article 17(1) as clarified in the Guidance. Also, the application of the immunity of Article 17(4) to all “acts of unauthorised exploitation” limits the damage. However, this diversion from the wording results in unclear compatibility of the implementation with the text of the Directive. In line with that, according to the French implementation, when a user uploads unauthorised content to the platform, two independent acts of infringement take place; therefore, it accepts

1209 Art. L. 137-2. 1 Code de la propriété intellectuelle (IPC)
that authorisations granted to users do not eliminate the obligation of the OCSSP to obtain authorisation.\textsuperscript{1211} This approach ignores the hybrid character of Article 17 between primary and secondary liability.\textsuperscript{1212}

Similarly, regarding the definition of OCSSPs, France does not clarify whether the list of services is non-exhaustive. Most importantly, it converts the concept of large amount to ‘significant quantities’, which is a key notion of defining whether a platform is falling within the scope of OCSSP by giving access and storing such an amount of copyright-protected works uploaded by their users according to the wording of Article 2(6) CDSMD. This vague concept specified by a further decree and following quantitative limits introduced by order of the Ministry of Culture as 400,000 unique visits to the platform in France each month; regarding the number of files, the threshold is 100 for audio-visual works, radio works, written works including the press, video games or 5000 for musical works or 10,000 for visual artworks or 10,000 for the files including different types of works and these thresholds regarding the number of files cannot be cumulated.\textsuperscript{1213} In line with Recital 63, the consideration of this combination of elements, such as the audience of the service and the number of files of copyright-protected content uploaded by the users of the service, must be conducted case by case.\textsuperscript{1214} As this assessment requires a case-by-case analysis, this quantitative approach can raise problems with the compatibility of this interpretation, especially with the right to conduct a business, as in some cases, the scope of the OCSSPs can be extended beyond the intention of the Directive which targets the services that play an important role on the online content market through these thresholds.\textsuperscript{1215} Identifying these thresholds would bring the risk of unfair treatment to special cases and being overturned by the CJEU as it disturbs the harmonised application of the CDSMD within the Union.\textsuperscript{1216} In addition to that, while defining the targeted platforms, OCSSPs, L. 137-I IPC adopts a broader concept, namely ‘indirect profit’, for defining the commercial purpose of the

\textsuperscript{1211} Art. L. 137-2. IV Code de la propriété intellectuelle (IPC)
\textsuperscript{1213} Valérie Laure Benabou (n 50), p.18.
\textsuperscript{1214} Recital 63 of CDSMD.
\textsuperscript{1215} Recital 62 of CDSMD; Christina Angelopoulos (n 4), p.28.
\textsuperscript{1216} Matthias Leistner (n 151).
platform with their organisation and promotion activities. It is not clear what the concept of indirect profit can cover, which brings the risk of extending the scope of OCSSPs disproportionately.

Similarly, the French translation of Recital 66 states that the only way for OCSSPs to avoid liability where no authorisation has been granted is by demonstrating that they have taken every measure to avoid that situation. However, the corresponding sentence in the English version requires these platforms to make their best efforts in accordance with high industry standards of professional diligence to avoid the availability of unauthorised works identified by rightsholders. As an important factor for determining OCSSPs’ liability, the “best efforts” resulted in different translations by different Member States and, in many implementations such as Croatia, Estonia, Greece, and Latvia, showed itself as “all that is possible” or “every possible effort.” However, in practice, the obligation of taking every measure constitutes an obligation to over-block to avoid liability under Article 17; OCSSPs must perform excessive ex-ante filtering and blocking. This would result in breaching the obligation of result in Article 17(7), which is acknowledged as having higher importance than the obligation to ensure the unavailability of unauthorised uses. Consequently, it would disproportionately interfere with users’ freedom of expression due to the absence of the required protection for lawful uses, including copyright exceptions and limitations. This also puts a disproportionate burden on platforms' shoulders and negatively impacts OCSSPs' right to conduct a business, as expecting them to take every measure possible requires extensive economic, technical and financial resources, more than what is available to each platform.

By enforcing the requirement for ‘every measure’, this implementation aims for ‘zero risk’ of copyright infringement and ignores the guarantees that make the limitation that Article 17(4) puts on fundamental rights compatible with EU law. These measures include measures that systematically undermine user rights with their collateral effect on the freedom of expression.
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1220 Case C-314/12 UPC Telekabel v Constantin Film (‘UPC Telekabel’) [2014] ECLI:EU:C:2014:192, para 49.
while trying to enforce the right to intellectual property. Such measures that could potentially undermine freedom of information are found incompatible with the requirement that a fair balance to be struck between the right to intellectual property, on the one hand, and the freedom to conduct business, the right to protection of personal data and the freedom to receive or impart information, on the other. Requiring this would result in ignoring Article 17(7) and conflicts with the Directive itself, and it has been identified as “bad drafting” by AG in his opinion. All these examples indicate an approach that carries the potential of going beyond what the Article requires with “best efforts” obligations and result in a disproportionate burden on different actors, which fails to strike a fair balance between the competing interests of users, platforms, and rightholders.

In accordance with this approach, French implementation does not provide any solutions for the ex-ante assessment of the lawful uses, such as copyright exceptions and limitations and misses the most important mark of the ideal implementation. According to the French Government, the filtering measures of Article 17(4) are alone enough to satisfy the fair balance requirement as they are “strictly targeted” at the works that rightholders communicated with the platform. As argued previously, notices by rightholders are not known to be accurate and controlled, and the combination of this with the technical shortcomings of the filters brings the risk of a practice which is incompatible with the Charter. It is important to consider the guarantees of the safeguards of the Article, which require filtering not to have an arbitrary or excessive effect on lawful content to ensure compliance with the fundamental right of internet users to freedom of information in line with established case law. Where a significant amount of lawful content gets blocked, this measure “unnecessarily deprives” users of the possibility of lawfully sharing and accessing information and fails to satisfy the fair balance principle. This would make the interference with the essence of this right unjustified in the light of the objective pursued, therefore, necessitating additional controls on these filters to ensure the obligation of result in Article 17(7) is achieved.

1221 Scarlet Extended (n 12), para 53; C-360/10 Belgische Vereniging van Auteurs, Componisten en Uitgevers CVBA (SABAM) v Netlog NV (Netlog) [2012] EU:C:2012:85, para 51.
1222 Advocate General Opinion in Poland v European Parliament, footnote 229.
1223 Advocate General Opinion in Poland v European Parliament, para 185.
1224 Chapter 3 and 4
1226 Ahmet Yildirim v. Turkey (n 12), para 66
However, these important guarantees for freedom of expression within the Article and EU law are not very visible within the French implementation. For instance, there is no procedure that would limit the instances of over-blocking. Section 4 of the Act, which is titled “user rights” merely states that

“The provisions of this chapter cannot oppose the free use of the work within the limits of the rights provided for by this code, as well as those granted by the holders of rights. In particular, they must not have the effect of depriving users of online content sharing service providers of the effective benefit of the exceptions to copyright provided for by this code.”

This constitutes an improvement compared to the draft version of the Act, which fails to implement Article 17(7). Nevertheless, it is debatable how far this wording corresponds the Article 17(7)’s wording as it explicitly requires cooperation between online content-sharing service providers and rightholders to not result in preventing legitimate content and the use of E&Ls. One can say that France fails to provide appropriate protection of copyright exceptions and limitations in line with Article 17(7) as the scope of the national implementation of the exceptions named in the Article is narrower than CJEU’s interpretation. For instance, quotation exception is strictly limited to “short quotations justified by the critical, polemical, educational, scientific or informative nature of the work in which they are incorporated.” This means that a significant number of user-generated content, including uses of sampling, might be excluded by the protection under this exception. Moreover, the level that the users can benefit from these exceptions in practice also raises concerns.


1228 Case C-145/10 Eva-Maria Painer v Standard VerlagsGmbH and Others, (‘Painer’) [2011] ECLI:EU:C:2011:798; Pelham (n 18) and Spiegel Online (n 18).

1229 Christina Angelopoulos (n 4), p.40.
While the fact that Article L137-4 is the first example of user rights appearing clearly within the French law by stating that the best effort obligations should not deprive users of the effective benefit of the copyright exceptions provided for in this code constitutes an important step for the recognition of user rights, in practice, it is not likely for this section to provide users more than defences regarding their right to benefit from exceptions to copyright. First, the law provides only one way to secure legitimate uploads, which is with the post-operation of the complaint and redress mechanism, and second, in cases where OCSSP fails to allow users to benefit from these exceptions, this practice of over-blocking is not tied to any special liability. The Article, by mostly following the wording of Article 17(9), provides a complaint and redress mechanism which requires control by a natural person. Article L.137-4 IV offers the option to refer their complaint to the Regulatory Authority for Audiovisual and Digital Communication (ARCOM), which was created by Act no. 2021-1382 of 25 October 2021 by merging CSA (Conseil Supérieur de l’Audiovisuel) and HADOPI. However, this procedure has the potential to result in lengthy decision-making as instead of a set time or period, it is up to the ARCOM to determine the period, and in the absence of conciliation within a period of one month from the date of referral, it shall have a period of two months from the date of referral to make its decision which would jeopardise all the efficiency of this safeguard. The only sanction against abusive requests is related to the ARCOM appeals; in the case of repetitive and systematic misuse complaints, ARCOM is not required to take action, which constitutes a sanction with questionable dissuasiveness.

Interestingly, despite this section mentioning the right to apply to the judge, in practice, this is not possible as the user cannot go to court to claim their right to benefit from a copyright exception in the aftermath of Mulholland Drive (Cass. Civ. 1`ere, February 28, 2006.) decision. Therefore, this regime leaves users with dead ends for their attempts to enforce their rights to benefit from copyright exceptions which further intensifies the power
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imbalance between users and rightholders on contrary to the important aim of achieving fair balancing between the rights of users and intellectual property protection of rightholders.\footnote{Poland v European Parliament, para 98.} Especially in light of the \textit{Poland} decision, the lack of effective safeguards for the legitimate uses of users within the French implementation raises compatibility issues with the Directive and Charter.

Despite their importance being underlined with the legislative history of the Article and lastly with the \textit{Poland} decision, there are no mechanisms proposed to effectively safeguard the lawful uses of third-party work, which include uses benefit from exceptions and limitations.\footnote{The recent approach of the CJEU can also support the obligation to protect these uses; in \textit{Funke Medien} (n 18) and \textit{Spiegel Online} (n 18), CJEU underlines the need for safeguarding the effectiveness of these exceptions. See above and Chapter 3.; AG Opinion, para 189.} Instead, under the user rights section, French implementation only provides an \textit{ex-post} complaint mechanism and other dispute resolutions, which would take place after the filtering and blocking of legitimate content.\footnote{Art. L. 137-4.II the Ordonnance n° 2021-580.} French Government argues that recovery by \textit{ex-post} safeguards is enough to maintain a fair balance as preventive filtering and blocking would cause a “temporary” inconvenience to users.\footnote{AG Opinion in \textit{Poland v European Parliament}, footnote 209.}

However, as consistently argued, merely providing appeals for users’ unlawfully blocked content does not constitute an effective safeguard for freedom of expression as it does not remedy over-blocking.\footnote{Poland v European Parliament, paras 85-95; AG Opinion in \textit{Poland v European Parliament}, para 180; Guidance p.20} It has been established that the fact that users can appeal via complaint and redress mechanism would not make filtering that blocks lawful communications compatible with the fair balancing principle.\footnote{Poland v European Parliament, paras 85-95; AG Opinion in \textit{Poland v European Parliament}, para 186; Scarlet Extended (n 12), para 53; Netlog (n 64), para 51.} This can be supported by the legislative evaluation of the Directive too. The actions that enabled the Article’s text to pass the Parliament include separating the safeguards regarding lawful uses and complaint and redress mechanisms as individual safeguards that need to be considered.\footnote{European Parliament, ‘Amendments adopted by the European Parliament on 12 September 2018 on the proposal for a directive of the European Parliament and of the Council on copyright in the Digital Single Market’ COM(2016)0593 – C8-0383/2016 – 2016/0280(COD), <https://www.europarl.europa.eu/doceo/document/TA-8-2018-0337_EN.pdf?redirect> Thus, this additional nature of Article 17(9) shows that implementing mere \textit{ex-post} safeguards would not be enough to ensure Article 17’s guarantees for user rights.
Additionally, regarding transparency, while obliging platforms to provide information necessary for a transparent evaluation of the remuneration, French implementation introduces an exception for trade secrets, with the opportunity of introducing more detailed exceptions in line with contractual arrangements. While this exception is required when it is limited to the reasonable expectation of protection of sensitive data for the business, this open-ended possibility to introduce detailed exceptions has the potential to damage the effectiveness of the transparency requirements and hinder the aim of achieving transparent and balanced environment online as these contracts will be determined between OCSSPs and rightholders.

Therefore, the French implementation ignores the recognition of the insufficiency of merely implementing the complaint and redress mechanism and restoring the legitimate content ex-post for the transposition and application of Article 17(7). As it is, it only corresponds to one of the two cumulative obligations for filters, preventing the infringing works from going online and ignores the critical obligation of not preventing legitimate content, which requires allowing users to benefit from copyright exceptions and limitations. Considering the legislative development and wording of Article 17, this failure to ensure Article 17 (7)’s guarantees results in losing the liability exemption in the Article for OCSSPs. In practice, there is a high risk for OCSSPs that follow French implementation to fail to provide effective safeguards for their users and result in incompliant practice with Article 17(7), despite the fact that this safeguard constitutes one of the conditions for OCSSPs to satisfy to qualify for the liability exception under Article 17.

In addition to the complaint and redress mechanism, the French Government in Poland hearings suggested the possibility of voluntary measures taken by rightholders for the protection of user rights by referring to the monetisation practices. While this idea is not

1244 Chapter 4 discussed the abuse of the protection granted to trade secrets by big companies such as Facebook and the outcomes of the lack of transparency.
1246 AG Opinion in Poland v European Parliament, para 186.
1247 Guidance p. 20; AG Opinion in Poland v European Parliament, footnote 249.
innovative since EU law has examples such as Article 6(4) of Directive 2001/29, this does not constitute a safeguard for user rights for the interferences of filtering resulting from Article 17(4)(b) and (c).\textsuperscript{1248} As has been underlined by this study many times, handing the faith of user rights to actors with competing interests guarantees interference with users’ rights.\textsuperscript{1249} This trust that French implementation puts in rightholders becomes concerning with the fact that there are no sanctions for the abuse of the measures such as takedown and stay down systems by the rightholders despite the empirical data of their abuse.\textsuperscript{1250}

Therefore, this implementation falls short of satisfying the effective implementation of strong safeguards for user rights and therefore fails to implement Article 17 in a way that ensures fair balance.\textsuperscript{1251} While the necessity of the safeguards has been underlined by the CJEU for the fundamental right compliant status of Article 17, introducing safeguards for user rights with no practical applicability or enforceability brings the risk of incompatibility with EU law. One should keep in mind that Article 17 requires elaboration to clarify how its sub-paragraphs are intended to interact with each other and therefore ensure a fair balance between fundamental rights. This nature of the Article makes the word-by-word implementation not suitable for this provision.\textsuperscript{1252} Thus, one can say that the French implementation ignored some essential points for a proportionate and fundamental right-accordance implementation of Article 17 by not providing the necessary safeguards, which can cause more compliance problems with EU law than the implementations that introduced additional safeguards within the scope of Directive and its Recitals.\textsuperscript{1253}

\textsuperscript{1248} AG Opinion in \textit{Poland v European Parliament}, footnote 208, 252.
\textsuperscript{1249} AG Opinion in \textit{Poland v European Parliament}, footnote 252.
\textsuperscript{1251} \textit{Poland v European Parliament}, ECLI:EU:C:2022:297, para 99.
\textsuperscript{1252} Christina Angelopoulos (n 4), p.32.
\textsuperscript{1253} Christina Angelopoulos (n 4), p.32.
Appendix B: Self-regulation and the Non-Compliance of Online Content-Sharing Service Providers

After a year of the deadline for implementation, the current environment draws a non-appealing picture; many Member States are still trying to implement the Directive into their national law, and the Member States that implemented the CDSMD months ago are suffering from a lack of enforcement. Instead of taking action regarding the new implementations of the CDSMD, most platforms continue to follow and enforce their own “statutes”, namely their terms and conditions (T&C) or terms of services (ToS).

This self-regulation movement is an outcome of the many direct and indirect obligations and initiatives for platforms to avoid liability that is increasing dramatically. Therefore, it is understandable why platforms take further cautions and introduce different mechanisms to strengthen their copyright enforcement. However, while defining and enforcing their T&C, these platforms must respect the fundamental rights of the users and adopt the “positive measures of protection”, which guarantees that the freedom in relations between the users and platforms to be enjoyed efficiently. These positive obligations arise from Article 10 of the Convention and are supported by rich case law. In line with these obligations, primarily, they should respect the copyright exceptions and limitations by allowing their application within their T&C and sufficiently informing the users regarding these copyright exceptions and limitations. Moreover, CDSMD clearly introduces an obligation to inform their users that they can use works and other subject matter under exceptions or limitations to copyright in their terms and conditions. Thus, users should be informed on what are their statutory copyright exceptions (quotation, criticism, review, caricature, parody or pastiche as the minimum) and how to benefit them via the platform (pre-flagging). Informing users about copyright exceptions and limitations while supporting users’ freedom of expression and creation would help with reducing the risk of accidental infringements of copyright. Accordingly, the current conditions that enable justifying blocking and removal of the uploads with the mere allegation by rightholders of infringement of copyright should be

1254 Case C-401/19, Poland v Parliament and Council [2021], ECLI:EU:C:2021:613, Opinion of Advocate General Saugmandsgaard Øe, (hereinafter ‘AG Opinion’), para 82
1256 Article 17(9) of CDSM Directive
1257 AG Opinion, footnote 204.
disregarded under this obligation.1258 These steps are essential to support the exercise of freedom of expression of the platform users, and these practices would help reduce the risk of unintentional infringements of copyright.1259

However, in the current picture, big platforms continue to regulate their content with their imbalanced T&Cs, negatively affecting user creativity and internet culture as these regulations provide extra-judicial punishments for the alleged infringements. Although the implementation of the CDSMD would stop the self-regulatory nature of filtering and blocking, as content moderation is an obligation under Article 17, private companies continue to handle and assess the legality of the content with the opaque content recognition mechanisms that they developed or implemented. Considering its practicality, self-regulation should not be something that should be ignored entirely; however, it is important that the self-regulation that OCSSPs apply to seek to strike a fair balance and be transparent, as in most cases, it includes the operation of automated decision-making which interferences with users' fundamental rights.

1. Current (Non)compliance

Looking at the current picture, one can say that the authority of self-regulation is more powerful than ever, and the impact of the in-force national implementations of the CDSM Directive is yet to be seen. Especially regarding measures against the failure to protect user rights, including their legitimate uses of third-party work in line with Article 17(7), platforms are mostly silent. A recent study in Germany reported that none of the investigated platforms (YouTube, Rumble, TikTok, Twitter, Facebook, Instagram, SoundCloud and Pinterest) meets the mandatory duties under the UrhDaG, and the ones that are close to satisfying these requirements were the two big tech companies which already had filtering mechanisms in place before the CDSM Directive.1260 A report delivered by Der Spiegel, which includes the most prominent platforms, shows that YouTube was the only platform that confirmed its
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plans to comply with the German implementation, UrhDaG.\textsuperscript{1261} According to the report, while Twitch and TikTok refused to share any information, Facebook referred to their existing takedown systems and tools for the rightholders to show its compliance; they did not provide any information on how and when they will incorporate the pre-flagging tool into their filtering.

In contrast, YouTube stated that they would introduce a new pre-flagging tool for users and creators in parallel to their compliance announcement in their blog.\textsuperscript{1262} According to this announcement, this tool will be introduced to enable them to indicate the “uses presumably authorised by law” within their uploads accordingly to Section 11 of UrhDaG. Also, where there is a use presumably authorised by law, the platform stated that the content would not be taken down accordingly to the UrhDaG until the dispute has been resolved.\textsuperscript{1263} However, there is no sign of this pre-flagging tool in practice yet; instead, YouTube introduced a new tool named “Checks”, which informs the uploader whether their video contains copyrighted material that would automatically be blocked by Content ID prior to upload.\textsuperscript{1264} However, this tool is only available to the users on the YouTube Partner Program, namely for significant rightholders and professional and semi-professional creators.\textsuperscript{1265} Also, the platform noted that they expanded the availability of their “Copyright Match Tool”, which scans YouTube uploads for potential matches to the videos reported in the approved takedown requests.\textsuperscript{1266}

Even after a year from the implementation deadline, by looking at the information available by the leading platforms regarding their content management, one can say that the required protection of users’ fundamental rights and the desired fair balance between competing interests of different actors of copyright enforcement by CDSMD is missing. To support this
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argument, this chapter will look at and analyse the available information provided by the three of the biggest user-generated content platforms on their websites, focusing on terms and conditions. The criteria for compliance with Article 17 identified as the implementation of automated content recognition systems in line with Article 17(4), respect to copyright exceptions and limitations in line with Article 17(7), and availability of complaint and redress mechanisms and human review in line with Article 17(9).

<table>
<thead>
<tr>
<th>Automated content recognition systems (Article 17(4))</th>
<th>YouTube</th>
<th>Facebook</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>Not enough data</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Respect to copyright exceptions and limitations (Article 17(7) and (9))</th>
<th>YouTube</th>
<th>Facebook</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>In-platform complaint and redress mechanisms (Article 17(9))</th>
<th>YouTube</th>
<th>Facebook</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Human review for blocking and removal decisions (Article 17(9))</th>
<th>YouTube</th>
<th>Facebook</th>
<th>Twitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>Not enough data</td>
<td>Not enough data</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Compliance of platforms with Article 17

YouTube’s terms of service (ToS) under the Uploading Content title states that uploading content that “We may use automated systems that analyze your Content to help detect infringement….” Under the Removal of Content by YouTube title, the platform reserves the right to remove or take down content that is in breach of this Agreement or may cause harm to YouTube, users, or third parties without specifying the means for this removal and also reserving the right to not to notify the user regarding these removals under specific circumstances. There is no further information regarding what these automated systems are and how they operate within these terms of service; however, detailed information
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1268 ibid.
regarding the Copyright and rights management can be found under Policy, Safety and Copyright Policies, which ToS states that the use of service is subject to. YouTube lists its copyright management tools as Copyright takedown webform, Copyright Match Tool, Content Verification Programme and lastly, Content ID. While the first three tools serve to takedown obligations in line with Article 17(4)(c), Content ID ensures compliance with Article 17(4)(b) with its preventive filtering. Moreover, their Copyright Match Tool has the potential to ensure compliance with stay down obligations in Article 17(4)(c). This tool serves the aim of finding reuploads of videos removed through the webform by using Content ID’s matching technology which is typically only available to big rightholders such as movie studios, record labels, and collecting societies. Upon the approval of the webform removal request, which is a DMCA takedown request, the tool identifies re-uploads of the videos reported in the removal request and allows the rightholder to choose an action to take. Rightholders who are ‘YouTube Partners’ can use this tool without needing an official DMCA takedown request, the mere action of uploading the content for the first time to the platform gives them ownership in YouTube’s eyes. While it is unlikely for the act of initial upload to meet the Article’s requirement of “sufficiently substantiated notice” for stay down, by offering to filter for the future uploads of the content, YouTube aims to show that as a platform, they are making their “best efforts.” Therefore, as a first step for compliance with Article 17, YouTube ensures that necessary tools are in place to stop infringing content from going online via their platform, remove them expeditiously and prevent future availability. However, as repeatedly underlined, the application of Article 17(4) without considering safeguards in Article 17(7) and (9) is not possible.

Therefore, when the ToS examined in search of compliance with required user rights protection by respecting the copyright exceptions and limitations, it revealed that there is no explicit mention of the statutory rights of users to benefit from copyright exceptions and limitations. The only thing that might be accepted as hinting at the copyright exceptions and limitations under Union law is the inclusion of being “otherwise legally entitled to do so” to
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1270 ‘Use the Copyright Match Tool’ (n 13).
the conditions for incorporating a third-party intellectual property within the user content in addition to the permission from that party. Similarly, an interesting detail which might be seen as a hint to the application of copyright exceptions and limitations could be the “bear in mind” section under the information regarding Content ID which states: Before submitting takedown requests, it's important to consider whether fair use, fair dealing or other exceptions to copyright applies in each situation. Also, there is no information available regarding these exceptions besides the US doctrine of fair use, and in order to argue this, users can benefit from some Copyright Management tools that follow DMCA procedures. Therefore, one can say that the abovementioned tools and conditions are clearly not sufficient to fulfil Article 17(7) and Article 17(9) as it is not clear from this wording that users can use works and other subject matter under exceptions or limitations to copyright and related rights provided for in Union law and there is no mention how users can rely on these exceptions and limitations while uploading.

The next safeguard to assess the compatibility of ToS is Article 17(9)’s in platform appeal tools and human review for the blocking and removal decisions. As an important ex-post safeguard, Article 17(9), together with Recital 70, requires effective and expeditious complaint and redress mechanisms that support the use of copyright exceptions and limitations. Under the Removal of Content By YouTube section, YouTube states that they reserve the right to remove or take down content and directs the users to the Troubleshooting page of their Help Center for information on how to appeal these decisions.1272 Users can decide whether they want their complaint to go through the platform’s initial dispute first or the “escalate to appeal” option, which is still in the making.1273 The dispute can result in the claimant’s reinstation, which the user can appeal against via the platform, or they can start the legal process under DMCA by submitting a takedown request.1274

1272 YouTube (n 14).
1273 Platform aims to provide ‘escalate to appeal’ option which skips the initial dispute and provides quicker resolution by the platform as it gives the claimant rightholder seven days to respond. However, YouTube states that ‘the ‘Escalate to appeal’ option for block claims may not be available yet.’ See ‘Appeal a Content ID Claim - YouTube Help’ (YouTube Help, 2022) <https://support.google.com/youtube/answer/12104471#escalate&zippy=%2Cescalate-to-appeal> accessed 2 September 2022.
The “Appeal a Content ID claim” page has warnings regarding being sure that they “have all the necessary rights to use the claimed content” without hinting at the possibility of their use of copyright exceptions and limitations. Also, during both the dispute and appeal process, the upload with the claim does not stay on the platform. Currently, the disputes and appeals give claimants 30 days to respond, meaning that the upload will be offline for at least more than a month, which would make this mechanism far from being expeditious. Moreover, their efficiency is also questionable, as the latest transparency report shows that only 0.5% of “content ID claims” have been disputed by the users via their tools.\textsuperscript{1275} By looking at the complex dispute and appeal procedure that communicates to the users via help pages which include lots of warnings, one can say that the intimidation and confusion of users might be the reason for this low rate of appeals. Lastly, regarding the human review that the users’ appeals need to be subject to, it has been clearly stated by the platform that the claimant reviews both the initial dispute and the appeal.\textsuperscript{1276} The only indication of human review is the examination of “YouTube reviewers” regarding the validity of copyright takedown requests.\textsuperscript{1277}

As the above examination shows, within YouTube’s ToS or additional policies and help pages, there is no mention of new copyright exceptions and limitations. There is no indication that the preventive filtering via Content ID will be limited to the manifestly infringing content or the implementation of a pre-flagging system for Germany will take place. Also, there is no information regarding complaint and redress mechanisms that users can use regarding the erroneous blocking of their uploads which benefit from these exceptions. On the opposite, ToS of YouTube continues to limit platforms’ liability regarding their users’ acts of communication to the public or making available, despite it being clearly against CDSM’s liability regime and providing big rightholders privileged tools that are open to abuse.

Another big OCSSP is Facebook, whose terms and conditions demonstrate a focus on harmful content in general. Platform informs users under the title “your commitments to

\textsuperscript{1277} “Submit a Copyright Removal Request - YouTube Help” (\textit{YouTube Help}, 2022) \url{https://support.google.com/youtube/answer/2807622} accessed 2 September 2022.
Facebook and our community” that they cannot use their platform to “share anything that infringes or violates someone else’s rights, including their intellectual property rights unless an exception or limitation applies under applicable law.”

The platform states that they develop advanced technical systems such as artificial intelligence and machine learning systems, which are being used together with human teams around the world for the detection of misuse and harmful conduct. Consequently, the platform may remove or disable unlawful content or disable the account that breaches the terms under their repeat infringer policy. Rights Manager, Facebook’s automated content management tool, allows rightowners with large or growing catalogues of content to monitor and protect the content that they upload to the reference library. Similar to YouTube’s system, uploading the content for the first time gives the same effect of uploading this to the reference library for the upload filter to scan uploads accordingly; no confirmation of ownership is required. Rightholders are able to customise “match rules” containing location, overlap, content type, publisher and privacy type. In case of a match, the rightholder can choose between the monitoring, blocking, monetising the upload, applying their attribution, or requesting a DMCA takedown. However, the only document that the operation of preventive measures is clearly evident is the transparency report of the parent company Meta. Under proactive enforcement report platform shares data about the amount of content removed prior to any notification from rightholders for potential copyright infringement. According to the report, up to 94.4% of the removals for potential copyright infringements were handled by the proactive enforcement of the platform, which resulted in the removal of 8 million pieces of content.

In addition to that, as a takedown tool, the platform provides an online form which is described as the fastest and easiest way to submit a claim of copyright infringement by the

1279 ibid.
Within the help pages, the platform includes warnings regarding the in-platform sanctions and legal consequences of misuse by referencing 512(f) DMCA and reminds the possibility of fair use exception. Therefore, one can say that Facebook is equipped to comply with Article 17(4)’s filtering, takedown and stay down obligations to prevent and block copyright infringements. However, there is not enough information regarding the operation of proactive measures and no specific hint of compliance with CDSMD.

The search for compliance with the obligation of not preventing the legitimate uploads of users, especially when they are covered by an exception or limitation, results in not-so-promising findings. A hint for exceptions and limitations shows itself in the section that informs users regarding what they can share in the terms and conditions by stating that unless an exception or limitation applies under applicable law, they cannot share anything that infringes intellectual property rights. Another reference to copyright exceptions and limitations can be found within the Help Centre, which lists the possibility of the user’s use of a work being covered by an exception to copyright under the considerations before uploading. This takes the user to the “What are fair use and other exceptions to copyright?” page, which contains the only explicit mention of EU copyright exceptions:

“In the EU, each Member State must ensure that users are able to rely on the following exceptions when making content available: quotation, criticism, review, caricature, parody or pastiche.”

However, this section does not go beyond repeating the wording of Article 17(7), as there is no information regarding how users can benefit from these exceptions when uploading to their platform within the terms or help pages. This might inform users that they can use works and other subject matter under exceptions or limitations to copyright and related rights provided for in Union in line with Article 17(9), but Facebook fails to ensure the required respect to copyright exceptions and limitations within the copyright enforcement that they operate in line with Article 17(7).

1286 Ibid.
Regarding compliance with placing in platform complaint and redress mechanisms, the Terms state that users will be notified regarding the removals and can request another review. However, the possibility of this appeal is heavily limited by various circumstances, including legal, technical, and operational. While the in-platform appeal is included in the Terms, there is neither sufficient information regarding the system nor any guarantee that ensures users benefit from this mechanism in practice. Therefore, it is unlikely for the mere and minimal opportunity to request review to constitute an effective and expeditious complaint and redress mechanism. Moreover, there is no information regarding whether blocking and removal decisions would be subject to human review. Therefore, this way of appeal misses the mark of Article 17(9).

The last platform, Twitter, which updated its terms and conditions after the deadline for implementation of the CDSM Directive on 19 August 2021, provides different terms of conditions for users located in the European Union, EFTA States, or the United Kingdom or outside of these, including the United States. Just like previously examined platforms, Twitter excludes itself from the liability, including the liability arising from users’ uploads, contrary to the CDSM Directive’s clear imposition of primary liability and states that their operators may not monitor or control the content posted. Under the Content on The Services section, the platform reserves its right to remove Content that violates the User Agreement, including copyright-infringing content. Regarding the potentially copyright-infringing content on the platform, Twitter provides Copyright reporting forms which is a DMCA takedown form. There is no further information regarding the content management of the platform under the Terms of Service; however, Help Centre includes their copyright policy which provides clear information regarding how DMCA takedown process takes place via their platform. There is no sign of the operation of filters to prevent infringing content from going to their platform or mention of any tool that prevents future uploads of infringing
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1288 "…unless you seriously or repeatedly violate these Terms or if doing so may expose us or others to legal liability; harm our community of users; compromise or interfere with the integrity or operation of any of our services, systems or Products; where we are restricted due to technical limitations; or where we are prohibited from doing so for legal reasons.” See ‘Terms of Service’ (Facebook) <https://www.facebook.com/legal/terms> accessed 5 September 2022.
1290 ibid.
content in compliance with Article 17(4) from the information that Twitter provides on their pages.

Twitter paints a disappointing picture regarding compliance with Article 17(7). There is no mention of EU copyright exceptions and limitations within their Terms. The statement “You agree that such Content will not contain material subject to copyright or other proprietary rights, unless you have necessary permission or are otherwise legally entitled to post the material…” can be accepted as the only hint to the possibility of users benefiting from copyright exceptions. Also, under their Copyright Policy, the platform underlines the fact that “not all unauthorized uses of copyrighted materials are infringements” and links this to an article that provides information on fair use. However, just like the Terms and Conditions, there is no mention of copyright exceptions and limitations of the EU. Therefore, Twitter fails to inform their users that they can use works and other subject matter under exceptions or limitations to copyright and related rights provided for in Union law and show no indication of adopting Article 17(7)’s protection of exceptions or limitations to their enforcement of copyright.

Platform’s appeal mechanism strictly follows DMCA counter-notice process. In line with DMCA, rightholders file copyright complaints, and the platform decides on the removal or blocking of the upload according to the complaint. When this removal or blocking takes place, the user receives a notification regarding the blocking or removal, which includes a full copy of the complaint and instructions on how to appeal via filing a counter-notice. The platform defines this notice as a request to reinstate the removed material, which starts a legal process and warns about the outcomes of the misuse. There is no evidence regarding an in-platform appeal mechanism that would enable users to dispute the platform’s decision; instead, users can appeal the removal decisions by filing counter notices since the platform follows DMCA takedown process. The only mention of user appeals concerns account suspension: users can file a suspension appeal when their account receives multiple copyright complaints and gets suspended under the Repeat Infringer Policy. Thus, the compatibility of

1293 Ibid.
1294 Ibid.
this system with the required complaint and redress mechanism under Article 17(9) is highly questionable.

2. Conclusion

The analysis of the information available content management practices of these three platforms shows the persistence of these platforms enforcing their self-regulation, which is significantly not in compliance with Article 17 of the CDSM Directive. All three platforms limit their liability regarding their users’ acts of communication to the public or making available via their uploads and show no effort to ensure balanced enforcement by prioritising their interests and rightholders’ rights at every step. There are references to EU copyright exceptions and limitations within all platforms’ terms and conditions, the clear one being Facebook’s, yet there is no indication of how users can benefit from these rights and what the platforms would do to protect users’ fundamental rights. There is no update regarding how the automated filtering would respect these uses by limiting their blocking only to manifestly infringing uploads; on the contrary, Facebook enables rightholders to set the criteria for automated blocking. Similarly, complaint and redress mechanisms fail to meet Article 17’s requirements as, besides YouTube, they mostly follow the DMCA counter-notice process instead of providing effective and expeditious in-platform appeal instruments. The operation of human review is unclear in most of the platforms as there is no clear indication of how the complaints are being processed. Thus, the current picture shows that besides YouTube, there is no procedural updates or new tools introduced within these platforms to comply with Article 17’s requirements. The only obligation that most platforms have the means to follow is Article 17(4); however, without adopting the essential procedural safeguards of Article 17, only implementing these filtering systems disturbs the fair balance and results in incompliance with the Article and Charter. Therefore, with Article 17 being in force in 16 Member States after a year from the deadline for the implementation, the enforcement of these T&Cs becomes acts of non-compliance.

There are different reasons behind this lack of compliance of OCSSPs with the rules of the CDSM Directive, many of which are underlined within this study. First, the uncertainty regarding the scope of OCSSPs. Many platforms, depending on the unclear definition of

OCSSPs, assume that they are out of the scope of the liability, and even the ones that clearly fall into the scope of large content-sharing platforms aim to benefit from the lack of sanctions within the national implementations for the failure of protecting user rights. Second, most of the platforms do not have YouTube’s resources to employ software, hardware and human teams to be able to comply with the obligations of Article 17. Third, even though recent developments such as the Poland decision helped clarify the framework, practical solutions for the implementation are still unclear. Especially the deep-scaled practical problems with upload filters which bring challenges with providing Article 17’s safeguards in practice, do not look like they are going away anytime soon. Considering the risks of delegating the review of online legality to online platforms on freedom of expression of the users, which includes collateral censorship via platforms, the lack of efficient safeguards in practice is alarming. Therefore, compliance with Article 17 requires these platforms to provide safeguards that limit the interference of Article 17(4)’s measures to all their users, irrespective of the Member State in which they are located. However, the rules regarding the application of these safeguards have to be specified by the Member States within their implementation and by the Commission with their updated guidance, as this duty cannot be left to private parties, namely rightholders or platforms, entirely.

However, most national implementations fall short of ensuring the practical applicability of the safeguards. While failure to comply with Article 17(4)’s requirements regarding the employment of automated content recognition tools for copyright enforcement results in liability, most of the national implementations do not impose a liability where the cooperation between online content-sharing service providers and rightholders prevents the legitimate content of users going online. For example, even the most celebrated implementation in terms of user rights protection, German implementation, ensures total civil liability, including the duty to pay damages for the failure to comply with Article 17(4)’s requirements but for the failure to protect user rights it only provides sanctions against the abuse of rightholders or platforms. According to Section 18, a service provider who repeatedly performs over-blocking may be subject to injunctive relief if claimed by a registered user rights.

1296 AG Opinion in Poland v European Parliament, para 115; Joint Dissenting Opinion of Judges Sajó and Tsotsoria in Delfi v Estonia App no 64569/09 (ECtHR, 16 June 2015), p 2; Ahmet Yildirim v. Turkey (n 12), para 47.
1297 Article 114 Treaty on the Functioning of the European Union; AG Opinion in Poland v European Parliament, para 152; Poland v European Parliament, para 69.
1298 AG Opinion in Poland v European Parliament, paras 210-212.
1299 Section 97 of German Copyright Act (Urheberrechtsgesetz).
association, and a rightholder who intentionally or negligently requests blocking is obliged to compensate the service provider and the user concerned for the resulting damage. While these would, at their best, provide *ex-post* protections regarding the user rights, there is no liability on the OCSSP who fail to ensure Article 17(7)’s enforcement. As a result, after the implementation came into force, platforms preferred making changes in line with Article 17(4)’s obligations and employed or improved automated content recognition tools without ensuring the applicability of safeguards, especially Article 17(7), as the consequences of failing to ensure the protection of copyright are clearly defined within the national implementations unlike ailing to ensure the protection of user rights.
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1300 Section 18(6) of Act on the Copyright Liability of Online Content Sharing Service Providers (*UrhDaG*).
1301 18(2) of *UrhDaG*. 