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ABSTRACT

We present VIRAC2, a catalogue of positions, proper motions, parallaxes and Z, Y, J, H, and K near-infrared photometric
time series of 545 346 537 unique stars. The catalogue is based on a point spread function fitting reduction of nearly a decade of
VISTA VVV and VVVX images, which cover 560 deg? of the Southern Galactic plane and bulge. The catalogue is complete at
the > 90 per cent level for 11 < K mag < 16 sources, but extends to K; &~ 17.5 mag in most fields. Astrometric performance for
11 < K, mag < 14 sources is typically &~ 0.37 mas yr~! per dimension for proper motion, and 1 mas for parallax. At Ky = 16
the equivalent values are around 1.5 mas yr~! and 5 mas. These uncertainties are validated against Gaia DR3 and Hubble Space
Telescope astrometry. The complete catalogues are available via the ESO archive. We perform an initial search of the catalogue
for nearby ultracool dwarf candidates. In total, we find 26 new sources whose parallaxes place them within 50 parsecs of the Sun.
Among them we find two high-confidence T dwarfs and a number of other sources that appear to lie close to the L/T transition.

Key words: parallaxes — proper motions —brown dwarfs — stars: kinematics and dynamics — Galaxy: kinematics and dynamics —
solar neighbourhood.

for the VVV survey area, extending the time baseline by more than

1 INTRODUCTION
a factor of 2.

The VISTA Variables in the Via Lactea (VVV; Minniti et al. 2010)
is a near-infrared multiepoch photometric survey conducted using
the VISTA telescope at the Paranal Observatory, Chile. It observed
560 deg? of the bulge and southern disc of the Milky Way between
2009 and 2015, and comprises roughly a hundred epochs in the K|
bandpass at a typical pointing, with additional epochsin Z, Y, J, and
H bandpasses at the beginning and end of the survey. The recently
completed VVV extended survey (VVVX; Saito et al. 2024) built on
the VVV survey by extending the area coverage to 1700 deg” in the
J, H, and K; bandpasses. It also included many additional epochs
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The bulge and disc comprise the vast majority of the resolvable
stellar content of the Milky Way; fertile ground for a great number
of subfields of stellar and galactic astronomy. One obvious use of
the VVV and VVVX time series data covering this region is the
measurement of stellar proper motions. In this context, the data sets
remain useful even in the Gaia era due to their ability to survey
deeper into regions of high Galactic extinction (see e.g. Smith et al.
2018, fig. 4). Several previous works have made proper motion
measurements within subsections of the VVV data (e.g. Libralato
et al. 2015; Contreras Ramos et al. 2017; Griggio et al. 2024).

The VVV Infrared Astrometric Catalogue (VIRAC v1 hereafter;
Smith et al. 2018) capitalized on the original VVV survey, providing
proper motion measurements from the time sequence observations
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of some 300 million unique sources over 5 yr. Additionally, for
around 7000 objects that exhibited large proper motions it provided
parallax measurements at > 5o. At the time, the lack of suitable
astrometric reference catalogues meant that astrometric calibration
had to be performed in a relative sense, i.e. measured motions of
individual stars were relative to those of the nearby field. This was
a major drawback of VIRAC vl1, e.g. for the purposes of large-scale
studies of the motions of Milky Way stars. Shortly after VIRAC v1
was published, the second data release of the Gaia survey became
available. Some authors (Clarke et al. 2019; Sanders et al. 2019)
capitalized on this by performing their own recalibration of VIRAC
vl (designated VIRAC v1.1 in the Sanders et al. 2019 case) in order
to study the kinematic properties of the Galactic bar, though these
catalogue versions were never made available publicly.

VIRAC v1 was built from the aperture photometric catalogues pro-
vided by the Cambridge Astronomical Survey Unit (CASU). These
data products are superb for observations with limited blending,
but do suffer from source confusion in regions of significant stellar
crowding. The VVV and VVVX surveys cover regions of the Milky
Way with the highest stellar densities, in infrared bandpasses that are
less impacted by the effects of interstellar reddening, and hence are
subject to significant source confusion. Point source profile fitting
photometry is usually better suited to such observations (Stetson
1987).

Smith et al. (2018) described their planned version two of VIRAC,
based on profile fitting photometry, and using Gaia as an external
reference catalogue. This paper describes the VIRAC version 2
(VIRAC2 hereafter) pipeline and catalogue. In addition to the above
enhancements, VIRAC2 includes more observations, covering a
longer time baseline; it incorporates an image-level astrometric
calibration algorithm that used Gaia DR3 (and its reduced systematic
errors relative to Gaia DR2) as an external reference catalogue;
and it benefits from a global photometric calibration algorithm,
with a secondary component designed to reduce high-frequency
atmosphere-induced photometric scatter.

This paper is organized as follows. In Section 2, we describe
the data, source detection, astrometric and photometric calibration
algorithms, and the main VIRAC2 pipeline. In Section 3, we describe
the catalogues, the steps taken to clean them, validate their contents
against external sources, and demonstrate how they may be accessed.
In Section 4, we outline and present the results of searches within
the catalogues for new nearby sources such as brown dwarfs and
white dwarfs that are either too optically faint for Gaia or otherwise
overlooked. Such sources are of interest in order to complete the
census of systems in nearby space, enabling a better understanding
of star formation and stellar evolution. These searches add to previous
VVV-based searches for brown dwarfs and high proper motion stars
(Beamin etal. 2013; Ivanov et al. 2013; Smith et al. 2015; Kurtev et al.
2017; Smith et al. 2018) and earlier searches in the Galactic plane
based on other data sets, e.g. Folkes et al. (2007), Looper, Kirkpatrick
& Burgasser (2007), Phan-Bao et al. (2008), Lucas et al. (2010),
Burningham et al. (2011), Folkes et al. (2012), Smith et al. (2014),
and many more. We show that ground-based near infrared searches
continue to be valuable in the era of Gaia (Prusti et al. 2016) and the
Wide Field Survey Explorer (WISE; Wright et al. 2010) despite the
leading role now played by those two all-sky survey missions.

2 DATA AND METHODS

The data flow for VIRAC2, from reduced images to astrometrically
and photometrically calibrated source lists and time series, comprised
multiple fairly distinct components. In order, they were: source
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detection, astrometric calibration, stellar time series production and
mean astrometry fitting, and photometric calibration.

The VIRAC?2 pipeline went through a number of design iterations
during development. One version, internally designated VIRAC28,
produced a completed catalogue that was used in a number of
published articles (e.g. Alonso-Garcia et al. 2021; Husseiniova et al.
2021; Minniti et al. 2021; Smith et al. 2021; Kaczmarek et al. 2022;
Molnar et al. 2022; Penia Ramirez et al. 2022; Sormani et al. 2022;
Sanders et al. 2022a, b; Kaczmarek et al. 2024; Lucas et al. 2024,
Luna et al. 2024; Minniti et al. 2024; Nieuwmunster et al. 2024;
Sanders et al. 2024, to name a few). In addition to those works, it
was used at various points during the final catalogue production,
primarily the photometric calibration component (see Section 2.5),
and as a seed catalogue for the source list of the main pipeline (see
Section 2.4.1). Since this earlier pipeline and catalogue influenced
the final versions, for completeness we describe the main differences
between the VIRAC2B and final VIRAC2 pipeline versions in
Appendix A.

2.1 Data

The recently retired VISTA Infrared Camera (VIRCAM) was the
largest near-infrared detector array ever used for astronomy, with
sixteen 2048 x 2048 pixel arrays. VISTA and VIRCAM image a total
area of 0.6 deg? at each pointing position or ‘pawprint’. Detectors
are arranged in a4 x 4 grid with spacings of 90 per cent of a detector
width in the Y dimension and 42.5 per cent of a detector width in
the X dimension. The conventional VIRCAM tiling pattern consists
of six of these pawprints (three offset in X and two in Y) that fill
a VIRCAM ‘tile’ when stacked. VIRCAM tiles are approximately
1.4° x 1.1°. Most positions in a VIRCAM tile are observed twice
due to the ~ 50 per cent pawprint overlap in the X -direction. VISTA
and VIRCAM are described by Sutherland et al. (2015). CASU
provide pipeline data reduction and calibration of the photometry
and astrometry via the VISTA Data Flow Pipeline (Irwin et al. 2004),
see also Lewis, Irwin & Bunclark (2010) and http://casu.ast.cam.ac.
uk/surveys-projects/vista/technical.

From CASU we acquired 179403 VVYV, and 18020 VVVX
observations (pawprints) that cover the VVV area. Pawprints, rather
than tile stacks, should be used for precise astrometric work (Alonso-
Garcia et al. 2018). The process of stacking to produce tiles com-
plicates the point spread function (PSF) and background estimation.
The observations spanned 2010 January 30 to 2019 September 1 and
passed our basic quality control cuts — images with incomplete FITS
headers, seeing > 2.0 arcsec, source count <20 000, or sky level as
determined by IMCORE! > 2000 counts per second were rejected.

2.2 Source detection and preliminary processing

Source detection and photometry was performed in an automated
manner using a version of DOPHOT (Schechter, Mateo & Saha 1993;
Alonso-Garcia et al. 2012), developed to perform PSF photometry
extraction on highly crowded photometric images. Alonso-Garcia
etal. (2018) demonstrated that it is capable of detecting a significantly
higher proportion of stars in VVV fields. Further modification was
undertaken by ourselves in order to extract astrometric uncertainties.
DOPHOT produced 1.14 x 10!! tentative source detections from the
197 423 images.

rwin (1985); http://casu.ast.cam.ac.uk/surveys-projects/software-release/
imcore
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Figure 1. CASU IMCORE versus DOPHOT source detections for an example
image cut-out, selected to showcase the strengths and weaknesses of each al-
gorithm. DOPHOT detections are plotted as red circles, and IMCORE detections
are plotted as red pluses. DOPHOT is prone to erroneous detection of sources
in the wings of bright stars and fails to detect saturated ones, but it is better
able to separate blends and has a fainter detection limit. IMCORE detections
tend to map consistently to real stars and saturated ones are recovered more
reliably, though it deblends less effectively and has a brighter upper detection
limit.

VIRAC version 1 was based on source catalogues provided by
CASU. These were produced by processing the VVV images with
their aperture reduction software, IMCORE. The VVV and VVVX
surveys cover the regions of the sky with the highest Galactic stellar
density in the near infrared, and as such suffer from significant
blending. Since DOPHOT uses PSF fitting, it is better suited to analysis
of these heavily blended fields. A comparison of the IMCORE and
DOPHOT source detection algorithms for an example image cut-out is
provided in Fig. 1. This cut-out covers the region 1088 < X < 1220,
1910 < Y < 2042 of detector 1 from exposure v20120621_00300_st.
It was selected purely to showcase the strengths and weaknesses
of each algorithm, although being nearly 5 deg from the Galactic
Centre it is not a particularly dense field in VVV terms (centred
on [, b = 356.0, —2.8). DOPHOT has poor saturated star detection
performance relative to IMCORE. Across the top half of the image
we see multiple saturated (left) or highly saturated (right) stars that
DoPHOT fails to detect. This is partly an artificial restriction, since
DOPHOT is unable to reliable fit the fluxes of saturated objects
it typically masks them instead. Additionally, Fig. 1 shows that
with our run configuration DOPHOT erroneously detects sources in
the wings of the highly saturated stars. This was also a conscious
choice, since close companions to bright stars can be interesting and
should ideally be kept. By contrast, IMCORE quite reliably detects
saturated stars and it shows little contamination by false detections.
Across the lower half of the cut-out, there are several instances
where blended stars are reliably deblended by DOPHOT but not by
IMCORE. It is also evident that DOPHOT detects many more stars
than IMCORE at the fainter end, but some of these are erroneous
detections of peaks in sky noise. Again, this is partly driven by our run
configuration, which was tuned to push the faint limit. We ultimately
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utilized the multiple epochs to identify and remove the erroneous
detections.

CASU provide 2d arrays mapping detector sensitivity (confidence
maps) for every VIRCAM image. We recorded the confidence
map value of the pixel containing the centroid of each detected
source. One dither contributes 2 50 to confidence, so regions of the
detector covered by both dithers have confidence of & 100. Sources
detected in image regions with confidence < 25 were rejected. This
most frequently occurs for sources in regions where a defective
portion of a chip is not covered by the second dither position, or
a where a source is covered by a defective region of the chip in
both dither positions. We applied the CASU astrometric solution
and radial distortion correction to each array in the catalogue to
produce equatorial coordinates. The CASU astrometric solution
was based on array positions measured by IMCORE. We did not
necessarily expect IMCORE centroids to agree exactly with the
DoOPHOT centroids, but they were sufficiently close that the astro-
metric solution was still valid for preliminary processing purposes.
At this stage, we simply required equatorial coordinates precise
enough to identify sources in common with our astrometric reference
catalogue.

2.3 Astrometric calibration of individual images

As our astrometric reference catalogue we used the projected position
of Gaia DR3 sources at the epoch of the VISTA observation, taking
into account their proper motions and parallaxes («¢dgqi, hereafter).
Of the Gaia reference sources, we simply required a full five-
parameter astrometric solution and renormalized unit weight error
(ruwe) < 1.4, to reject sources with poorly behaved astrometric
solutions (e.g. binary stars; Lindegren et al. 2018, 2021; Stassun
& Torres 2021). Of the VISTA detections, we required that reference
sources were ‘perfect’ stars according to DOPHOT, i.e. they were
fitted using the full seven parameter (sky level, flux, position, and
shape) model.

While matching between the VISTA and reference catalogues
we found in some cases that the CASU astrometric solution was
systematically offset from ads, in portions of the detector by up
to 300 mas. As a result, it was necessary to first refine the CASU
astrometry by fitting a simple six parameter linear transformation
matrix to align the two coordinate systems using sources matched
within 1 arcsec. After this, to produce a final pool of astrometric
reference sources we cross-matched the adg,, catalogue to the
VISTA catalogues with a 0.25 arcsec matching radius.

The adgai, positions of the reference sources were then TAN
projected using a tangent point at the centre of the VIRCAM focal
plane given in the FITS header of the original VISTA image. The
resultant tangent plane coordinates were the xngui, astrometric
reference frame.

We fitted Chebyshev polynomials of varying degree to map
reference source VIRCAM array coordinate positions to their x ¢aiq
coordinates. This approach was found to perform well in our many
test fields, while also limited overfitting in regions with relatively
few Gaia reference sources.

For each chip of each observation we measured residuals to least
squares fits of increasing degrees of Chebyshev polynomials using
fivefold cross-validation. The sequence of polynomial degrees tested
was: 3,4, 5,6, 7,8, 10, and 13. At the point that the standardized
cross-validated residuals began to deteriorate, the previous value was
determined to be optimal to avoid overfitting and the testing sequence
was terminated. Once the optimal value was determined, reference
sources with a residual in either dimension greater than 100 were
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removed and a final re-fitting of Chebyshev polynomial coefficients
was performed.

Our treatment of positional uncertainties began with a formal prop-
agation of the array coordinate uncertainties reported by DOPHOT
through the Chebyshev polynomial fitted in the previous stage, to
obtain uncertainties in the xngqi, reference frame. Rather than ex-
plicitly incorporating the uncertainties on the Chebyshev polynomial
coefficients themselves, we elected to fit for calibration uncertainties
to be added in quadrature and also a multiplicative scaling factor to
be applied to the uncertainties reported by DOPHOT. Le.:

2 _ 2 2
OVisTA = O cal T L O Dopuor (D

where o, and [ are the calibration uncertainties and error scaling
factor, respectively.

For each dimension, over N equal width magnitude bins we
minimized the function:

N

2
Z(ln(k.MAD(r~\/M))) , )

n=1

where k is the 1.4826 approximate scaling factor to be applied to the
median absolute deviation (MAD) to obtain a reasonable estimate of
the standard deviation that is robust against outliers, and r are the
separations between the transformed VISTA coordinates and Gaia
coordinates in a given dimension.

The objective was to rescale the uncertainties such that the residual
to the coordinate transformation divided by its uncertainty was
approximately unit Gaussian. By measuring the spread within sets of
equal width magnitude bins we avoided the fainter magnitude bins
having undue weight due to their significantly larger source volume.
The obtained calibration uncertainty and error scaling factors were
applied to the DOPHOT positional uncertainties as per equation (1) to
obtain our final single-epoch positional uncertainties.

2.4 Catalogue pipeline

The main catalogue production pipeline can be summarized as an
iterative process of two main components: source matching and
astrometric fitting. Ultimately, the goal of this iterative procedure
was to produce a complete list of sources, having correctly identified
their corresponding detections in each VISTA observation. Individual
healpixels of resolution 8—10 (approximately 189, 47, or 12 square
arcmin, chosen based on approximate local source density and epoch
count) were processed independently, incorporating a small border
to include detections of sources straddling the edges of the target
healpixel.

2.4.1 Initial source matching

The first step (after data ingestion, etc.) was to perform an initial
source matching, producing a complete but highly contaminated (by
duplicates, noise, etc.) source list (SL hereafter). The SL was seeded
with the VIRAC28 catalogue, which in turn had been seeded with
Gaia DR2 (see Appendix A for more details).

The positions of SL sources were propagated to the epoch of
the first (chronological) VISTA catalogue using their five-parameter
astrometric solutions. The propagated positions were then matched
to the VISTA catalogue with a 0.339 arcsec radius (the average
VIRCAM pixel size), requiring each match to be the best match in
both directions and also within a radius of five times the positional
uncertainty. VISTA catalogue row indices of successful matches
were recorded for each SL row. The requirement that a match
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is the best in both directions at this stage implies that multiple
SL sources cannot be associated with a single VISTA catalogue
detection. Unmatched VISTA catalogue rows were then appended to
the SL, and at this stage they were assigned proper motion and error
in each dimension equal to the mean and standard deviation of the
proper motions of VIRAC28 seed sources within the same healpixel,
and a parallax of 0.0 mas and uncertainty equal to the standard
deviation of the parallaxes of the seed sources. Not taking the local
proper motion distribution into account is equivalent to assuming
zero proper motion, which is generally incorrect and could become
important when cross-matching with large epoch differences. Since
the majority of sources in this bandpass, depth and direction are
located in the vicinity of the Galactic Centre, at ~ 8 kpc, only
a small fraction will have parallax greater than a few tenths of a
milliarcsecond. An error of even a few milliarcseconds is at the
level of a few per cent of the matching radius, which we deemed
acceptable, particularly as it is only an initial guess.

This matching procedure then continued for each VISTA obser-
vation in chronological order until our complete but contaminated
SL was produced. SL rows with fewer than two contributing VISTA
detections were removed.

2.4.2 Astrometric fitting

With sequences of VISTA detections for each source, we read their
K astrometric time series and fitted their five astrometric parameters.
We used only the K, bandpass data for astrometry fitting. For sources
with fewer than 10 epochs we simply calculated a mean position,
epoch and positional uncertainty, and assumed they had the average
proper motion of local VIRAC28 sources and zero parallax (as in
Section 2.4.1). For sources with 10 or more epochs we proceeded with
a full five-parameter least squares astrometric solution as described
below. We worked in local tangent plane coordinates: the astrometric
time series for each source underwent a TAN projection to a x
and 7 reference system about its mean equatorial position, yielding
positional offsets equivalent to Ax cos § and AS$.

‘We measured preliminary residuals to the five-parameter astromet-
ric model (xo, 70, @, i1y, and u,) by least squares fitting the astro-
metric time series using fivefold cross-validation, using their inverse
variances (see Section 2.3) as weights. Model parameters were fixed
at the reference epoch, 2014.0, chosen to be the approximate mid-
point of the survey. Observations with > 5o residuals were removed
and if there were still > 10 remaining observations then the astromet-
ric model fitting was repeated without cross-validation. The resulting
astrometric solution, including its covariance matrix, is recorded and
residuals to it are remeasured and recorded. The covariance in the
parameters came from a Jacobian approximation to the Hessian of the
least squares objective function, provided by the Imdif routine of the
MINPACK library on which SCIPY.OPTIMIZE.LEASTSQ relies. The yx, n
coordinate system is equivalent to the o cos §, 6 coordinate system.
If sigma clipping reduced the number of remaining observations
below 10 then the source reverted to a mean position and error,
as above.

2.4.3 Iterative re-matching

After initial source matching and fitting of astrometric solutions,
subsequent source matching operations were performed slightly
differently to those described in Section 2.4.1. Fig. 2 illustrates the
process of SL refinement for a single source. The objective now was
to take the complete but contaminated SL, refine the time series for
all sources, and reduce the level of contamination. For coordinate
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plicate source

Yes, for a dif-
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cate and is removed

Clean sequence
of detections

Figure2. Anillustration of the iterative process of refinement of the sequence
of VISTA detections of a single source.

propagation we now used the internally determined best-fitting five-
parameter astrometric solutions for sources with > 10 detections,
and mean field astrometry and average positions for sources with
< 10 detections.

As in Section 2.4.1, we propagated the positions of sources to
the epoch of each VISTA catalogue, but this time we simply found
the closest VISTA catalogue match within our 0.339 arcsec and 5x
error matching radius. This now meant that multiple SL entries could
incorporate a single VISTA detection (which is a valid treatment of
e.g. blended sources). This made identification of the majority of
duplicates trivial, since they ultimately converged to the same set of
VISTA catalogue detections.

We no longer appended unmatched VISTA catalogue rows to the
SL, since our SL at this stage should be as complete as was practical.
The sequence of VISTA catalogue detections (which in practice was
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a sequence of catalogue row indices) for each SL row was hashed (i.e.
assigned a pseudo-unique reference integer for a given sequence, for
ease of comparison and memory efficiency) and recorded. Duplicates
of hashes therefore indicated duplicated sequences of detections and
hence duplicated sources. Hashes were compared to all others in
the SL and where they had been seen elsewhere the source was
considered a duplicate and removed.

Finally, to determine whether a source had converged we looked
for its current hashed list of VISTA catalogue indices among those
from all of its previous iterations. If the current hash had been
seen previously then the source was considered to have converged.
Sources which had not yet converged had their astrometric solutions
refitted as described in Section 2.4.2 and this re-matching procedure
was then repeated until all sources had either been removed as
duplicates or had converged.

As mentioned, sources with only a mean position and error used
the mean proper motion of nearby sources and a parallax of zero for
matching purposes. Once such a source converged we nullified its
proper motion and parallax in the output catalogues.

2.4.4 Additional duplicate flagging

At the iterative re-matching stage obvious duplicates were removed
by identifying identical lists of VISTA catalogue detections. This
strict comparison could leave additional less obvious duplicate
sources in the SL. It required a time series difference of only a
single VISTA detection to pass the earlier method of checking, which
was not uncommon with hundreds to thousands of observations
(depending on sky location).

The remaining potential duplicated entries were found by identify-
ing groups of sources within 0.339 arcsec. The source in this group
with the most detections was considered the primary source, and
all others were flagged as duplicates where they shared more than
20 per cent of their VISTA catalogue detections with other sources in
the group. The 20 per cent threshold was necessary to accommodate
situations in which a star with e.g. high proper motion happens to be
blended with another at the reference epoch (2014.0) and hence was
within the 0.339 arcsec threshold, yet was not a genuine duplicate.
Such an occurrence is generally improbable for a given source, but
among ~ 10° sources it does happen (see e.g. McGill et al. 2019).
Approximately, 19 per cent of sources were flagged as probable
duplicates.

2.4.5 Ambiguous match flagging

Our iterative matching routine (Section 2.4.3) allowed multiple
sources to associate with single VISTA detections. We identified and
flagged these cases in the time series data as ambiguous matches.
For primary sources (i.e. those that are not probable duplicates), we
flagged detections as ambiguous only where the detection was shared
with another primary source. The number of ambiguous detections
is provided in the catalogue for each source.

2.4.6 Observation counts

To determine whether a given source was likely to have been
covered by a given observation we first propagated its equatorial
position to the epoch of the observation. We then projected the
propagated sky coordinates to VIRCAM array coordinates using the
skycoord_to_pixel function of the Astropy WCS module using the
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CASU WCS of the original image, and checked this position against
a master confidence map.

Our master confidence map is an average of a random selection
of confidence maps from late in the survey. We applied a minimum
spatial filter, whereby each pixel was assigned the minimum confi-
dence out of itself and its direct neighbour pixels. The application
of the minimum spatial filter meant we were effectively requiring
all nearby pixels to meet the threshold. This was also necessary to
take into account imperfections in the master confidence map due to
inherent variation in dither offsets between observations. We simply
required a confidence level > 25 for a given position to be considered
covered by a given observation. We used an average confidence
map since heavily saturated sources can also produce regions of low
confidence on single maps, and we did not want to erroneously reduce
the observation counts of saturated stars. Without this consideration
we would inflate their ratio of detections to observations, which we
have found to be a useful indicator of the reliability of the data for
each source (see Section 3.1).

There is inherent uncertainty in many stages of this procedure and
it should therefore be stressed that the provided observation counts
are approximate. To illustrate this, we note that 0.6 per cent of sources
have more K, band detections than the number of observations
determined by this procedure. Since a source could only be assigned
one detection per observation (though a detection could be assigned
to multiple sources), this clearly indicates an error in the number of
observations. The number of observations of each source is provided
in the catalogue, alongside the number of detections.

2.5 Photometric calibration

The pipeline until this point was largely concerned with the produc-
tion of a complete catalogue of sources with high-quality astrometry
and a low level of contamination. This catalogue now allowed us
to accurately calibrate the VISTA photometry. We performed this
calibration in two stages. The first stage was a coarse survey-wide
approach which aimed to anchor the instrumental photometry on
to an absolute photometric reference frame. The second stage was
a finer calibration at a subarray level that aimed to further reduce
scatter in individual light curves.

We note that the photometric calibration component of the pipeline
was produced using the VIRAC2S version of the catalogue. See Ap-
pendix A for details. The main differences between this preliminary
version and the final catalogue version were restricted to astrometric
enhancements and minor changes to the time series of individual
stars. Considering this, and the considerable computational expense
of the photometric calibration, we deemed it unnecessary to rerun
this component with the final catalogue version.

Components of the photometric calibration strategy used varying
criteria for selection of reference stars. Common source-specific
criteria were

(i) sources have five-parameter astrometric solutions and are not
flagged as possible duplicates;

(ii) sources have no detections that were ambiguously associated
with another source;

(iii) sources were detected in at least 30 per cent of their K-band
observations.
Common detection-specific criteria were

(iv) detections are ‘perfect’ according to DOPHOT (i.e. flagged as
well fitted by the PSF model);

(v) detections have x < 5 as measured by DOPHOT;

(vi) detections have instrumental magnitude error < 0.5;
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(vii) detections are not associated with multiple sources;
(viii) detections were not outliers at the 5o level.

We also incorporated some more specific criteria which will be
described in the relevant places, but we will refer back to this list as
necessary.

We note that stars that exhibit significant variability represent a
tiny fraction of the content of the catalogue, so their impact should
be negligible. Even so, each component incorporated some form of
outlier removal which should further reduce their impact.

2.5.1 Primary calibration

We used an SDSS ubercal (Padmanabhan et al. 2008) inspired
approach, whereby spatial- and time-dependent magnitude offsets
were fitted for such that they reduced the photometric residuals
between successive observations of the same stars. This approach
was ideally suited to the VISTA/VIRCAM observing strategy as
there is a near guarantee of at least two observations of a given star
on different parts of the focal plane, due to the VIRCAM pawprint
pattern. Isolated reference stars which were also observed by the
two-micron all sky survey (2MASS; Skrutskie et al. 2006) were used
to anchor to the photometric system defined by Gonzélez-Fernandez
et al. (2018) (see in particular their equations 5-9).

The functional form of our initial calibration from instrumental to
VISTA magnitudes was

myista =m + ZP + F(c,t) + I(Xy),

where mysta is the magnitude of a source in the VISTA system,
presumed known for 2MASS reference sources and unknown oth-
erwise. m is the instrumental magnitude of the source in a given
detection and the calibration coefficients were as follows:

Z P - the overall zero point offset for the relevant bandpass.

F(c, t) - an offset for each chip (¢) in each observation (¢).

I(xy) - an offset dependent on position on the chip (xy) for a given
chip. This is commonly referred to as the illumination correction
map, and corrects the detector systematics shown in section 7.3 of
Gonzalez-Fernandez et al. (2018). Each detector is subdivided into
128 x 128 spatial bins and we fitted for a magnitude offset in each
bin. One /(xy) map is measured per bandpass. We tested the use of
bilinear interpolation for /(xy), but found negligible improvement
over simply using the nearest neighbour.

To solve for the calibration coefficients we used the L-BFGS-
B minimization algorithm through the minimize function of the
scipy.optimize module. The contribution to the objective function
of a 2MASS reference source (i.e. a source with a presumed
known myjsta) With n (chronologically ordered) observations was
as follows:

" —m;—(ZP+ F+ 1),
g:Z myista — m; — ( +F+1) 3)

. 2 2
i=l Omyista + Oum;

and the contribution to the objective function for a non-2MASS
reference source with n observations was

h:i mj—m; —((F+1); —(F+1)i—1)

i=1 o2 +o?

mi_1 m;

, “

N, ifi=1
= i —1, otherwise.
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Table 1. Initial photometric calibration statistics. The number of coefficients,
the total number of detections across all reference sources, the number of
elements in the design matrix, and the number of sources which are ZP
anchors.

Band Coefficients N X Size Z P Anchors
Z 343025 7.32x 108 2.51 x 10™ 1374
Y 344241 8.00 x 103 2.75 x 10'4 1378
J 374561 1.60 x 10°  6.01 x 10™ 3005274
H 356193 1.24 x 10°  4.41 x 10" 3003 461
K, 3051649 2.53 x 1010 7.71 x 10'© 3439410

The overall objective function then was simply

f=e+>n)N ®)

where N is the total number of detections across all reference
sources.

A reference source pool was selected based on sources that met
all of criteria i, ii, and iii, and that had two or more detections in the
relevant bandpass that met criteria iv, v, and vi.

From within the reference source pool described above, we
identified zero point anchors as those that had 2MASS counterparts
that were within 0.5 arcsec with ‘AAA’ photometric quality flags.
They also had to be fainter than 12 mag in all 2MASS bands to avoid
saturation in the VISTA images, and must have no other VIRAC2p
sources within 2 arcsec that might be unresolved in 2MASS. An
additional requirement for 2MASS reference sources was placed on
their Schlegel, Finkbeiner & Davis (1998) E(B — V), the threshold
of which depended on the bandpass being calibrated: < 0.1 for Z
and Y, < 0.8 for J and H, and < 1.0 for K.

The statistics provided in Table 1 indicate the scale of the
minimization problem. The design matrices were very large, but
they were also extremely sparse. The majority of design matrix rows
had only four non-zero elements out of ~ 350000 (& 3000000
in K;), and hence the problem was amenable to sparse matrix
techniques.

We ran the minimization over 30 iterations. Successive iterations
had stricter relative error and absolute difference requirements of
the reference sources and lower 2 termination tolerance. The first
iteration rejected > 100 and > 1.0 mag residuals and terminated
the minimizer at 2L < 105 and those limits decreased linearly to
the last iteration which rejected > 30 and > 0.1 mag residuals and
terminated the minimizer at 27 < 107°. This minimization routine
was run twice. The first run used the mean mvystpa — m; for detections
of 2MASS reference sources as the starting zero point offset and
0 for all remaining coefficients, and its purpose was to obtain an
approximate illumination map. A second run was then performed
using the output illumination map and zero point offsets from the first
run as starting values. The starting value of F(c, t) was 2.5log %
where 7, is the exposure time of the given observation and 7, is the
mode of the exposure time distribution of observations in the lower
bulge in the relevant bandpass. The lower bulge region is significant
as this is where the majority of zero point offset anchors were located
due to the low extinction requirement of 2MASS reference sources.
This normalization between exposure times was most necessary for
the Z, Y, J, and H bands, where the default exposure time is different
between the disc and bulge and the overlap between them in terms of
numbers of reference sources is relatively small. In the K; bandpass
the modal exposure time is 4s for all fields so the second run was
not so crucial, but we performed it anyway out of an abundance of
caution.
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Fig. 3 shows the resultant K -band /(xy) map. The CASU web
pages® describe some of the defects which are apparent in the
map.

2.5.2 Secondary calibration

During inspection of the outcome of the primary calibration de-
scribed in Section 2.5.1, it became clear there remained coherent
time-varying structures in maps of the residuals (see Fig. 4). Remov-
ing this structure with further processing was desirable, since doing
so would reduce scatter in the light curves.

Visual inspection of a few hundred maps of the residuals to the
primary calibration indicated that the patterns, spatial scales, and
amplitudes of the coherent structures varied significantly over short
time-scales and among observations of the same field. In addition,
the density of available high quality reference sources varied signif-
icantly between fields. Given these considerations we again decided
to fit Chebyshev polynomials of varying degrees to the offset between
source magnitudes in a given observation from their average magni-
tudes across all observations, in a similar manner to the astrometric
calibration method detailed above (see Section 2.3). Essentially, we
were building a time-dependent illumination map, /(xy, t) to reuse
the notation of the primary calibration. However, here it had a lower
effective resolution as we had far fewer reference stars in a single ob-
servation, and the effective resolution varied between observations to
account for the varying numbers and spatial distributions of reference
stars.

We generated a reference star candidate pool from stars that met all
of criteria i and iii. In addition they had to have two or more detections
that met criteria v, vii, and viii, and that had > 100 reference sources
for all coefficients of the initial photometric calibration and that
were not at the edge of the illumination map. The primary cali-
bration component benefitted from an abundance of reference stars,
hence the selection criteria for the secondary component was less
strict.

For each reference star candidate we adopted the median mag-
nitude of detections meeting the detection-specific criteria listed
above as the ‘true’ magnitude. The median is more robust to outliers
than other measures, and outliers were still present in our data
to some degree despite the data quality requirements described
above.

For a given observation, we selected stars from the above pool by
additionally imposing detection-specific criterion iv. This criterion
tends to remove fainter detections, so incorporating it when com-
puting the median magnitudes would have biased them bright. The
various selection criteria listed above left us with a list of high quality
detections of reliable reference sources, with robustly measured
average magnitudes that were anchored to the VISTA photometric
system.

The fit itself was performed using 5-fold cross-validation to
robustly measure the residuals to the Chebyshev polynomial fits
through a pre-determined sequence of 3, 5, 7, 10, 13, 17, 21, and
25 deg. We stopped the sequence when the mean cross-validated
standardized residual either: increased, in which case we used the
previous value; or decreased by less than 1 per cent or we reached
the end of the sequence, in which case we used the current value.
The purpose of this procedure was to fit for what are fairly complex
residual maps but to also avoid overfitting our data. Once we had
determined the optimal number of Chebyshev polynomial degrees

Zhttp://casu.ast.cam.ac.uk/surveys-projects/vista/technical/known-issues

MNRAS 536, 3707-3738 (2025)

Gz0z Arenuer 0z uo 1sanb Aq 9/8626./20.€/7/9€G/2I0IME/SEIUW/WOod"dNo"d1Wapeo.//:Sd)y WOy papeojumod


http://casu.ast.cam.ac.uk/surveys-projects/vista/technical/known-issues

3714 L. C. Smith et al.

0.04
0.00
0.03
-0.01
0.02
-0.02
0.01
-0.03
0.00
0.02 0.01
0.01 0.00
0.00
-0.01
-0.01
-0.02 -0.02
-0.03
] 1 0.01 0.02
| [t o.00 0.01
-0.01 0.00
. -0.02 -0.01
]
-0.03 -0.02
—0.04
0.02
0.00
-0.02

0.02

0.00

—-0.02

—-0.04

0.02

0.00

—0.02

—-0.04

0.00

-0.01

—-0.02

-0.03

—-0.04

0.03
0.02
0.01
0.00
—-0.01

—-0.02

Figure 3. The fitted K -band I(xy) illumination map. Detector numbers increase from left to right then top to bottom, e.g. the top left is detector 1, the top
right is detector 4 and the bottom right is detector 16. Detector X-coordinates increase from left to right, and Y -coordinates increase from bottom to top. On the
colour axis are the magnitude offsets, clipped at their 1st and 99th percentiles for clarity.

to achieve this balance we removed reference sources with cross-
validated residuals greater than 30 and refitted using all remaining
reference sources. Application of the calibration was simply a matter
of evaluating the fitted polynomials for every detection in each
observation and subtracting the obtained offset. An example structure
model is shown in Fig. 4.

Finally, to calibrate our uncertainties we adopted a similar method
to that of the astrometric uncertainty calibration (see Section 2.3).
For each detector in each observation we rescaled the DOPHOT
instrumental magnitude uncertainties by multiplying by a scaling
factor and adding in quadrature a calibration uncertainty, as per
equation (1). These values were acquired by minimizing the function
below over N equal width magnitude bins:

3 (n(tman(222))) ©

n=1

where k is the 1.4826 approximate scaling factor to be applied to the
MAD to obtain a reasonable estimate of the standard deviation that
is robust against outliers; and m — i1 are the separations between the
single epoch VISTA magnitudes and the median magnitudes across
all selected observations. Rescaling the photometric uncertainties in
this way served to bring the standardized residuals closer to unit
Gaussian.
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2.6 Photometry statistics

For individual detections we provide a photometric quality flag, to
indicate where a detection has failed one or more criteria. These are
supplied as integer values corresponding to six bit flags represented
as an integer, and are as follows:

000001-1: no secondary photometric calibration applied,

000010-2: < 5 secondary photometric reference stars per coeffi-
cient,

000100—4: in an edge bin of the illumination map,

001000-8: < 100 reference stars for the primary calibration /(xy)
coefficient,

010000-16: < 100 reference stars for the primary calibration
F(c, t) coefficient,

100000-32: < 100 reference stars for the primary calibration Z P
coefficient.

The photometric error flag supplied for a detection is the combi-
nation of its bit flags, i.e. the sum of the integer values listed above.

‘We provide some basic statistics for each bandpass to characterize
the photometric time series of all sources. Statistics were computed
using only high-quality observations. The requirements for a detec-
tion to be included in the photometric sequence for the purposes of
computing statistics were
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Figure 4. The left and right columns show results for detector 4 from two separate exposures, taken a few minutes apart and overlapping by half a detector. Upper
panels: Binned magnitude offsets of stars between their time-series averaged magnitude and those of these example exposures after the primary photometric
calibration has been applied. The structure indicates there is additional systematic signal to be cleaned from the photometry. The difference between the left and
right exposures indicates that the systematic signal varies on short time-scales. Middle panels: Our fitted model of the offsets shown in the upper panels. Lower
panels: Residuals remaining after subtraction of the fitted model signal from the input signal.

(i) zero photometric quality flag, i.e. it failed none of the criteria

listed above,

(ii) not flagged as ambiguous (see Section 2.4.5), and
(iii) not an astrometric outlier above the 5o level.

All three of these criteria had to be met. All detections, re-
gardless of these quality criteria are included in the time se-
ries data sets, should one wish to recompute statistics with a
different set of criteria. The number of detections that con-
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Figure 5. Upper: Density map of sources in the raw catalogue. Visible are apparent cluster-like high-density regions around bright sources caused by false
detections in their wings. An additional lower level increased density due to DOPHOT erroneously fitting sky noise as sources is also visible, particularly along
the boundary of the high observing cadence region (1.6 < [° < 7.5, —=3.6 < b° < — 1.5). Middle: Density map of sources meeting the selection criteria used
to define the main catalogue. The majority of the non-astrophysical inhomogeneity seen in the upper panel has been removed. What remains is largely due
to varying detector sensitivity. Lower: Density map of sources meeting the selection criteria used to define the main catalogue that also have mean K band
magnitude below 16, where completeness is universally high. This map is essentially free from survey-related density fluctuation.

tributed to the statistics in each bandpass is provided in the
catalogue.

Note that the set of observations contributing to the photometric
statistics differed from that used for fitting the mean astrometry.
Firstly, for astrometric purposes the photometric quality flags were
ignored. Secondly, the 5o astrometric outlier cut was applied using
the cross-validated residuals in the case of mean astrometry fitting,
and using residuals to the output mean astrometry in the case of
photometric statistics computation.

The photometric statistics provided are the mean magnitude and
the standard deviation of the magnitudes in each bandpass. In
addition, for the K, bandpass only, we provide some additional
statistics describing the photometric time series. These are: The
modified Julian day of the first and last epochs; the skewness
(corrected for statistical bias); a selection of percentiles — 0, 1, 2, 4,
5, 8,16, 25,32, 50, 68, 75, 84, 92, 95, 96, 98, 99, and 100; the MAD
from the median; the median photometric uncertainty; the Stetson
I, J, and K indices (Welch & Stetson 1993; Stetson 1996); and the
von Neumann ratio 7 (von Neumann 1941, 1942). Note that when
computing the Stetson indices we considered observations taken
within 1 h to be contemporaneous, for the purpose of identifying
observation pairs. The number of observation pairs that contributed
to the Stetson I and J indices for each source is also provided. For
the Stetson J index, we included unpaired observations with half
weight.
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3 THE CATALOGUES

The outcome of running the pipeline processes described in Sec-
tion 2 was a raw catalogue of 1390256 078 tentative sources. The
density of these on the sky is shown in the top panel of Fig. 5.
Of these, 1025855108 had five-parameter astrometric solutions,
and 364400970 had two-parameter astrometric solutions (average
positions). Of the rows with five- and two-parameter solutions,
23 per cent and 12 per cent were flagged as probable duplicates,
respectively — 20 per cent of the raw catalogue in total.

3.1 Rejection of unreliable sources

The upper panel of Fig. 5 shows the source density of the raw cata-
logue and exhibits many survey-related, or other non-astrophysical
features which should ideally be removed. Ground-based NIR obser-
vations tend to be relatively noisy compared to optical observations,
and the configuration parameters we used for DOPHOT caused it
to occasionally report detection of sources that were simply image
noise. In addition, the wings of bright stars also gave rise to
many erroneous detections (see Fig. 1). Requiring multiple matched
detections helped enormously with rejecting the erroneous ones,
but with hundreds or thousands of coincident observations, false
detections matched together by chance fairly frequently. This was
particularly common where the false detections cluster together,
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Figure 6. Distribution of the VIRAC2 UWE parameter for the raw catalogue
(blue shaded), the main subset (green shaded), and the reject subset (orange
shaded).

which happened most frequently in the wings of bright sources even
though the VISTA/VIRCAM diffraction pattern is not constant for a
given orientation. These were the main sources of contaminants in
the raw catalogue.

In addition to rejecting probable duplicates (sources within
0.339 arcsec of another that share most of their detections), we
employed two methods of identifying and rejecting probable con-
taminants from the raw catalogue. The first was a requirement that
sources be detected in more than 20 per cent of the observations
that cover them. It follows that the more observations there are,
the more likely it is that erroneous detections will occur within the
matching radius. This was particularly evident in the eight high-
cadence tiles (covering 1.6 <[1° < 7.5, -3.6 < b° < — 1.5), where
there were a few times more observations than was typical for the
other bulge fields. Due to overlapping VIRCAM pawprints, some
small regions have a little over 2000 observations. A requirement
of a > 20 per cent detection fraction, rather than a flat number of
detections, acted to reduce and homogenize the contamination rate
across the survey. The other major discriminator of contaminants
was their astrometric goodness of fit. The residuals to the astrometric
solutions of well-behaved sources are adequately characterized by
their uncertainties, while this is typically not the case for the
contaminants. Non-single stars have an additional component of
motion that the five-parameter astrometric model does not account
for, but this is highly unlikely to be significant in our data. The unit
weight error (UWE) is defined as

XZ
UWE =/ =+ ()

where x? is the chi-squared statistic of the astrometric fit, the sum
of the residuals squared divided by their uncertainties squared; N
is the number of measurements, in our case one per dimension per
observation; and M is the number of parameters solved for, in our
case M =5 (we computed goodness-of-fit statistics only for five
astrometric parameter solutions). Sources whose residual scatter is
well characterized by their uncertainties are expected to have UWE =~
1. In addition to the above selections, we employed a UWE < 1.8
cut, which rejected a further 3 per cent of the remaining sources.
Fig. 6 shows the distribution of UWE for the raw catalogue and
our (eventual, see below) main and reject subsets. The jump in the
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reject distribution at UWE = 1.8 occurs due to the aforementioned
rejection of stars at UWE > 1.8. The peak of the distribution occurs at
UWE = (.85, where it should ideally occur at UWE =~ 1.0. We spec-
ulate that this might be due to an overestimation of the VISTA per-
epoch positional uncertainties (see Section 2.3). It is well established
the Gaia uncertainties tend to be underestimated (see discussion in
Section 3.2.1). These come into play through equation (2), as 0%,
whereby an underestimate would cause 0% ¢y, to be overestimated.
We are ultimately not concerned by the potential overestimation since
the uncertainties on the mean astrometric parameters appear to be
fairly reliable (see Section 3.2.1).

Since the minimum number of observations covering any region
of the survey was =~ 50, and a five astrometric parameter solution
is a de-facto 10 epoch requirement, the 20 per cent detection
fraction requirement is a de-facto five astrometric parameter solution
requirement. In addition, we did not compute any goodness-of-fit
statistics for two parameter astrometric solutions, meaning the UWE
discriminator was unavailable for these sources. For these reasons, we
elected to explicitly impose the five astrometric parameter solution
requirement.

On application of the five astrometric parameter, non-duplicate,
greater than 20 per cent detection fraction, and UWE < 1.8 selection
we were left with a catalogue containing 545 346 537 sources, that
was largely free from contamination. This is the main component of
the VIRAC?2 astrometric catalogue. The density map of this selection
is shown in the middle panel of Fig. 5. We can now begin to pick
out by eye some of the larger Galactic globular clusters that were
previously hidden among the false detections — NGCs 6440, 6544,
6553, 6626, 6656, and 6441 are all visible in the bulge on close
inspection. The principal remaining source of non-astrophysical
inhomogeneity is visible as a grid-like pattern across the survey and
is due to varying detector sensitivity. If one wishes to remove this,
and obtain a selection with a largely uniform high completeness and
relatively low contamination then a further selection of Ky < 16 mag
will achieve this. Using artificial source injection, Sanders et al.
(2022a) determined that this selection is at least 90 per cent complete
everywhere except the few square degrees around the Galactic Centre
(see their appendix C). This selection is demonstrated in the density
map shown in the lower panel of Fig. 5, and is seen to be essentially
free of non-astrophysical inhomogeneity.

We note that the 20 per cent detection fraction is the main cause
of rejection of genuine sources. Stars at the faint end of the survey
naturally tend not to be reliably detected, causing them to fail this
selection where they might not necessarily fail the others. Transient
stars also can suffer from rejection as a result of this criterion. In a
survey of the AK; > 4 mag stars by Lucas et al. (2024), which
did not apply this criterion, approximately 10 per cent do not
meet the detection fraction threshold. These tended to be novae and
other short-time-scale transients. The principal aim of this work was
the production of a highly reliable astrometric catalogue, and our
selection criteria were set to achieve this. However, we recognize that
much useful data remains among the sources that we have rejected,
and hence we publish the VIRAC2 reject catalogue alongside the
main VIRAC?2 catalogue.

3.2 Astrometric precision

Fig. 7 shows the distribution of the uncertainties on proper motion
in right ascension and parallax as a function of K, band mean
magnitude for the main catalogue. Peak astrometric performance is
in the 11 < K; mag < 14 range, where proper motion uncertainties
are typically better than 0.5 mas yr—! per dimension (median 0.36
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Figure 7. Left: Uncertainty in jtq coss Versus Ky band mean magnitude for the main catalogue. Right: Parallax uncertainty versus K band mean magnitude for

the main catalogue. For both plots the colour axis is logarithmic.

and 0.38 mas yr~! for jycss and jus, respectively) and parallax
uncertainties are typically around 1 mas (median 1.02 mas). Satura-
tion impacts performance for stars brighter than this. Performance at
K, = 16 is typically around 1.5 mas yr~' per dimension for proper
motion and 5 mas for parallax. The faint cloud visible above the
main locus in the 15 < K, mag < 16.5 range (0,,,,., > 5 mas yr~!,
0, > 10 mas) is primarily comprised of false sources that still pass
our UWE < 1.8 cut. Application of a more strict selection (e.g.
UWE < 1.4) will generally remove them if a more robust sample is
required, at the cost of some genuine sources.

3.2.1 Validation with Gaia DR3

We performed a 0.25 arcsec nearest neighbour cross-match of the
VIRAC2 main catalogue to Gaia DR3, finding that 233235552
VIRAC?2 sources (43 per cent) have Gaia counterparts, of which
176 954 558 (32 per cent of VIRAC?2 sources) have 5 or 6 parameter
mean astrometry in the Gaia catalogue.

This sample will be broadly similar to the selection of reference
stars used for the initial astrometric calibration (see Section 2.3).
For these, we should expect the VIRAC2 mean astrometry to match
fairly closely that of Gaia DR3. Fig. 8 shows the 1D histograms
of standardized offsets (i.e. offset divided by its error) in parallax
and the two components of proper motion for this sample. If the
uncertainties on the offsets are truly 1o Gaussian, then we should find
that the histograms match the probability distribution function of a
unit Gaussian. In fact we find that the parallax distribution resembles
a Gaussian distribution with o = 1.1, and the distributions of the
two components of proper motion resemble a Gaussian distribution
with o = 1.2. This modest difference implies that the uncertainty on
the offsets is underestimated by approximately 10 and 20 per cent in
parallax and proper motion, respectively.

The simplest explanation for an underestimate in the uncertainty on
the offsets is that the uncertainties on the parameters themselves are
underestimated. Through experimentation we found that in order for
each distribution to resemble a unit Gaussian we had to either inflate
Gaia uncertainties of all three parameters by a factor of approximately
2.25; or inflate VIRAC2 proper motion uncertainties by a factor
of approximately 1.25 and parallax uncertainties by a factor of
approximately 1.1. In practice, scaling factors should be applied
to the per-epoch astrometric uncertainties and propagated through
to the mean astrometry parameters. There is evidence presented in
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Figure 8. Standardized offsets between VIRAC2 and Gaia DR3 mean paral-
lax and proper motion components. A unit Gaussian probability distribution
function is shown for comparison. Gaussian distributions with ¢ = 1.1 and
o = 1.2 match closely the parallax and proper motion histograms, respec-
tively. This implies that the uncertainties on the offsets are underestimated
by approximately 10 per cent for parallax, and 20 per cent for proper motion,
but caution should be used when interpreting this figure. See the text for a
more thorough analysis.

Section 3.1 that potentially supports the conclusion that the VISTA
per-epoch uncertainties are mild overestimates, namely that the unit
weight error distribution peaks slightly below 1.0. Further testing
might enable us to apportion blame, though these data are not yet
public for Gaia. El-Badry, Rix & Heintz (2021) and Sanders (2023)
find that Gaia DR3 parallax uncertainties are underestimated by
up to a factor of 2, particularly for red sources (which are the
dominant component of our sample) and those with RUWE > 1.4
(see their section 5). Refinement of the sample selection to have both
Gaia DR3 RUWE < 1.4 and VIRAC2 UWE < 1.4 yields only a
modest improvement, to around o = 1.05 and o = 1.15 for parallax
and proper motion, respectively. This indicates that underestimated
uncertainties, if present, are a more general problem not restricted
only to the subset of poorly measured sources.

A common practice in least squares fitting is to scale the covariance
matrix such that the reduced chi-squared equals unity. This is
typically necessary when it is known that the uncertainties on the
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data points are unreliable, as was the case for VIRAC28 (see
Appendix A). For the main pipeline run we considered the centroid
errors to be significantly more reliable, and hence the rescaling to
be unnecessary. The peak of the distribution of the unit weight error
being reasonably near unity indicates that there was indeed limited
need. However, should users wish to apply this correction then they
should simply multiply the individual parameter uncertainties by the
unit weight error. We note that as the posterior probability density
functions are relatively simple in this case, rescaling the parameter
errors in this way approximates parameter uncertainties produced by
Markov chain Monte Carlo methods that incorporate an error scaling
factor.

Another explanation could be mismatches between VIRAC2 and
Gaia DR3 sources. Cross-matches between catalogues with large
bandwidth and resolution differences are never perfect. In principle
we could significantly reduce the 0.25 arcsec matching radius used.
Typically VIRAC2 positional uncertainties are at the level of a few
milliarcsec, and Gaia DR3 is similar for the faintest sources and
much better for brighter ones. However, in doing so we would bias
the selection towards only those with agreement in mean astrometry,
thereby invalidating this comparison.

We must also consider that this sample is only broadly sim-
ilar to that used for the initial astrometric calibration. We did
not impose any goodness-of-fit statistic requirements on the Gaia
sources this time, nor was every VISTA detection that was used
for astrometric calibration also used for mean astrometric pa-
rameter fitting. Technically, we were comparing mean astromet-
ric parameters at epoch 2014.0 for VIRAC2 and epoch 2016.0
for Gaia DR3, though this should have a negligible impact in
practice.

It is important to note that a modest underestimate in the errors on
the offsets is unlikely to have only a single cause. Additionally, there
are reasons to suspect that the offsets might be biased towards larger
values. Given this, and that the apparent underestimates are relatively
minor, we consider that the VIRAC2 catalogue mean astrometry and
their uncertainties are valid.

3.2.2 External validation with HST

Luna et al. (2023) compared Hubble Space Telescope (HST) proper
motions from three crowded fields in the Galactic bulge to those of
VIRAC?2. They measured the multiplicative factor by which VIRAC2
proper motion uncertainties must be inflated to account for the scatter
observed in their offsets from the HST measurements as a function
of J-band magnitude. They found that a multiplicative factor of
between 1.0 and 1.5, the larger value being necessary at brighter J-
band magnitudes and in the densest field tested, but a value near unity
was broadly correct. Ultimately, they concluded that no inflation
factor was necessary, potentially further indication that it is the Gaia
uncertainties that are underestimates.

3.2.3 Known failure modes

In the special case of large amplitude variable sources in crowded
fields, the astrometric solution could become unreliable due to
systematic changes in the location of the centroid found by DOPHOT.
This could occur if stars adjacent to the variable star were no longer
detected when the latter became much brighter. This issue was noted
by Lucas et al. (2024), in the context of highly variable giant stars
in the nuclear disc of the Milky Way. Some additional failure modes
that were identified during nearby object searches are detailed in
Appendix B.
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Population studies can be performed with relative confidence, but
we caution the reader that attempts to select outliers (e.g. high proper
motion or parallax sources) will tend to also preferentially select
the erroneous examples. Care must be exercised in cleaning such
samples.

3.3 Time series data

Photometric time series are supplied alongside their aggregated
stats. Astrometric time series are also supplied, as both calibrated
equatorial and array coordinates. The schema of the time series table
is provided in Table C2.

We have found that erroneous photometric outliers are typically
evident through inspection of the chi and ast_res_chisq statistics, and
whether or not the detection is flagged as an ambiguous match. Where
chi was output directly from DOPHOT, ast_res_chisq is the x? of the
astrometric residual (with 2 degrees of freedom), and the ambiguous
match flag was set to ‘1’ if that detection also appears in the time
series of another source (e.g. through blending).

A set of example K-band photometric time series for a range of
brightness is presented in Fig. 9. The sources shown were selected
from a pool of those with typical photometric uncertainties for their
average magnitude. From this plot, it is evident that ast_res_chisq can
be a useful statistic for rejection of erroneous data points.

3.4 Colour-magnitude diagram improvement

To demonstrate the improvements in the photometry and depth of
VIRAC?2 versus VIRAC v1, we provide colour—magnitude diagrams
from both catalogues for the Galactic globular cluster Messier 22
(NGC 6656; see Fig. 10). All selected stars are within 0.2 degrees of
the cluster centre. For VIRAC2, we included only stars in the main
table (i.e. we did not include the reject table), and for VIRAC vl
we only included stars flagged as reliable. The VIRAC v1 selection
comprises 17075 sources, while the VIRAC2 selection comprises
100 657 sources. The extra ~ 1 mag of depth is evident, as is a
general tightening up of the various stellar sequences. We note
that while VIRAC v1 tends to be better for saturated stars, these
are often flagged as ‘unreliable’ and hence were not included in
Fig. 10.

We direct those interested in CMDs in these regions to Alonso-
Garcia et al. (2018), whose catalogue is available from the VISTA
Science Archive (VSA). The Alonso-Garcia et al. (2018) catalogue
required detections in three bandpasses, where VIRAC2 relies on
astrometric goodness of fit and detection fraction to discern reliable
sources from false. This means that sources which are non-detections
in one or two bands, and hence are missing from the Alonso-Garcia
et al. (2018) catalogue, may be present in VIRAC2.

3.5 Catalogue description and access

The complete catalogues are available from the ESO archive at https:
/larchive.eso.org. The table identifiers are as follows:

(i) VVVX_VIRAC_V2_SOURCES,

(i) VVVX_VIRAC_V2_REJECTED_SOURCES,
(iii) VVVX_VIRAC_V2_LC,

(iv) VVVX_VIRAC_V2_REJECTED_LC, and
(v) VVVX_VIRAC_V2_OBS.

Where tables (i) and (ii) are the aggregate source data (e.g.
positions, proper motions, and mean photometry), tables (iii) and (iv)
are the time series data, and table (v) contains observation related
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Figure 9. Example K band light curves at each integer magnitudes 11 through 17 in the K bandpass. Examples were selected from sources with > 100K
band epochs, within 0.1 mag of the target magnitude, and with average K; mag uncertainty within 5 mmag of what is typical for that magnitude. The colour axis
shows the x2 (with 2 degrees of freedom) of the astrometric residual for each data point. It can be seen that outliers in magnitude space are often also outliers
in the astrometry, making this a useful method for cleaning the photometric time series.

information (e.g. seeing and airmass). Tables (i) and (iii) are the main
selection, and tables (ii) and (iv) are the reject selection.

Section 3.1 describes the make-up of the main and reject selections.
Schemata and example rows for the source and time series tables are
given in Appendix C.

The catalogues can be efficiently queried using the Table Access
Protocol (TAP) via the ESO programmatic access tool,® or e.g.
TOPCAT* (Taylor 2005). More information, including example
queries, can be found in the document accompanying the ESO
release.

3archive.eso.org/programmatic
4star.bris.ac.uk/ mbt/topcat
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4 EXAMPLE APPLICATIONS

4.1 New stars and ultracool dwarfs in the solar neighbourhood

VIRAC?2 parallaxes and proper motions can be used to discover
new nearby stars and brown dwarfs in a similar manner to VIRAC
vl (Smith et al. 2018). This complements the Gaia Catalogue of
Nearby Stars (GCNS; Reylé et al. 2021; Smart et al. 2021) and the
earlier Gaia-based ultracool dwarf (UCD) search of Reylé (2018)
by providing slightly better sensitivity to L and T dwarfs, which are
optically very faint. While most VIRAC2-selected nearby sources
are already catalogued in GCNS or earlier studies (see e.g. Mejias
et al. 2022), we see below that the majority of VIRAC2 UCD
candidates with visually confirmed high proper motions are new
discoveries.
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Figure 10. The J — K; versus K; colour—magnitude diagram for the
Galactic globular cluster NGC 6656 from VIRAC vl (upper panel) and
VIRAC2 (lower panel). The colour axis represents the density of points
within the diagram (blue are isolated; yellow are highly grouped).

We searched for new UCDs and any other nearby sources that
might have been missed by Gaia using the following initial selection
in the VIRAC2 main source table:

(i) @ > 10 mas
(i) w/om =5
(iii) ks_n_det > 0.5 x ks_n_obs

where @ is the parallax and ks_n_det and ks_n_obs are the VIRAC2
parameters corresponding to the number of K detections of a source
and the approximate number of K, observations of the source’s
position, respectively.

Applying these four selection criteria returned 1576 427 sources
from the data base, the great majority of which clearly had incorrect
parallaxes. For example, the GCNS contains only 331 312 sources at
distances d < 100 pc across the whole sky in the Gaia Data Release
3, so VIRAC?2 should find far fewer in a survey of & 1.4 per cent of
the sky. Distinguishing bona fide nearby VIRAC2 sources from false
positives is a difficult task, perhaps best suited to machine learning
methods at this scale (Smart et al. 2021). Here, we focus mainly on
UCD:s, rather than attempting to recover all nearby stars, but colour
blind searches for very high proper motion stars and stars within 50 pc
of the sun were also attempted. To note, the candidate nearby stars
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selected above are widely distributed across the survey area but there
is some degree of clustering in the fields with the largest number
of observations, e.g. the Galactic centre tile and a group of eight
contiguous VVV bulge tiles at 1.6 < 1° < 7.5, -3.6 <b° < — 1.5,
These fields all have a high source density.

4.1.1 High proper motion search

From the initial selection above, we selected sources with proper
motion, u > 500 mas yr~!, where u is computed from the sum
in quadrature of the two components of the proper motion. This
yielded 20 889 candidates, most of which have a significant fraction
of ambiguous detections in the time series. In fact, the spatial
distribution of the 20 889 candidates shows a very strong clustering
in the area of the eight contiguous high cadence tiles mentioned
above, almost all of which are sources for which a large fraction
of the detections are listed as ambiguous. Specifically, f;.,» > 0.9,
where f,,,» is the ratio of VIRAC2 parameters ks_n_amb/ks_n_det
and ks_n_amb is the number of detections with an ambiguous match
to more than one VIRAC?2 source, i.e. it is the fraction of ambiguous
detections.

We applied the following three cuts to reduce the 20 889 candidates
to a small number for visible inspection:

(1) famb <04
(i) At > 0.5yr
(iii) ks_n_det > 20

where At is the time span defined by the VIRAC2 parameters
ks_first_epoch and ks_last_epoch, the first and last modified Julian
dates of the K, detections in the photometric time series set (see
Section 2.6). Bona fide high proper motion stars should pass these
cuts since they would typically be expected to have only a small
proportion of ambiguous detections, e.g. due to blending as the
rapidly moving source passes close to another source in the field.
They would also be expected to be detected over a time baseline
of several years and to have a large number of detections. These
cuts yielded a list of 21 candidates, 18 of which were confirmed as
genuine high proper motion stars by visual inspection of a pair of
images taken several years apart. The three false candidates were
due in two cases to blended pairs of stars. In the third case, all the
detections in the VIRAC?2 time series were in 2010, save for a single
detection in 2018 that appears likely to be noise, from inspection of
the image.

The distribution of f,,,,, for candidates satisfying all the cuts except
the one on f,,,,, is bimodal, with a very large number of false positives
found near f,,, = 1 and genuine high proper motion stars making
up a smaller peak near f,,,, = 0. The cut at f,,,, = 0.4 was chosen
to exclude the larger peak of false positive sources. Since only two
genuine sources were found with 0.2 < f,,,, < 0.4, we expect that
relatively few sources with larger values of this parameter have been
missed. However, this search did miss the TS5 brown dwarf VVV
J165507.13-421755.8 (Schapera et al. 2022), for which f,,,, = 0.78,
u ~ 705 mas yr~! and @ & 66 mas (d ~ 15 pc). Its motion was
detected via a machine learning analysis (Caselden et al. 2020) of
the unWISE coadds (Meisner, Lang & Schlegel 2018) before then
turning to VVV and VIRAC?2 for clearer images and astrometry.
Due to its large proper motion the VIRAC2 time baseline is short,
At = 3.9 yr, because the source is blended with more than one star
over the course of the VVV time series. This highlights the value of
combining independent data sets for more complete searches.

The 18 genuine high proper motion sources include one new
discovery, VVV J181453.17-265453.6, and 17 stars that are already
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Table 2. Data for the brown dwarf VVV J1814-2654, discovered by the high
proper motion search. The VIRAC2 J2000 coordinates are at epoch 2014.0.
The absolute magnitude, M, is the median value and its error bars represent
the 68 per cent confidence interval, after sampling over Gaussian distributions
in @ and K with the quoted parameters to produce a probability distribution.
The quoted K magnitude is the median value, given as the ks_p50 parameter
in Table C1.

VIRAC2 source ID 13333 546 009 625
Name VVV J1814-2654
RA (hms) 18 14 53.17
Dec (dms) —26 54 53.6
RA (%) 273.721554
Dec (°) —26.914877
Q) 4.965352
b(°) —4.610297
M cos s (Mas yr_]) —235.1 £2.1
us(mas yr—1) —446.7 £ 2.2
@ (mas) 36.4 £4.2
4% 27,1445
Z >19.5

Y 18.49 +0.20
J 17.28 £0.12
et 16.35 £ 0.09
K 15.80 £ 0.10
M, 13.607038
zZ—-J >2.2

Y —J 1214023
J—H 0.93 £0.15
H— K, 0.55+£0.13
J— K, 1.48 +0.16
z—J 2.54+0.28

in the GCNS and earlier lists of higher proper motion sources (Terzan
et al. 1980; Lépine 2005, 2008; Beamin et al. 2013; Ivanov et al.
2013; Luhman 2014; Luhman & Sheppard 2014; Schneider et al.
2016; Kliiter et al. 2018; Reylé 2018; Smith et al. 2018; Gentile
Fusillo et al. 2021). Data for the new source, hereafter VVV J1814-
2654, are given in Table 2. A finder chart is provided in Appendix
D.

Nearby stars have negligible interstellar reddening so the non-
detection in the VISTA Z passband, along withred Y — J, J — H
and H — K colours, indicate that this is an UCD with a spectral type
in the range LO to T2 (see e.g. Kirkpatrick et al. 2021). The absolute
K, magnitude, M, suggests a spectral type between T1 and T3,
according to the data in Dupuy & Liu (2012). VVV J1814-2654
is therefore an early T dwarf candidate, though there is sufficient
scatter in the M, versus spectral type relation that a late L dwarf
type is also quite possible. A cross-match to the Dark Energy Camera
Plane Survey (DECaPS; Schlafly et al. 2018; Saydjari et al. 2023,
see Section 4.1.3) provides an optical z-band detection and we note
that the colour z — J = 2.54 & 0.28 is relatively blue for a T dwarf
(see Section 4.1.4). However, the uncertainty is large and the data
are consistent with a source near the L/T transition. We can therefore
be confident that VVV J1814-2654 is a brown dwarf. The system
is projected in the direction of the inner Galactic bulge, within 5°
of the Galactic Centre in both longitude and latitude (see Table 2).
Only two confirmed brown dwarfs: VVV BD001 and LTT 7251B
(Beamin et al. 2013; Smith et al. 2018) have previously been found
in the inner bulge, where the high stellar density (especially in the
infrared) makes searches for high proper motion stars difficult. Given
the current community effort to achieve a complete census of nearby
stars and brown dwarfs (see e.g. Smart et al. 2021; Kirkpatrick et al.
2024), the discovery of VVV J1814-2654 at d =~ 27 pc, is a helpful
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addition. Such systems also make good targets for adaptive optics
imaging to search for companions, given the abundance of suitably
bright reference stars.

A high proper motion source was detected at the same location
in VIRAC v1 (Smith et al. 2018) but the proper motion was smaller
and quite different ((qcoss= —83.6 mas yr~!, us= —171.1 mas
yr~!) and no parallax value was reported, owing to the 5o parallax
threshold adopted in that work. Here, we have visually confirmed
the motion, which was not done in Smith et al. (2018) for this
source. The erroneous motion in VIRAC vl was probably due to
the effect of blending with an adjacent star of similar brightness and
the use of aperture photometry. There is no detection in the Galactic
surveys by the Spitzer Space Telescope (Werner et al. 2004, see
further discussion in Section 4.1.3).

4.1.2 T dwarf search

T dwarfs with spectral types later than TO typically have fainter
Mk, values and bluer (J — K) and (J — H) colours than brown
dwarfs of earlier types. To search for T dwarfs, we began with the
~1.6 million candidate nearby VIRAC2 sources with 50 parallax
detections selected in Section 4.1.

We then applied the following initial cuts:

(1) Mg, > 12

)Y —J>08

(iii) J — Ky < 0.9

(iv) Z — J > 2 or no Z-detection.
(v) ;0 > 30 mas yr~!

(vi) At > 3yr

(vil) fump < 0.4

(viii) ks_n_det > 20

The absolute magnitude and colour cuts were defined mainly from
inspection of the data in Dupuy & Liu (2012) and Kirkpatrick et al.
(2021), respectively. The L/T transition actually occurs at Mg, =~ 13
rather than Mg, = 12 but we adopted a 1 mag brighter threshold
in order to include equal mass binary systems and allow for the
significant scatter that exists in the spectral type versus absolute
magnitude relation. The Z — J constraint was also relaxed since
the colour versus type relation is not well defined in the literature
for the VISTA Z filter but we can be confident that T dwarfs will
comfortably pass the Z — J > 2 threshold in the Vega system (see
e.g. Hewett et al. 2006, for a very similar Z filter). The proper
motion cut helps to remove false positives among the 1.6 million
candidate nearby VIRAC2 sources that are actually distant stars.
After applying these cuts, there were 750 candidates in the data
base.’

Two additional parameters can be used to identify the best
candidates for visual inspection: (i) the unit weight error (UWE) of
the five parameter astrometric fit and (ii) Vi,,, the tangential velocity
of the source in the plane of the sky, which we computed simply

SN.B. We do not include a cut on (J — H) or (H — Kj), partly for simplicity
but also to remove the requirement for an H magnitude in the VIRAC2 source
table. Sources can lack flux measurements in the source table in one or more
of the Z, Y, J, H passbands, despite having detections in the time series
in the missing band(s), if all the detections in that passband are marked as
ambiguous matches, i.e. potentially matching to more than one source. An
example of this is the second T dwarf listed in Table 3, for which no H band
magnitude is listed in the source table but there are 3 detections in the time
series, all flagged as ambiguous matches.
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Figure 11. Colour versus absolute magnitude diagram for the sources
identified in the T dwarf search. Known L dwarfs (blue points) and T dwarfs
(green points) from the UltracoolSheet are overplotted, with unresolved
binaries excluded. The two new discoveries with visually confirmed proper
motion (large red points) lie in the same region as known T dwarfs (green
points). Candidates that failed the visual inspection (black points) mostly lie
below this region.

as Vian = 4.74p1 /. The UWE of valid solutions should typically
be near unity, but the distribution for the 750 initial candidates was
found to rise steeply at UWE > 1. Further investigation using a
cross match to GCNS (see Section 4.1.3) found that bona fide nearby
stars typically have 0.7 < UWE < 1.1 in VIRAC2, though there is
a tail extending to higher values. For example, VVV J165507.13-
421755.8, the TS dwarf that was missed in Section 4.1.1, has
UWE = 1.48. Compared to bona fide nearby sources, candidates
lacking a GCNS match have a distribution with a larger mode in
UWE, corresponding to unreliable astrometric solutions in most
cases.

The Vi, parameter can be used to complement the cut on proper
motion (item (v) above) by removing a large number of sources
with significant proper motions but over-estimated parallaxes, these
typically having unusually small values of Vi, (a few km s7').
Some genuine nearby stars will have unusually small tangential
velocities and another small proportion will have large UWE values.
We therefore used two complementary selections to capture such
cases.

Selection 1: UWE < 1.2
Selection 2: UWE < 1.5 and Vi, > 10 km s~!

Selection 1 provided 36 candidates and Selection 2 provided 13
candidates. After visually inspecting pairs of cut-out images taken
several years apart, only two candidates showed clear proper motions
and these turned out to be the only two located in the ‘sweet
spot’ where both selections are satisfied. The two mid-late T dwarf
candidates are VVV J182046.14-274239.0, hereafter VVV 1820-
2742, and VVV J125338.22-633947.0, hereafter VVV 1253-6339.
Finder charts for these targets are provided in Appendix D. In Fig. 11,
we plot the two in a colour versus absolute magnitude diagram (large

VIRAC2 3723
Table 3. Data for the T dwarfs VVV 1820-2742 and VVV 1253-6339,
discovered by the T dwarf search. The VIRAC2 J2000 coordinates are at
epoch 2014.0 and the M, values are computed as in Table 2.

VIRAC?2 source ID 13415483005 492 16 122933 004 133
Name VVV J1820-2742 VVV J1253-6339
RA (hms) 1820 46.14 12 53 38.22
Dec (dms) —274239.0 —633947.0
RA (°) 275.192250 193.409232
Dec (°) —27.710837 —63.663048
1(°) 4.8711048 303.175843
b(°) —6.137462 —0.792342
Ma coss(mas yr—1) 100+ 1.9 —190.7 £2.0
ps(mas yr~1) —1759+£1.9 —2559+2.1
@ (mas) 368 £4.3 66.6 + 6.7
d (pc) 27.1%3§ 15017

z >19.5 19.77 £ 0.19
Y 17.81 £ 0.07 16.89 £ 0.01
J 16.77 £ 0.05 15.88 +0.01
H 16.32 £ 0.05 16.10 + 0.01
K, 16.18 £ 0.10 16.29 +0.11
Mg, 14.0179025 15.40102¢
zZ-1J >2.7 3.89 £0.19
Y —J 1.04 + 0.09 1.01 £ 0.01
J—H 0.45 £ 0.07 —0.22 +0.01
H—K; 0.14 £ 0.11 —0.19 +0.11
J —K; 0.59 +0.11 —0.41 +£0.01
K, — [3.6] - 1.63 +0.15
[3.6] — [4.5] - 0.87 £ 0.16

red circles). For comparison, we overplot L dwarfs (blue points)
and T dwarfs (green points) from the UltracoolSheet,® along with
the candidates rejected by visual inspection (black points). Data for
the two T dwarfs are given in Table 3. For VVV 1253-6339, we
include colours that draw on Spitzer mid-infrared photometry from
the Deep Galactic Legacy Infrared Mid-Plane Survey Extraordinaire
survey (Deep GLIMPSE; Whitney et al. 2011), having propagated
the VIRAC2 coordinates to Epoch 2012.5 and matching with a 1
arcsec cross-match radius. Care must be taken when matching VVV
and Spitzer detections because the spatial resolution of the latter
is poorer (~2 arcsec), sometimes causing flux from more than one
VVYV source to be included in the beam. Inspection of the images
indicates no such problem in this case though. VVV 1820-2742 was
not detected by any of Spitzer Galactic surveys.

VVV 1820-2742 is at a distance, d ~ 27 pc, very similar to
the early T dwarf candidate VVV 1814-2654 and it has a similar
projected location within the Galactic bulge. However, the different
proper motions indicate that acommon origin is unlikely. The J — H,
H — K, and J — K colours resemble those of normal stars. Such
colours suggest a spectral type of T2 to T3, based on inspection of the
data provided by Kirkpatrick et al. (2021). The M, value indicates a
spectral type of T3 to T4.5, based on the data in the 2MASS passband
provided by Dupuy & Liu (2012), consistent with the colours.’

A regularly updated compilation of data for known brown dwarfs, https:
//doi.org/10.5281/zenodo.10573247.

TThe VISTA/VIRCAM filters are not identical to the 2MASS or MKO filters,
which complicates the comparison. In K;, VIRCAM closely resembles
2MASS K;; in H, the VIRCAM, MKO and 2MASS filters are all quite
similar; in J, VIRCAM resembles MKO rather than the unusually broad
2MASS /J filter. By comparing VIRAC?2 results with either MKO or 2MASS,
as appropriate, the effects of different filter systems should be smaller than
the intrinsic scatter at each spectral type.
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VVV 1253-6339 is at a distance, d ~ 15 pc, very similar to
the white dwarf VVV J141159.32-592045.7, the nearest star to be
discovered by VIRAC v1 (Smith et al. 2018). The negative J — H,
H — K;, and J — K colours and fainter Mg, value indicate a later
spectral type than VVV 1820-2742. Comparison with the colour
data in Kirkpatrick et al. (2021) indicates a type later than T4 and
the M, value suggests a T6 or T7 type (Dupuy & Liu 2012). The
[3.6] — [4.5] colour is consistent with a type between T4 and T6.5,
based on comparison with data in the UltracoolSheet, which were
drawn mainly from Patten et al. (2006), Kirkpatrick et al. (2011),
Mace et al. (2013), Kirkpatrick et al. (2019), Meisner et al. (2020a,
b), Kirkpatrick et al. (2021), and Griffith et al. (2012). Taken together,
these constraints imply a spectral type of ~T6.

While these two systems are technically only candidates, their
T dwarf nature is almost certain, given their colours, high proper
motions and parallaxes. The only plausible alternative, in the case
of VVV 1820-2742, would be an L-type subdwarf (see e.g. Zhang
et al. 2017). However, this would require the parallax to be greatly
overestimated. Such objects are in any case much rarer than T dwarfs.
For VVV 1253-6339, the red [3.6] — [4.5] colour appears to rule out
the L subdwarf interpretation.

A limitation of this search is that it was difficult to confirm or reject
some candidates with & < 40 mas yr~! through visual inspection of
the images, since the candidates are mostly quite faint and total
motion over the course of the survey is small. We only report sources
with obvious motion here and we also imposed a hard lower limit at
1 =30 mas yr~!, so it is possible that some slow-moving T dwarfs
were missed.

4.1.3 d < 50 pc search

We performed a parallax-based search for new sources within 50 pc
without any colour-based criteria. From the initial selection of ~1.6
million candidate nearby (= > 10 mas) VIRAC2 sources with 50
parallax detections described in Section 4.1, we applied the following
additional cuts:

(i) @ > 20 mas
(11) famb <04

(iii)) At > 6yr

(iv) ks_n_det > 20
(v) n > 30 mas yr—
(vi) UWE < 1.2
(vil) Vign > 5kms™!

1

Cuts (ii) to (vii) in this list are based on the same parameters that
we used to select T dwarfs in Section 4.1.2. The choice of a 6 yr
minimum time baseline and a maximum UWE limit of 1.2 were
informed by a cross-match against GCNS (Smart et al. 2021) that
also helped to identify previously known nearby systems. The cross-
match was performed using a set of 1.34 million VIRAC?2 sources, a
subset of the initial 1.6 million candidate nearby sources with these
additional criteria: f,,, < 0.4, At > 0.5 yr, and ks_n_det > 20. A
small cross-match radius of 0.5 arcsec was used to minimize the
number of chance alignments, having first propagated all GCNS
source coordinates back from the Gaia reference epoch at 2016.0
to the VIRAC?2 reference epoch at 2014.0. This cross-match yielded
2178 matches. All of the matched sources have Ar > 4 yr and ~99
per cent have At > 6 yr.

The distribution of UWE for matched sources is shown by the solid
red line in Fig. 12. These bona fide nearby stars (d < 100 pc) typically
have proper motions ;¢ > 30 mas yr~'. The other lines in Fig. 12 show
the distributions of UWE for (i) unmatched VIRAC?2 sources (dashed
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Figure 12. Normalised distributions of the VIRAC2 UWE parameter for
VIRAC?2 candidate nearby sources (zr > 10 mas) having a counterpart in
GCNS (red line) or not (other lines). The selections in the latter case are (i)
all sources (dashed blue line); (ii) 4 > 30 mas yr~! (dashed purple line); and
(iii) g > 200 mas yr~! (black line). Sources with no GCNS match typically
have incorrect parallaxes and larger UWE values than GCNS matches, though
the 1 > 200 mas yr~! subset shows a small peak at UWE = 1, suggesting
scope for new discoveries.

blue line), (ii) unmatched VIRAC?2 sources with p > 30 mas yr~!
(dashed magenta line) and (iii) unmatched VIRAC2 sources with
i > 200 mas yr~! (solid black line). We see that bona fide nearby
stars have a peak at UWE = 0.9, slightly above the typical value of
0.85 for the VIRAC?2 catalogue as a whole (see Fig. 6). The larger
typical values of UWE for unmatched sources show that most of them
have unreliable astrometric solutions. Our cut at UWE = 1.2 should
include most bona fide nearby stars, whilst excluding the bulk of
the unreliable solutions. Erroneous astrometric solutions with large
proper motions are frequently due to mis-matches in the time series,
i.e. a fit to two different stars. Encouragingly, the solid black line
in Fig. 12 shows a small secondary peak just below unity. We can
presume this feature corresponds to genuine new high proper motion
stars that are not in GCNS.

Having justified criteria (ii) to (vi), cut (vii) on V,, was necessary
to reduce the number of VIRAC2 candidates to a manageable level
for individual inspection. Without it, cuts (i) to (vi) leave 10 526
candidates with > 20 mas. A 5 km s~! cut was imposed in order
to retain slow moving stars such as the nearby white dwarf VVV
J141159.32-592045.70 (Vian=7 km/s) which was discovered with
VIRAC vl (Smith et al. 2018). After applying this cut, we had
628 candidates. This selection had 150 matches in GCNS, using a
0.5 arcsec matching radius at epoch 2014.0 as above, which left
478 new candidate nearby sources. This is still a large number for
visual inspection so we decided to increase the parallax significance
threshold from @ /o, > 5 to @ /o, > 7. This left 89 candidates
for assessment, after excluding the three T dwarf candidates already
listed in Tables 2 and 3.

In a plot of o, versus @ (not shown), these 89 candidates
split into two groups: (i) a smaller group of mainly composed of
brighter sources (13.5 < K, < 16) with smaller parallaxes and errors
(20 < w/mas < 50, 1 < o0, /mas < 6) that we might expect to be
accurate solutions; (ii) a larger group of fainter sources (K, > 16)
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mostly having larger parallaxes and errors ( > 60 mas, 0, > 7
mas) in which we would expect inaccurate solutions to predominate.
We visually inspected pairs of cut-out images taken several years
apart to confirm the high proper motions, using the SAOIMAGE DS9
software to mark the positions expected at the date of observation.
Marking the expected positions was necessary because there were
cases where there was a discernible proper motion that differed
from the VIRAC2 values, owing to the effect of blending (or
blending and stellar variability) on the source matching and the
astrometric solution. After this check, only 12 nearby candidates
with visually confirmed high proper motions remained. An additional
check on the astrometric solutions was made by plotting RA
versus time and Dec versus time, to confirm the expected linear
trends.

The 12 candidate nearby sources are listed in Table 4, and finder
charts for some are provided in Appendix D. The final column
contains an indicative UCD spectral type based on the Mg, versus
spectral-type relation in Dupuy & Liu (2012), provided that the
colours and absolute magnitude are consistent. The best-fitting
subtype is shown in brackets to indicate that there is significant
uncertainty. A simple question mark indicates that colours are not
consistent with a UCD interpretation, whereas ‘L(?)’ type indicates
indicates a UCD for which M, is fainter than the usual range for
LO-T2 types.

We caution that verification of high proper motion does not
guarantee that the parallaxes are correct. E.g. the 150 sources with
@ > 20 mas and a match in GCNS include four cases where the
VIRAC?2 parallax is larger than the Gaia parallax by a factor between
two and three, corresponding to discrepancies at the 3.30 to 4.50
level. We tried inspecting plots of the annual parallactic motion in
RA and Dec, after subtracting the proper motion. In a few cases
with high parallax significance it was possible to clearly confirm
the motion by phase-folding the time series on a 1 yr period and
then binning the detections by phase to reduce the large scatter
on individual points. More often though, plots of parallax fits with
below ~ 100 significance (not shown) appear plausible rather than
compelling, due to large error bars and the fact that the observing
season for a given source often has a phase coverage of only about
half a year. By way of cautionary examples, it initially appeared
that we might have 14 bona fide new nearby sources where the
proper motion was visually confirmed in the images. However, two
of these systems had unusual properties and they were ruled out
on further investigation of all available information, including the
plots of position versus time. Details of these failure modes are
given in Appendix B, in case they are relevant to further work with
VIRAC2.

In Table 4, we see that all sources are in the range 10.8 <
Mg, < 13.9 (neglecting uncertainties in parallax and photometry).
In this range we would expect to find L dwarfs, T dwarfs, and
white dwarfs. Nine of the 12 sources were also found in our
focussed search for red UCDs, discussed in Section 4.1.4. To avoid
repetition, we discuss only the other three sources here: source
nos. 1, 8 and 9.

To provide more information, we cross-matched the sources in
Table 4 with the second data release of DECaPS, Saydjari et al.
2023), the deepest optical survey available for the southern Galactic
plane. A positional match within 0.5” cross-match radius was required
after propagating the VIRAC2 coordinates to the mean observation
date of the DECaPS catalogue entry. All 12 sources except source
no. 9 had a catalogue match.

We also cross-matched the sources in Table 4 with the Spitzer
GLIMPSE 1, GLIMPSE II, GLIMPSE 3D, Deep GLIMPSE,

Table 4. Additional new sources within 50 pc of the Sun. Coordinates are for Epoch 2014.0, Equinox J2000.0. Approximate distances and M, values are based on the reciprocal of parallax. Errors on fluxes are

available in the VIRAC2 source table. Nominal spectral types, based mainly on M, are indicated in the ‘SpT’ column, with the best-fitting subtype in brackets (see the main text).

Z—-JY—-JJ—-HH-K;J—-K; SpT

Mk,

145
(mas yr~1)

Max

(mas yr~1)

Dec

VVYV designation RA

Source ID

(pc)

(mas)

©)
—62.4581
—61.78012
—60.93168
—62.78223

L(?)

247
1.36
2.07
1.51

1.15
0.51
0.82
0.56

1.32
0.84

13.84
12.06
12.55
12.84

16.13

28

350+£42
315+ 1.3
302+£2.1
309+22

3.1+ 1.7
540+£04
—132.94+0.7
—-123.94+0.9

—152.1+ 1.6

182.69846
204.19778
210.32018
211.77328

VVV J121047.63-622729.2
VVV J133647.47-614648.4

16 064 415 000927
16028292 006 473

1
2
3
4

L(6)

1.19
1.47
1.05

2.50
2.99
2.43

14.58
15.15
15.39

31

1234+ 04

—130.4 £ 0.7
—153.8+0.7

L(8)

1.25
0.96

33

15983 628001410 VVV J140116.84-605554.0

16 081224 003 667

L)

32

VVV J140705.59-624656.0
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GLIMPSE Proper, and ApoGLIMPSE mid-infrared Galactic surveys
(Benjamin et al. 2003; Churchwell et al. 2009; Whitney et al. 2011;
Benjamin et al. 2015, 2016). A 1 arcsec cross-match radius was used,
after first propagating the VIRAC?2 coordinates to suitable dates when
the VVV area was observed in each survey. Six of the 12 sources in
Table 4 have no match, including source nos. 8 and 9, and a further
two sources with matches (listed in Section 4.1.4) have unreliable
Spitzer photometry because inspection of the images indicates that
two VVV sources are blended into a single Spitzer source. However,
four of the 12 sources in Table 4 have unblended matches in the /1
(3.6 um) and 72 (4.5 um) filters: source nos. 1, 3, 4, and 6.

Source no. 1 (VVV J121047.63-622729.2, hereafter VVV 1210-
6227) has Mg, = 13.84, corresponding to a T3 type, but its J-H
and H-K; colours are unusually red even for an L dwarf and far
too red for a T3 type. The Spitzer matches give us the colours
K; —[3.6] =1.63 £0.13 and [3.6] — [4.5] = 0.31 £ 0.22, which
are most consistent with a late L type. DECaPS has catalogued
detections in i, z, and y filters and the colour z — J = 2.41 is also
more consistent with an L type than a T type, from comparison with
typical UCD colours given in Carnero Rosell et al. (2019) for Dark
Energy Camera and VISTA photometry. Inspection of the images
shows no sign of the source in i however: the entry was based on a
single detection, whereas most bona fide entries have two or more
detections. One possibility is that VVV 1210-6227 is a young late-
type L dwarf with very low gravity, given that these sources typically
have redder near infrared colours than normal field L dwarfs (Faherty
et al. 2016) and their Mg, values appear to extend into the T dwarf
range (Liu, Dupuy & Allers 2016), similar to young planets such
as HR8799b, HR8799d, and 2MASS 1207-3932b (Chauvin et al.
2004; Ducourant et al. 2008; Marois et al. 2008). Alternatively,
if the parallax is overestimated by ~ 2.50 then it could simply
be a late L dwarf with unusually red colours. The BANYANX
software tool (Gagné et al. 2018) finds a 91 per cent probability
that that the system is a field object, rather than member of a known
young moving group. However, a number of very low gravity L
dwarfs are known that are not members of known young moving
groups (Faherty et al. 2016; Liu et al. 2016) so this check is not
conclusive.

Source no. 8 (VVV J173302.42-245559.9) is an interesting case.
The Mk, value is in the range for L dwarfs and most of the VIRAC2
colours are red, consistent with this. However, the Z — J colour (and
to a lesser extent the Y — J colour) is unusually blue for such sources.
The DECaPS data show that the optical colours are also relatively
blue:r —i = 1.40,i — z = 0.79. Some possible explanations for this
transition from bluer optical colours to redder near infrared colours
are (i) a blend of a UCD and a more distant, optically brighter star
that does not contribute significantly to the astrometric solution due
to being fainter in the infrared; (ii) a white dwarf + L dwarf binary
pair.

Source no. 9 (VVV J174337.03-215018.1) has Mg, = 13.47, in
the range for early T dwarfs. However, the blue Z — J and ¥ —
J colours are not consistent with a brown dwarf: even very metal-
poor UCDs have Y — J > 0.5 (Zhang et al. 2018), suggesting that it
may be a white dwarf. Unfortunately, source no. 9 is just outside the
DECaPS footprint. The only available optical detections are a single
passband datum from Gaia DR3 (G = 20.36), without a parallax,
and a y band detection in the second data release of the Panoramic
Survey Telescope and Rapid Response System (Pan-STARRS1 DR2;
Chambers et al. 2016; Flewelling et al. 2020). The latter detection
adds little to the VIRAC2 photometry but the colour G — J = 3.71
and absolute magnitude M = 18.06 are not in the range occupied
by typical UCDs (Reylé 2018). The absolute magnitude is also very
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faint for a white dwarf (see e.g. Golovin et al. 2024). This source
therefore appears to be an unusual system, provided that the parallax
measurement is correct.

4.1.4 Red UCD search

Finally, we searched for new red UCDs using cuts on absolute
magnitude and colour that should include sources with spectral
types in the LO to T2 range, though some late M-type UCDs can
be expected to scatter in. We began with the ~1.6 million candidate
nearby VIRAC2 sources (zr > 10 mas, i.e. within ~100 pc) with
So parallax detections that were selected in Section 4.1 and we then
applied the following initial cuts:

(i) My, > 10.4
)Y —J>08
(i) J — K, > 0.9

This yielded 262 903 sources, so it was clear that additional cuts
are needed to remove the numerous reddened distant stars in the
Galactic plane with incorrect parallax estimates. We performed three
selections from this set using fump, UWE, Af, u and Vi, to define
quality cuts that are likely to include most genuine nearby sources.
These selections (denoted 3a, 3b, and 4) complement the colour-
blind 50 pc search in Section 4.1.3 mainly by including sources at
d = 50 to 100 pc and sources with only 50 parallax significance, as
opposed to 7o previously.

Selections 3a and 3b first required Vi, > 10 km s~!, which
reduced the sample from 262903 sources to 619. A cross-match
to GCNS with a 0.5 arcsec cross-match radius at epoch 2014.0
coordinates, found that 17 of these were known, leaving 602
potentially new candidates.

Selection 3a then applied these cuts:

(1) At >3 yr
(i) famb < 0.1
(iii) UWE < 1.5

This yielded 54 candidates, of which 49 were visually confirmed
as high proper motion sources. Of the remaining five, three were
definite false positives and two cases were unclear due to low proper
motion.

Selection 3b complemented 3a by relaxing the threshold on fymp,
whilst tightening the constraint on UWE:

(1) At > 3yr
(i) 0.1 < famp < 0.4
(iii) UWE < 1.2

This yielded eight candidates, only one of which, VVV
J181549.13-234845.1, passed the visual proper motion check. This is
in fact a known L dwarf, LTT 7251 B (= HD 167 359 B), discovered
by Smith et al. (2018) using VIRAC v1 via a match of high proper
motion sources to stars in the Tycho-Gaia Astrometric Solution
(TGAS) catalogue (Michalik, Lindegren & Hobbs 2015). LTT 7251
B is not detected by Gaia and hence it is not in the GCNS main
table. It is also not in the GCNS table of missing objects since it
has no parallax in the SIMBAD data base at present. VIRAC v1 did
not provide a parallax but VIRAC2 now does: @ = 29.7 &+ 3.6 mas.
This is consistent with the Gaia DR3 value measured for the G8-type
primary, LTT 7251 A: w = 26.54 £ 0.02 mas.

Selection 4 complemented selections 3a and 3b by reducing the
threshold value of Vi, from 10 to 5 km s~!. To avoid including a
very large number of false positives, this required us to impose tight
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constraints on all the other data quality parameters and apply a proper
motion cut also:

(i) At > 6yr

(1) famp < 0.1

(iii) UWE < 1.2

(iv) u > 30 mas yr~!

(V) 5 < Vign/kms™! < 10

Selection 4 yielded 19 candidates, six of which were visually con-
firmed as (relatively) high proper motion sources. Of the remainder,
11 were clearly erroneous and two were unconfirmed due to the
modest proper motions and blending.

In Table 5, we list the 56 red UCD candidates from selections
3a, 3b, and 4 that have visually confirmed high proper motions and
are not in GCNS. A colour versus absolute magnitude diagram for
these sources is plotted in Fig. 13 (red stars) and VVV 1210-6227,
the low-gravity late L dwarf candidate from Table 4 is also marked
(purple star). Known M dwarfs (black points), L. (blue points), and
T dwarfs (green points) from the UltracoolSheet are overplotted for
comparison.

Of the 56, nine were also found in the colour-blind 50 pc search
(see Table 4) and the selection also includes the high proper motion
early T dwarf candidate VVV J1814-2654 (see Table 2). We retain
these sources in Table 5 to give the complete colour selection in
one place. Fifty-three of the 56 sources were included in VIRAC
vl, but only 15 had parallaxes in that catalogue, in which 5o
significance was required; only nine of these were listed as L dwarf
candidates since the VIRAC v1 aperture photometry is less reliable
than VIRAC2 DOPHOT photometry. For the 15 with parallaxes, they
are all consistent between VIRAC v1 and VIRAC2. The uncertainties
in VIRAC2 @, u, and u;s are smaller by 28 per cent, 43 per cent
and 45 per cent, respectively (median values). This reflects the fact
that the longer time baseline of VIRAC2 improves proper motion
precision more than parallax precision. A further three of the 56
sources were identified as UCDs using VIRAC vl proper motion
and colours alone (Smith et al. 2018). Such an approach could be
tried with VIRAC?2 but it is beyond the scope of this work. After
accounting for the VIRAC vl discoveries, including LTT 7251 B
mentioned earlier, we are left with 43 new red UCD candidates.
None of these systems are in the UltracoolSheet.

An indicative spectral type is given in the final column of Table 5
in a similar manner and format to Table 4, based on the M, versus
type relation. A minor change was made for source no. 32 (discussed
further below) where the M versus spectral-type relation indicated
a best-fitting type of T3: the value was changed to T2 to be more
consistent with the red colours, while remaining consistent with the
absolute magnitude. ‘L(?)’ is given in cases where there is good
reason to suspect the parallax is substantially overestimated, detailed
below. For LTT 7251 B (source no. 48), the known spectral type of
L7 is given.

Two systems in Table 5 are binaries. VVV J163823.65-484211.5
(source no. 18) has a Gaia DR3 parallax, o = 26.8 & 1.6 mas,
very similar to the VIRAC2 value, 28.3 & 1.4 mas. It is only a new
discovery in the partial sense that it was not in the GCNS list of
nearby sources, despite having a parallax in Gaia eDR3. Our visual
inspection showed that it is part of a binary pair: there is a brighter
component, Gaia eDR3 source 5940919 607037021568 (VVV
J163823.52-484211.7), that is included in VIRAC2 and GCNS,
both of which indicate a proper motion and parallax similar to
the secondary. The VIRAC2 colours and the absolute magnitudes
indicate that the primary is also an L dwarf. The separation of
1.4"corresponds to ~50 au at the 36 pc distance of the primary
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(using the Gaia DR3 parallax); this is unusually wide for a brown
dwarf pair (Burgasser et al. 2007).

The second binary system is composed of VVV J182633.53-
334138.3 (source no. 51) and VVV J182633.48-334138.4 (listed
in GCNS). Again, the component listed in GCNS is the primary
and VVV J182633.53-334138.3 is the secondary (which has only
a two-parameter astrometric solution in Gaia DR3). The absolute
magnitudes suggest spectral types near L0 and L3 for the pair. They
are blended in the VVV images with a separation of only 0.63"but
despite this the components have consistent parallaxes and proper
motions, with values in fair agreement with the Gaia DR3 values for
the primary. The projected physical separation of the pair is ~28 au.
Again this is unusually wide for an L dwarf pair, but seeing limited
surveys such as VVV have a strong bias towards these relatively wide
pairs.

From inspection of the ks_efa and ks_Stetson_I light curve indices
given in the source table for the 56 red UCDs, one source, VVV
J180315.34-303321.8 (source no. 38) stands out from the rest with
ks_eta = 0.43, ks_Stetson_I = 3.6, compared to typical values
near two and zero for non-variable sources, respectively. The light
curve of this source, an early L dwarf candidate, shows a slow
~0.2 mag rise in K, from 2010 to 2014 before stabilizing and
fading slightly in later years (not shown). A few other sources
in the list also show hints of slow small amplitude variability,
indicating that the VIRAC2 data may be useful to study long-term
photometric variations in UCDs, whether due to magnetic activity
or changes in weather patterns. To our knowledge, previous studies
of variability in UCDs, e.g. Vos et al. (2022), Oliveros-Gomez et al.
(2022) and references therein, have only examined changes on much
shorter timescales. Examination of small amplitude variability will
require careful statistical analysis so we defer the topic to a future
work.

We cross-matched the sources in Table 5 to the Spitzer Galactic
survey archive tables and DECaPS in the same manner as for Table 4.
In the Spitzer surveys 21/56 candidates had a match and 18 of these
were judged to be largely unaffected by blending of multiple VVV
sources in the Spitzer beam, from inspection of the images. The
three blended cases are source nos. 7, 18, and 21. A [3.6] — [4.5]
versus K — [3.6] two colour diagram is plotted in Fig. 14 for the
14/18 sources with detections in both mid-infrared passbands. Within
the uncertainties, these 14 sources have K — [3.6] and [3.6] — [4.5]
colours that are consistent with those of L dwarfs, from comparison
with the relevant data from the UltracoolSheet that is also plotted.
These colour ranges overlap with those of late M dwarfs and early
T dwarfs. The T dwarf candidate VVV 1253-6339 and the candidate
low gravity late L dwarf VVV 1210-6227 are also plotted in Fig.
14. The red [3.6] — [4.5] colour of VVV 1253-6339 supports a T
dwarf nature and the colours of VVV 1210-6227 support a late L
type. In the latter case, there is insufficient Spitzer data available on
low-gravity late L dwarfs to judge how these colours are typically
affected.

The DECaPS cross-match provided red optical photometry for 45
sources, see Fig. 15, though a few outlying data points (three in i
and 2 in z) were removed from the two panels after inspection of the
images indicated unreliable blended detections or non-detections.
We see that most of the red UCD candidates in this work have i — J
and z — J colours and absolute magnitudes that follow the expected
trends, as illustrated by previously published candidates from the
Dark Energy Survey (DES; Carnero Rosell et al. 2019). A few of the
VIRAC?2 candidates lie significantly below the expected trends, sug-
gesting that a small number of the parallaxes may be overestimated.
We caution that the absolute magnitudes plotted for the DES sample
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Figure 15. Colour versus absolute magnitude diagrams incorporating DE-
CaPS photometry. Red stars mark the new VIRAC2 UCD candidates
with DECaPS counterparts. L dwarf candidates (blue points) and T dwarf
candidates (green points) from DES (Carnero Rosell et al. 2019) are also
plotted. That study did not provide parallaxes, so the M, values for the blue
and green points are photometric estimates.

are only photometric estimates based on likely spectral types inferred
from multifilter photometry, not parallax measurements. Inspection
of similar plots using data from the UltracoolSheet (which provides
parallaxes and Pan-STARRS photometry in somewhat different i
and z filters) suggests that the actual vertical spread in Mg, is
likely to be larger than the blue and green data points suggest
because the intrinsic spread of the UCD population is not fully
captured.

Source no. 20 (VVV J170513.58-325803.3) is the most significant
blue outlier in Fig. 15, withi — J and z — J colours inconsistent with

MNRAS 536, 3707-3738 (2025)

a typical UCD. However, the DECaPS image profiles show signs of
possible blending or distortion and the VIRAC2 colours are typical
of an L dwarf so we retain it as a candidate. Other outliers in Fig. 15,
those with Mg, > 13, are discussed below.

While 49 of the 56 red UCD candidates have absolute magnitudes
in the range of normal L dwarfs (10.4 < Mg, < 13), seven sources
ostensibly have lower luminosities (13 < Mg, < 15), putting them
in the T dwarf range. Unfortunately, none of these have reliable
Spitzer photometry. We have mentioned two of the seven already:
(i) VVV 1814-2654 (Mg, = 13.6) was discussed in Section 4.1.1
as an early T dwarf candidate; (i) LTT 7251 B (source no. 48
in Table 5) was found in selection 3b. The VIRAC2 parallax of
LTT 7251 B corresponds to Mg, = 13.07 but adopting the more
precise Gaia parallax of the primary shifts the value to Mg, =
12.83, slightly over to the L dwarf side of the L/T boundary.
LTT 7251 B was assigned a spectral type of L7 in Smith et al.
(2018), where it was noted as a slightly underluminous L dwarf,
attributed to the mildly metal-poor nature of the system (Casagrande
etal. 2011).

In these two cases the parallaxes have 8o significance, allowing
us to have some confidence in the absolute magnitudes. Moreover,
the high proper motion of VVV J1814-2654, ;1 = 505 mas yr~!,
translates to Vi, = 66 km s~! at the nominal distance. If the source
were a more distant L-type dwarf then its velocity would approach
or exceed 100 km s~!, a rare occurrence for nearby members of the
thin disc of the Milky Way.

A third system also has 8¢ parallax significance: source no. 25,
VVV J172821.46-254333.2 (hereafter VVV 1728-2543) has Mg, =
13.15, placing it near the early T/late L boundary. The VIRAC2
colours are all consistent with this interpretation. VVV 1728-2543
has DECaPS photometry in the i, z, and y filters. Inspection of
the images shows no sign of a detection in i (the catalogue entry
was based on a single detection) but the counterparts in z and y
were confirmed. Combining the DECaPS z data and VIRAC2 J data
yields a colour z — J = 2.44 £ 0.15, which is slightly bluer than
typical values for L/T transition objects but consistent within the
error bars.

The parallaxes of the other four red sources with Mg, > 13 have
only 50 to 60 significance. This means that a parallax overestimate
is more likely, especially given the bias imparted by our 5o parallax
threshold: the error distribution will allow sources with overestimated
parallaxes to scatter into the sample, whilst sources with underesti-
mated parallaxes can scatter out. We must therefore consider the
possibility that they are in fact L dwarfs at slightly larger distances.
These four sources are:

(1) VVV J175454.11-381356.3, hereafter VVV 1754-3813. With
My, = 13.187031, it lies at the L/T boundary, like VVV 1728-
2543. At the nominal distance, d =~ 40 pc, the proper motion,
©n = 104 mas yr‘l, corresponds to Vi, =~ 20 km s~!. This source
has a rather blue VIRAC2 Z — J colour: Z — J = 2.14, only just
meeting the relaxed Z — J = 2 threshold adopted in our earlier
T dwarf search. Moreover, DECaPS detections show that it is a
clear outlier in Fig. 15, with i —J =342 and z — J =2.02. It
therefore appears quite likely that this is an L-type or late M-type
dwarf with overestimated parallax, though an alternative possibility
is that the blue colours are due to a metal-poor nature (Zhang et al.
2018).

(i1) VVV J170533.90-424519.7, hereafter VVV 1705-4245. The
absolute magnitude of Mg, = 13.621’8:28 suggests a spectral type in
the TO-T4 range, though our red colour selection makes a TO-T2
type more likely. At the nominal distance, d ~ 33 pc, the proper
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motion, i = 40 mas yr~!, corresponds to Vi, &~ 6 km s~!. DECaPS
data show that it is a clear outlier in the upper panel of Fig. 15 with
i —J = 4.36, though the colour z — J = 2.68 is consistent with an
L/T transition object. We suspect that this is a late L-type dwarf with
an overestimated parallax.

(iii) VVV J175920.68-234045.3, hereafter VVV 1759-2340. The
absolute magnitude of My, = 13.65703% again suggests a spec-
tral type in the TO0-T4 range, though our red colour selec-
tion makes a TO-T2 type more likely. At the nominal dis-
tance, d ~ 32 pc, the proper motion, pu =46 mas yr~!, cor-
responds to Vi, &7 km s~!. The system is not detected in
DECaPS.

(iv) VVV J180736.70-291700.1, hereafter VVV 1807-2917. The
absolute magnitude of My, = 14.621’81% suggests a spectral type
between T3.5 and T6.5. However, the low luminosity is at odds with
the red colour selection, unless the system is a very low gravity L
dwarf, as we suggested for VVV J1210-6227 in Section 4.1.3. The
BANYANZX software tool finds a 99 per cent probability that this
is a field object rather than a member of a young moving group,
though as noted previously this is not a conclusive test of youth. At
the nominal distance, d ~ 20 pc, the proper motion, i = 75 mas
yr~!, corresponds to Vi, &~ 7 km s~!. The system lies outside the
DECaPS footprint.

All four of these sources are faint, 16.0 < K, < 16.5, hence
the modest significance of the parallax solutions. Moreover, three
of the four have small tangential velocities of 6 or 7 km s~', if
located at their nominal distances. These velocities are unremarkable
individually but taken together they are smaller than is typical of L
or T dwarfs in the local field (e.g. Schmidt et al. 2010; Seifahrt
et al. 2010; Burningham et al. 2013). This gives us reason to
suspect that VVV 1705-4245, VVV 1759-2340, and VVV 1807-
2917 are in fact L dwarfs with overestimated parallaxes. In particular,
VVV 1807-2917 has the largest parallax uncertainty in Table 5,
0, = 9.4 mas, approximately a factor of 2 larger than the other
three candidates despite their similar brightness. This, coupled with
the mismatch between colour and absolute magnitude, causes us to
doubt the reliability of the solution even though the unit weight error,
UWE = 1.06, does not indicate a problem.

While the 56 sources are not in GCNS, 13 have matches in Gaia
DR3 within 0.5 arcsec, using VIRAC2 coordinates propagated to
epoch 2016.0. Only two of these have five parameter solutions: (i)
source no. 18 in Table 5 (VVV J163823.65-484211.5) has Gaia
parallax and proper motion in close agreement with VIRAC2; (ii)
source no. 52 (VVV J182959.78-272446.4) has a negative parallax
in Gaia DR3, a much smaller proper motion and a relatively
large reduced unit weight error (ruwe = 1.33 in Gaia, compared
to UWE = 1.03 in VIRAC?2). This disagreement may be due to the
fact that towards the end of the VVV time series the source begins to
be blended with a neighbouring star that is fainter in K but brighter
in Z (and presumably brighter in the GaiaG passband also). Gaia
DR3 includes only one of the two sources and the coordinates are
offset from the forward-propagated VIRAC2 coordinates by 0.39
arcsec, at an intermediate location. Therefore, we speculate that the
Gaia solution could be influenced by the neighbour and we retain
source no. 52 as a candidate.

Pan-starrs1 DR2 and VPHAS+ DR2 (Drew et al. 2014) provide
red optical detections of a few additional sources outside the DECaPS
footprint, at Galactic longitudes / > 5°. The 11 Pan-starrs1 matches
(9 of which are not covered by DECaPS) all have red optical colours
consistent with UCD status. VPHAS+ also has 11 matches, all of
which have counterparts in DECaPS or Pan-starrs1. Of these, 10/11

VIRAC2 3731

have very red i — J colours: 3.28 <i — J < 4.39 (Vega system),
consistent with a UCD nature. The 11th, VVV J131358.89-634426.4
appeared to be a bluer source withi —J =2.59 and r —i = 1.13.
However, inspection of the DECaPS images, taken several years after
the VPHAS+ images, showed that this was due a blend of the UCD
candidate and a bluer star that had begun to be resolved at the later
epoch as the UCD moved away.

4.2 Synergies with VIVACE

Many types of variable star are prized for their well-established
relationships between period and luminosity. These relationships
can be exploited to determine approximate distances to those stars.
Combined with positions and proper motions, five dimensions of
kinematic information are available, enabling the study of the
dynamics of their various populations.

Molnar et al. (2022) developed an automated variable star classi-
fication pipeline for VIRAC2 S photometric time series data, thereby
producing the VIrac VAriable Classification Ensemble (VIVACE)
catalogue of nearly 1.3 million variable stars. Molnar et al. (2022)
discuss and demonstrate the science potential of the catalogue, which
is outside the scope of this work.

VIVACE was produced using VIRAC28 (see Appendix A for
details), a preliminary version of the VIRAC2 catalogue based on
a Gaia DR2 reference catalogue. The move to using Gaia DR3
for astrometric calibration meant a rerun of the main pipeline was
necessary, and resulted in a low level of changes to the time series
and an entirely new set of source IDs. It is therefore not quite as
straightforward as it may seem to match between VIVACE and
the VIRAC2 catalogue presented here. Variable stars in particular
can be tricky astrometric targets in dense fields (for examples,
see Section 3.2.3 and example 2 of Appendix B). To facilitate
the exploitation of the combination of VIVACE with VIRAC2
astrometry, we felt it best to perform this matching ourselves using
the additional information available in the (proprietary) VIRAC28
catalogue.

To provide the cleanest possible VIRAC2 counterparts to VIVACE
sources, we started with a positional cross-match to the main source
table, requiring separations less than 100 mas, and that there be
only one VIRAC2 match within this radius. At 100 mas there was a
clear separation in the bimodal distribution of distances to all matches
within 1 arcsec. This yielded potential matches for 1338 664 VIVACE
sources out of 1364 732. We further required that the number of K
band detections in the VIRAC2 catalogue was no more than 5 per
cent different to that of the VIRAC28 catalogue, leaving 1315 758
matches. The resultant mapping of VIVACE ID to VIRAC2 source
ID is given in Table 6 (full version available in online data).

Of the ~ 49 000 VIVACE sources without unambiguous counter-
parts in VIRAC2, 11.5 per cent have VIVACE variable type classifi-
cation probability better than 0.9. This contrasts with 31.5 per cent
in the complete VIVACE data set.

5 SUMMARY

We have undertaken a PSF fitting reduction of VVV and VVVX
near-infrared images of 560 deg” of the southern Galactic plane and
Galactic bulge. We described in detail our complete pipeline, from
CASU reduced images through source detection, astrometric and
photometric calibration, and time series production. Using various
quality control criteria, we further reduced the raw 1.4 billion row
output down to a more reliable catalogue. The resultant VIRAC2
catalogue we present provides five-parameter mean and time series
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Table 6. Crossmatches of VIVACE sources to VIRAC2 sources. The full
table is available in the online data.

VIVACE ID VIRAC?2 source ID

14793959001490
14797941003386
14797942001475
14793960001484
14793960002043
14793960001117
14793960001577
14789975003594
14789975001112
14793961001753

O 001NN AW~ O

astrometry, mean and time series photometry, and variability indices
for 545346 537 unique sources. Equivalent data are also provided
for several hundred million additional reject sources. This selection
does contain some interesting real sources (e.g. transients), but is
highly contaminated with duplicated sources and other erroneous
data and so we must stress that it should only be used with a high
degree of caution. All tables are available from the ESO archive at
https://archive.eso.org.

Peak astrometric performance was achieved inthe 11 < K mag <
14 range, where proper motion uncertainties are typically ~
0.37 mas yr~! per dimension and parallax uncertainties are typically
around 1 mas. At K; = 16, where the catalogue is still typically 90
per cent complete, astrometric uncertainties are around 1.5 mas yr~!
per dimension for proper motion and 5 mas for parallax. VIRAC2
astrometric uncertainties were checked against Gaia DR3, and
externally against HST measurements, and found to be valid.

We performed an initial search of the VIRAC2 catalogue for
nearby sources with significant parallaxes, thereby demonstrating the
use of the various included quality control parameters for selecting
high quality candidates. This search led to the identification of a
number of new candidates in crowded Galactic star fields, including
several projected in the inner Galactic bulge, where the census
of nearby sources is much less complete than elsewhere. These
discoveries include two new T dwarfs that are identified with high
confidence and several other sources with redder colours that appear
to lie close to L/T transition. In total, 26 new sources were discovered
at likely distance d < 50 pc, including a T dwarf at d ~ 15 pc
and two sources with relatively blue optical colours that are of
uncertain nature. Further searches for nearby sources in VIRAC2
can be undertaken, including searches for fainter brown dwarfs and
white dwarfs near the sensitivity limit that would rely more on proper
motion than parallax.

VIRAC?2 covers a region of the Milky Way in which Gaia, the
Rubin observatory LSST and other optical surveys are essentially
blind, and hence complements them superbly. It might also provide
a useful early epoch for potential future Roman Space Telescope,
JASMINE and GaiaNIR proper motion surveys, thereby retaining
value for many years to come.
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APPENDIX A: DETAILS OF VIRAC2p

For the astrometric calibration (Section 2.3): VIRAC28 used Gaia
DR?2 as a reference catalogue, where VIRAC2 used Gaia eDR3. The
earlier version used a fixed 8 degree Chebyshev polynomial, where
the final one used varying degrees. The version of DOPHOT used for
VIRAC28 did not output centroid uncertainties, so these were fitted
against the scatter in the residuals to the astrometric calibration as
an approximate function of magnitude. For VIRAC2, we modified
DOPHOT such that it output centroid uncertainties, which were then
calibrated against Gaia eDR3.

For the main pipeline: since the centroid uncertainties were fairly
unreliable estimates, uncertainties from five-parameter astrometric
fits were scaled to set the reduced x? to unity. Additionally, we
employed no residual-over-error selection threshold during source
position matching. For the final version of the pipeline, the centroid
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uncertainties (Which at this stage were output by DOPHOT and scaled
to match the scatter seen during astrometric calibration) were much
more reliable, hence we found it unnecessary to perform the scaling
on the five-parameter astrometric fit uncertainties. We also found it
was now useful to use a residual-over-error selection threshold to
clean the positional matching.

For VIRAC28, the default proper motion was taken as the mean
of local field stars from VIRAC version 1.1 (see Smith et al. 2018;
Sanders et al. 2019; Section 2.1). For VIRAC2, the default proper
motion was taken from VIRAC2p data.

APPENDIX B: SOME FAILURE MODES IN
PARALLAX SOLUTIONS

Here, we describe two cases where our parallax-based search for
new nearby sources (see Section 4.1.3) produced initially promising
candidates, based on visual inspection of images to confirm high
proper motion, but the VIRAC2 parallax was soon found to be
incorrect.

(1) VIRAC2 source 13071355014500 was confirmed as a high
proper motion star, with the images in fact showing it to be a
triple system comprising two relatively bright, blended sources
and a fainter source ~3”away. However, the VIRAC2 entries
for this system showed that while all three sources have very
similar proper motions, the other two components have smaller
VIRAC2 parallaxes: 6.2 = 1.0 mas and 6.7 £ 2.2 mas for sources
13071355002815 and 13071355010344, compared to 32.0 + 3.6
mas for 13071355014500. The two smaller parallaxes are confirmed
by Gaia DR3 (~5.6 mas in both cases), though Gaia does not list
a parallax for 13071355014500. We deduce that the parallax fit was
corrupted by blending in the case of 13071355014500, which is the
fainter component of the blend.

(2) VIRAC?2 source 13431779012483 showed a clear motion of
0.5 arcsec between 2010 and 2018, but we noted that the image profile
of this source was symmetric in some images but slightly elongated
in others. On inspecting plots of position versus time we saw that
the overall trend in each case was not well fit by a straight line: there
were signs of curvature and a distinct jump between 2012 and 2013.
This source has an entry as a long period variable (LPV) star in the
VIVACE catalogue of candidate periodic variable VIRAC2 sources
(Molnar et al. 2022). We then noticed that the K light curve was
correlated with the position versus time plots, i.e. brightness was
related to position. This, along with the elongation of the source in
some images, made clear that source 13431779012483 is a blend
of an LPV and another star. It is possible that there is a significant
proper motion for one of the pair, to account for the overall trend
in position versus time, but the high VIRAC2 parallax (w ~ 46
mas) is an artefact of the blending and variability. This candidate
had UWE = 1.16, somewhat higher than most bona fide nearby
stars.

Gz0z Arenuer 0z uo 1sanb Aq 9/8626./20.€/7/9€G/2I0IME/SEIUW/WOod"dNo"d1Wapeo.//:Sd)y WOy papeojumod


http://dx.doi.org/10.1051/0004-6361/200913368
http://dx.doi.org/10.1086/498708
http://dx.doi.org/10.1051/0004-6361/202039498
http://dx.doi.org/10.1093/mnras/stu1295
http://dx.doi.org/10.1093/mnras/stv2290
http://dx.doi.org/10.1093/mnras/stx2789
http://dx.doi.org/10.1093/mnras/stab1211
http://dx.doi.org/10.1093/mnras/stac639
http://dx.doi.org/10.3847/2041-8213/abdaad
http://dx.doi.org/10.1086/131977
http://dx.doi.org/10.1086/133808
http://dx.doi.org/10.1051/0004-6361/201424973
http://dx.doi.org/10.3847/1538-4357/ac4502
http://dx.doi.org/10.1086/116556
http://dx.doi.org/10.1051/aas:2000332
http://dx.doi.org/10.1086/422992
http://dx.doi.org/10.1088/0004-6256/140/6/1868
http://dx.doi.org/10.1093/mnras/stw2438
http://dx.doi.org/10.1093/mnras/sty2054
https://academic.oup.com/mnras/article-lookup/doi/10.1093/mnras/stae2797#supplementary-data

VIRAC2 3735

APPENDIX C: TABLE SCHEMATA

Table C1. Field names, units, and descriptions for the source table. An example row is also given, that of the early L dwarf 8 Circini B (Smith et al. 2015). The

sourceid field links to the time series table (see Table C2). This format is the same for both the main and reject tables.

Name Units Description Example row
sourceid Unique source identifier 15869033004249
astfit_epochs Number of epochs used for astrometric solution 180
astfit_params Number of astrometric solution parameters 5

duplicate Flag indicating a likely duplicate entry 0

ref_epoch yr Astrometric reference epoch 2014.0

ra deg Right ascension 229.33928126317744
ra_error mas Uncertainty on right ascension 0.48293653887707855
de deg Declination —58.85879996158586
de_error mas Uncertainty on declination 0.7933554229463711
parallax mas Trigonometric parallax 31.564542172410846
parallax_error mas Uncertainty on trigonometric parallax 0.9661602760068156
pmra mas yr- Proper motion in right ascension times cos(dec) —94.70174133405408
pmra_error mas yr- Uncertainty on proper motion in right ascension times cos(dec) 0.34828527350530797
pmde mas yr- Proper motion in declination —134.84857408202345
pmde_error mas yr- Uncertainty on proper motion in declination 0.34549854257712753
ra_de_corr Correlation between ra and de 0.029712955
ra_parallax_corr Correlation between ra and parallax 0.33010614
ra_pmra_corr Correlation between ra and pmra 0.2891742
ra_pmde_corr Correlation between ra and pmde 0.011853172
de_parallax_corr Correlation between de and parallax 0.09001031
de_pmra_corr Correlation between de and pmra 0.0033594724
de_pmde_corr Correlation between de and pmde —0.032637153
parallax_pmra_corr Correlation between parallax and pmra 0.0373232
parallax_pmde_corr Correlation between parallax and pmde 0.035907157
pmra_pmde_corr Correlation between pmra and pmde 0.0013401698
chisq Chi squared of astrometric fit 336.16397

uwe Unit weight error of astrometric fit 0.9731088
phot_z_mean_mag mag Mean Z-band magnitude 16.75006
phot_z_std_mag mag Standard deviation of Z-band magnitude 0.021935267
phot_z_n_epochs Number of Z-band epochs contributing to statistics 8

Z_n_obs Approximate number of Z-band observations 9

z_n_det Number of Z-band detections 9

z_n_amb Number of Z-band detections shared with another source 0
phot_y_mean_mag mag Mean Y-band magnitude 15.495929
phot_y_std_mag mag Standard deviation of Y-band magnitude 0.016722715
phot_y_n_epochs Number of Y-band epochs contributing to statistics 10

y-n_obs Approximate number of Y-band observations 11

y-n_det Number of Y-band detections 11

y-n_amb Number of Y-band detections shared with another source 0
phot_j_mean_mag mag Mean J-band magnitude 14.492317
phot_j_std_mag mag Standard deviation of J-band magnitude 0.011483114
phot_j_n_epochs Number of J-band epochs contributing to statistics 5

j-n_obs Approximate number of J-band observations 6

j-n_det Number of J-band detections 6

j-n_amb Number of J-band detections shared with another source 0
phot_h_mean_mag mag Mean H-band magnitude 13.750394
phot_h_std_mag mag Standard deviation of H-band magnitude 0.014054991
phot_h_n_epochs Number of H-band epochs contributing to statistics 5

h_n_obs Approximate number of H-band observations 6

h_n_det Number of H-band detections 6

h_n_amb Number of H-band detections shared with another source 0
phot_ks_mean_mag mag Mean K;-band magnitude 13.21982
phot_ks_std_mag mag Standard deviation of K -band magnitude 0.019139782
phot_ks_n_epochs Number of K;-band epochs contributing to statistics 141

ks_n_obs Approximate number of Kg-band observations 184

ks_n_det Number of K-band detections 180
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Table C1 - continued

Name Units Description Example row
ks_n_amb Number of K;-band detections shared with another source 0
ks_first_epoch MJID Epoch of first K -band detection 55260.36375826
ks_last_epoch MID Epoch of last K-band detection 58717.06490433
ks_skew Skewness of Kg-band magnitudes 0.6108212
ks_p0 mag Oth percentile (i.e. min) of K-band magnitudes 13.172082
ks_pl mag 1st percentile of Ks-band magnitudes 13.1780205
ks_p2 mag 2nd percentile of K-band magnitudes 13.185369
ks_p4 mag 4th percentile of K-band magnitudes 13.191636
ks_p5 mag Sth percentile of K -band magnitudes 13.193609
ks_p8 mag 8th percentile of K -band magnitudes 13.197648
ks_p16 mag 16th percentile of K-band magnitudes 13.20169
ks_p25 mag 25th percentile of K-band magnitudes 13.206783
ks_p32 mag 32nd percentile of K-band magnitudes 13.210841
ks_p50 mag 50th percentile (i.e. median) of K-band magnitudes 13.217017
ks_p68 mag 68th percentile of K -band magnitudes 13.2265835
ks_p75 mag 75th percentile of Kg-band magnitudes 13.231348
ks_p84 mag 84th percentile of K -band magnitudes 13.238225
ks_p92 mag 92nd percentile of K-band magnitudes 13.245653
ks_p95 mag 95th percentile of K -band magnitudes 13.2479105
ks_p96 mag 96th percentile of K-band magnitudes 13.249347
ks_p98 mag 98th percentile of K -band magnitudes 13.267736
ks_p99 mag 99th percentile of K-band magnitudes 13.27843
ks_p100 mag 100th percentile (i.e. max) of K -band magnitudes 13.288555
ks_mad mag MAD from the median K-band magnitude 0.012143135
ks_med_err mag Median uncertainty of K -band magnitudes 0.0201695
ks_Stetson_I Stetson I index for K -band magnitudes 0.21573663035284185
ks_Stetson_J Stetson J index for K-band magnitudes 0.13496087363194595
ks_Stetson_K Stetson K index for K -band magnitudes 0.8183742496792374
ks_Stetson_group_count Number of observation groups used for Stetson indices 61

ks_eta
ks_eta_f

von Neumann eta index
Modified von Neumann eta index

1.5645293017153363
1051447886.8728735

Table C2. Field names, units and descriptions for the time series table. An example row is also given, that of the first time series element for the example source
shown in Table C1. The sourceid field links to the source table (see Table C1), and the catid field links to the observation table (see Table C3). This format is

the same for both the main and reject tables.

Name Units Description Example row
sourceid Unique source identifier 15869033004249
catid Unique observation identifier 120741
mjdobs MID Epoch of observation 55260.36375826
filter Observation bandpass name K

seeing arcsec Observation seeing 0.624116289

ra deg Right ascension 229.33949898506464
de deg Declination —58.85866266424065
era mas Error on right ascension 7.892984765147925
edec mas Error on declination 9.436603552353597
mag mag Magnitude 13.245622
emag mag Error on magnitude 0.021564407
phot_flag Photometric error flag 0

X pixel Detector X-position 1152.587

y pixel Detector Y -position 918.431

ex pixel Error on detector X-position 0.023

ey pixel Error on detector Y -position 0.02

cnf_ctr CASU confidence value of centroid pixel 95

chi dophot chi of detection 2.52
objtype dophot object type 1

ext VIRCAM detector number 13
ast_res_chisq Chi squared of astrometric residual 4.3247724
ambiguous_match Flag indicating shared detection 0
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Table C3. Field names, units and descriptions for the observation index table. An example row is also given, that of the observation corresponding to the time
series element shown in Table C2. The catid field links to the time series table (see Table C2).

Name Units Description Example row
catid Unique observation identifier 120741
filename FITS filename of the image v20100304_00780_st.fits.fz
tile VVV tile name do18

ob OB name d018v-1

filter Filter name K,

ra deg Right ascension 228.858112

de deg Declination —59.48647

1 deg Galactic longitude 320.302109749199
b deg Galactic latitude —1.56127378157683
exptime S Exposure time 4.0

mjdobs MID MID of observation 55260.36375826
airmass Airmass 1.222
skylevel Sky level (CASU) 4981.22
skynoise Sky noise (CASU) 45.515
elliptic Ellipticity (CASU) 0.10192925
seeing arcsec Seeing 0.624116289
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APPENDIX D: UCD FINDER CHARTS
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Figure D1. Finder charts, one per calendar year, for eight of the more interesting UCD candidates from Section 4.1. The charts are centred on the VIRAC2
2014.0 position of each target, they are 30 arcsec in size, north is up and east is to the left. From top to bottom, the targets are: VVV J1814-2654, VVV
1820-2742, VVV 1253-6339, VVV J1210-6227, VVV J1728-2543, VVV J1705-4245, VVV J1754-3813, and VVV J1759-2340. The red circle in each panel
indicates the location of the target at that epoch, taking the VIRAC2 proper motion and parallax into account.
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