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ABSTRACT

The observed star formation rates of galaxies in the Local Universe suggests that they are replenishing their gas reservoir across
cosmic time. Cosmological simulations predict that this accretion of fresh gas can occur in a hot or a cold mode, yet the existence
of low column density (∼1017 cm−2) neutral atomic hydrogen (Hi) tracing the cold mode has not been unambiguously confirmed
by observations. We present the application of unconstrained spectral stacking to attempt to detect the emission from this Hi in the
circumgalactic medium (CGM) and intergalactic medium (IGM) of six nearby star-forming galaxies from the MHONGOOSE sample
for which full-depth observations are available. Our stacking procedure consists of a standard spectral stacking algorithm coupled
with a one-dimensional spectral line finder designed to extract a reliable signal close to the noise level. In agreement with previous
studies, we find that the amount of signal detected outside the Hi disk is much smaller than implied by simulations. Furthermore, the
column density limit that we achieve via stacking (∼1017 cm−2) suggests that direct detection of the neutral CGM and IGM component
might be challenging in the future, even with the next generation of radio telescopes.

Key words. methods: statistical – galaxies: evolution – intergalactic medium

1. Introduction

The process of cold gas accretion, whereby pristine gas
from the intergalactic medium (IGM; Dekel & Birnboim 2006;
Somerville & Davé 2015; Danovich et al. 2015) or processed
gas from the circumgalactic medium (CGM; Putman et al.
2012; Afruni et al. 2021; Li et al. 2021; Marasco et al. 2022) or
from galaxy mergers (Sancisi et al. 2008; Putman et al. 2012;
de Blok et al. 2020; Porter et al. 2022) fuels the growth of galax-
ies, is a crucial mechanism in galaxy formation and evolution.

It is believed that neutral atomic hydrogen (Hi) clouds in
the IGM and CGM serve as a tracer for the reservoirs of cool

? Corresponding author; veronese@astron.nl

(T < 105 K) gas that can be funnelled onto galaxies, pro-
viding the necessary fuel for star formation and driving the
growth of stellar mass over cosmic time (Sancisi et al. 2008;
Madau & Dickinson 2014; Davé et al. 2017; Tumlinson et al.
2017; Chen et al. 2021; Faucher-Giguère & Oh 2023). The
detection and characterisation of these Hi clouds is essen-
tial for understanding the efficiency of their accretion onto
galaxies (Dekel et al. 2009; Putman et al. 2012; Kamphuis et al.
2022; Afruni et al. 2023; Lochhaas et al. 2023). By studying
their spatial distribution, abundance, and physical properties,
we can gain insights into the mechanisms responsible for
the transport and deposition of gas from the cosmic web
onto galaxies (Popping et al. 2009; Somerville & Davé 2015;
Schaye et al. 2015; Hopkins et al. 2018; Nelson et al. 2019;
van de Voort et al. 2019; Ramesh & Nelson 2024). Additionally,
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the kinematics and gas dynamics of the Hi clouds can provide
valuable information about the accretion processes and the inter-
play between galaxies and their surrounding environment.

The presence of approximate kiloparsec-scale, low col-
umn density (NHI ∼ 1017 cm−2), Hi clouds in the CGM
and IGM has been predicted by simulations (Popping et al.
2009; van de Voort et al. 2019; Ramesh & Nelson 2024), yet
not unambiguously confirmed observationally (Braun & Thilker
2004; Wolfe et al. 2013, 2016; Tumlinson et al. 2017; Das et al.
2020; Kamphuis et al. 2022; Xu et al. 2022; Liu et al. 2023;
Das et al. 2024). The detection of CGM and IGM clouds has
been a challenging endeavour. On the one hand, by look-
ing at the Hi absorption against background quasars, we can
reach column densities well below 1017 cm−2 but at the cost
of having few single pencil-beam measurements per galaxy,
given the sparse distribution of sufficiently bright background
quasars (Tumlinson et al. 2013; Werk et al. 2014; Turner et al.
2014; Rubin et al. 2015; Lehner et al. 2015; Tumlinson et al.
2017; Tchernyshyov et al. 2023; Afruni et al. 2023). On the
other hand, the detection of the Hi clouds in emission has always
been limited by either spatial resolution or column density sen-
sitivity.

Single-dish radio telescopes are able to reach limiting
column densities of 1017 cm−2 in Hi but with poor spatial
resolution (>200′′). Outside the Local Group, this size corre-
sponds to >3 kpc and this is insufficient to constrain the nature
of an isolated detection, that is, it is not possible to distin-
guish between a primordial Hi cloud or a tiny dwarf galaxy,
or a tidal feature (Fraternali et al. 2001; Thilker et al. 2004;
Westmeier et al. 2007; de Blok et al. 2014; Kerp et al. 2016;
Veronese et al. 2023). Beam dilution can also wash out the signal
from a gas cloud if it is very small with respect to the beam.

Previous generations of interferometric observatories
achieved the necessary spatial resolution (<100′′) but their col-
umn density sensitivity was usually not better than ∼1019 cm−2.
Previous surveys (e.g. HIPASS, Barnes et al. 2001; ALFALFA,
Giovanelli et al. 2007; THINGS, Walter et al. 2008; HALO-
GAS, Heald et al. 2011) have made significant contributions
to the understanding of the Hi content in galaxies. However,
for the reasons just described, they were limited in their ability
to probe the diffuse atomic gas in the CGM and IGM, which
remains largely unexplored. The MeerKAT Hi Observations
of Nearby Galactic Objects: Observing Southern Emitters
(MHONGOOSE, de Blok et al. 2024) survey represents a recent
advancement in observational capabilities, leveraging high
sensitivity (<1018 cm−2) coupled with the excellent spatial
resolution (∼30′′) and wide-field (∼1.5◦) coverage of the
MeerKAT radio telescope1 (Jonas & MeerKAT Team 2016).
The MHONGOOSE survey aims to detect and study the Hi
gas in nearby star-forming galaxies, exploring their kinematics,
gas dynamics, and environmental effects. The rich dataset
collected by MHONGOOSE also provides an opportunity to
investigate the presence of faint signatures of pristine clouds
embedded within the CGM and IGM. While this is usually done
by attempting to find direct detections in data cubes with source
finders, or even by eye, we can also use alternative techniques
that can push the sensitivity limit for the detection of faint HI
structures around nearby galaxies even further down.

1 The MeerKAT telescope is operated by the South African Radio
Astronomy Observatory, which is a facility of the National Research
Foundation, an agency of the Department of Science and Innovation.

The most well-known of these is the spectral stacking,
which consists of co-adding a large number of individual spec-
tra with known redshifts to improve the signal-to-noise ratio
(S/N) of the final spectrum. Hi spectral stacking has been
employed mainly to characterise the average Hi properties of
samples of galaxies (Fabello et al. 2011; Delhaize et al. 2013;
Geréb et al. 2014, 2015a,b; Kanekar et al. 2016; Maccagni et al.
2017; Ianjamasimanana et al. 2018; Healy et al. 2019, 2021;
Chowdhury et al. 2022; Amiri et al. 2023; Bera et al. 2023), but
to date two studies used it to systematically look for Hi emis-
sion in the CGM and IGM around galaxies (Das et al. 2020,
2024).

For this paper we used this technique to search for Hi clouds
around the MHONGOOSE galaxies but with a new approach.
What differs from previous stacking experiments is that in this
case we know the redshift of each galaxy, but there is no infor-
mation about how the gas around them (i.e. outside the disk) is
moving with respect to the disk, where it is located and what its
morphology is. In other words, we performed a kind of “uncon-
strained” stacking. For this reason, we used state-of-the-art cos-
mological simulations to find the best priors for our experiment,
such as the size of the Hi clouds and their velocity distribu-
tion, prior to applying the technique to the MHONGOOSE data.
We also employed a one-dimensional spectral-line finder, based
on the Source Finding Application (SoFiA-2, Serra et al. 2015;
Westmeier et al. 2021), designed to deal with low S/N lines at
unknown spectral and spatial locations.

The rest of the paper is as follows. In Sect. 2 we describe
the two datasets used in this paper: cosmological simulations
that we used to test our methods and the observational data from
the MHONGOOSE survey that we used for the actual stacking.
The employed stacking and source finder algorithm is illustrated
in Sect. 3 and its testing and calibration with simulated data is
provided in Sect. 4. We present its application to the MHON-
GOOSE galaxies and the results in Sect. 5, discussing also the
statistical significance of the detected signals in the real data. A
summary of our conclusions is provided in Sect. 6, while some
future prospects are briefly outlined in Sect. 7.

2. Dataset

To test our algorithm we used mock Hi data based on the TNG50
simulation (Nelson et al. 2019; Ramesh et al. 2023), which pre-
dicts the presence of low-column density Hi clouds around
galaxies. This enabled us to calibrate our algorithm and under-
stand its limitations. Once the performance of our algorithm was
assessed using these mock data, we applied it to the Hi cubes
from the MHONGOOSE survey. In the following we briefly
describe some of the properties of both the observed and sim-
ulated data.

2.1. The MHONGOOSE sample

The MHONGOOSE survey (de Blok et al. 2024) using
MeerKAT has performed ultra-deep Hi observations of 30
nearby gas-rich dwarf and spiral galaxies spanning a wide range
of morphology, stellar mass (4.7 ≤ log M∗ ≤ 10.7 M�) and
star formation rate (−2.52 ≤ log SFR ≤ 0.75 M� yr−1). One of
the main goals of the project is to identify and characterise the
distribution of low column density Hi, which could potentially
be inflowing towards the galaxies. These observations also
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Table 1. Main properties of the simulated galaxies used in this work.

ID Mhalo M∗ MHi SFR
[1012 M�] [1010 M�] [1010 M�] [M� yr−1]

520885 1.17 5.47 3.17 2.76
555013 0.89 3.66 1.85 1.48

Notes. The galaxies are part of the TNG50 Milky Way-like sample pro-
vided by Ramesh et al. (2023) and the Hi properties has been derived
by Marasco et al. (in prep). The ID refers to the subhalo index in the
group catalogues as determined by the subfind algorithm (Dolag et al.
2009). Mhalo, M∗ and MHi are the dark matter halo, stellar and Himasses,
respectively. SFR is the current star formation rate.

seek to establish connections between this Hi and ongoing star
formation processes within these galaxies.

Each of the 30 targets is observed for a total of 55 h, spread
across 10 observing sessions lasting 5.5 h each. All ten observa-
tion tracks underwent the same calibration procedure and were
combined to produce the “full-depth” cube. For every galaxy we
also have a “single-track” cube, obtained from data reduction of
a single 5.5 h observation.

The calibration was performed using the Containerized
Automated Radio Astronomy Calibration (CARAcal) pipeline
(Józsa et al. 2020) as described in de Blok et al. (2024). CARA-
cal provides a unified platform encompassing the standard cal-
ibration and reduction steps, including data flagging, cross-
calibration, target separation, self-calibration, as well as contin-
uum subtraction, spectral line imaging, and deconvolution.

The resultant Hi cubes were generated via WSClean
(Offringa et al. 2014; Offringa & Smirnov 2017) within the
CARAcal pipeline. Cleaning of the Hi data followed a three-
step iterative strategy which uses SoFiA-2 to produce the clean-
ing masks. The process exploited the full MeerKAT resolution
and sensitivity capabilities by producing six distinct Hi cubes
for each galaxy with a 1.5◦ field of view (FoV). These cubes
span a range of resolutions, from 7′′ to 90′′, achieved through
variations in weighting and tapering.

As in this paper we aim to look for the Hi at the ∼1017 cm−2

column density level, we refrain using the high resolution cubes
(r00_t00 and r05_t00 in de Blok et al. 2024) as this is not
computationally efficient given their limiting column density
being more than two order of magnitudes higher. The lowest
resolution cubes (r05_t60 and r10_t90) were also excluded
given their sidelobe level being potentially able to affect the
stacking. As the mock cubes described in Sect. 2.2 are only
used for testing purposes and a thorough comparison between
TNG50 and MHONGOOSE will be provided in Marasco et al.
(in prep.), between the intermediate resolution cubes r10_t00
and r15_t00we decided for the latter because of its lower limit-
ing column density (3σ, 16 km s−1 sensitivity of 2.8×1018 cm−2).
The beam size of 34.4′′ × 25.4′′ is slightly larger than for the
mock cubes (26′′ × 18′′), however, as described in Sects. 3.1
and 4.1 the effect of the beam will be mitigated via re-gridding
and the stacking will be performed on scales much larger than
the beam.

For the r15_t00 cubes we also used their derived SoFiA-2
products obtained as described in de Blok et al. (2024): zeroth
moment (intensity), first moment (intensity-weighted line-of-
sight velocity), and second moment (line-of-sight dispersion)
maps, as well as the detection masks used to produce these maps.
For this work we used the single-track and full-depth cubes of

the 18 MHONGOOSE galaxies having inclination angle ≤60◦.
This selection is described in more detail in Sect. 4.2.

2.2. The TNG50 galaxies

The mock data used to test our algorithm were taken from Illus-
trisTNG (Nelson et al. 2019), a collection of extensive, cosmo-
logical simulations carried out using the AREPO moving-mesh
code (Springel 2010). The project comprises of three distinct
simulation volumes (comoving box sizes: approximately 50,
100, and 300 Mpc on each side) and incorporates a comprehen-
sive framework of galaxy formation physics, enabling a real-
istic representation of galaxy evolution across cosmic epochs
(Weinberger et al. 2017; Pillepich et al. 2018).

For this work, we selected from the TNG50 Milky Way-
like sample provided by Ramesh et al. (2023) two galaxies,
520855 and 5550132 whose main properties are listed in Table 1.
In Figs. 1 and 2 we show their high-resolution Hi intensity
and intensity-weighted line-of-sight velocity map3, respectively,
and as observed with an inclination angle of 60 degrees. We
chose these two galaxies because of their diverse Hi mor-
phology, consisting of a well-defined Hi disk surrounded by
clumpy and filamentary faint Hi features located up to ∼100 kpc
of distance from the centre. These features are more evi-
dent for system 520855 (left panel of Fig. 1). The variety of
Hi structures shown by these two galaxies make them opti-
mal testing targets for the stacking algorithm we use in this
paper.

The derivation of these Hi distributions is presented in
Marasco et al. (in prep.). The goal of that paper is to derive the
Hi distributions of a sample of simulated Milky Way-like galax-
ies, and to infer what they would have looked like if these sys-
tems were “observed” as a part of the MHONGOOSE survey. To
achieve this, Marasco et al. (in prep.) produce synthetic observed
Hi cubes for each simulated system matching the resolution,
noise level and field of view of a real MHONGOOSE dataset.
Here we use the synthetic data cubes for our two simulated test
galaxies, derived with a robustness parameter of 1.0 (r10_t00,
cf. de Blok et al. 2024), giving a beam size of 26′′ × 18′′ and a
3σ column density sensitivity of 4.9×1018 cm−2 over 16 km s−1.
The simulated galaxies are all assumed to be at a distance of
20 Mpc, which is the average distance of the MHONGOOSE
galaxies that Marasco et al. (in prep.) use as a comparison
sample.

3. The algorithm

The algorithm we use here to search for Hi signatures consists
of a spectral stacking routine combined with a one-dimensional
spectral-line finder. These two functions are wrapped into a
publicly-available Python package4. Throughout the paper we
refer to the spectral stacking task as STACKER and to the line
finding task as FINDER. In the following sections we describe
each task in detail and we refer to Sect. 4.1 for details on how
the values of the input parameters were determined.

2 The ID refers to the subhalo index in the group catalogues as deter-
mined by the subfind algorithm (Dolag et al. 2009).
3 The velocity field colourmap used throughout this paper is taken
from English et al. (2024).
4 https://github.com/SJVeronese/nicci-package.
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Fig. 1. Moment 0 map of the two TNG50 galaxies presented in this paper: 520855 is on the left and 555013 is on the right. Contours are denoting
the Log(NHI) = (16, 19, 21) cm−2 column density in both panels. The field of view has a side-length of 350 kpc, sufficient to encompass the virial
radius of both galaxies.
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Fig. 2. Moment 1 map of the two TNG50 galaxies presented in this paper: 520855 is on the left and 555013 is on the right. Black solid-contours
denote the receding (50, 100, 150) km s−1 velocities with respect to the systemic velocity. Black dashed-contours instead refer to the approaching
(−150,−100,−50) km s−1 velocities. The maps are clipped at the 1016 cm−2 column density level, as this is the noise level we expected to achieve
via stacking.

3.1. Spectral stacking

STACKER begins with several preliminary manipulations on the
input data cube:

– it blanks specific lines-of-sight (LoS) based on a supplied
mask to avoid stacking the emission from the main galaxy
and other already-known sources. For this we used the
SoFiA-2 detection mask that was also used to create the
moment maps as described in de Blok et al. (2024);

– it aligns the spectra according to a velocity field, a process
called “shuffle”. It consists of shifting each spaxel along the
spectral axis so that its central channel corresponds to the
value of the same LoS in the velocity field. To preserve the

noise properties of the data, the shifting wraps the spectrum
around5, meaning it inserts the low frequencies channels at
the high frequency end. For the TNG50 galaxies we initially
used the noiseless moment 1 map, as it contains the kine-
matical information of the gas outside the SoFiA-2 detection
mask (see Sect. 4). As this information is missing when deal-
ing with real data, we tested several velocity field assump-
tions as described in Sect. 4.2;

5 The spectral alignment is performed using our implementation of
the GIPSY (van der Hulst et al. 1992; Vogelaar & Terlouw 2001) task
SHUFFLE.
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– it re-grids the resulting shuffled cube to mitigate the spatial
correlation of the voxels, so that the noise decreases as the
square root of the number of co-added spectra (under the
assumption of Gaussian noise). To achieve this, the pixel size
is increased to match the beam size6.

We do not apply any primary beam correction at this stage
because stacking requires the noise to be as uniform as possi-
ble. A primary beam correction increases the σ level towards the
outskirts of the FoV.

After these preliminary manipulations, STACKER assigns
each position on the sky to a stacking region, that we choose
to be square cells (see Fig. 3). The stacked spectrum for each
region is then computed as follow:

FS =

∑
i Fi · wi∑

i wi
, (1)

where FS is the stacked flux in a given channel, calcu-
lated by summing the fluxes (Fi) of the spectra in that
channel, weighted by their respective weights (wi). The
common weighting scheme used in the literature is the so-
called “σ2-weight” (e.g. Fabello et al. 2011; Kanekar et al.
2016; Ianjamasimanana et al. 2018; Healy et al. 2019, 2021;
Chowdhury et al. 2022; Bera et al. 2023): wi = 1

σ2
i
, where σi rep-

resents the ith-spectrum’s noise level. As the presence of signal
hidden in the noise potentially increases σi, leading to the down
weighting of the corresponding spectrum and thus reducing the
contribution of any hidden signal, we also considered the “equal-
weight” scheme (wi = 1 ∀i) and tested against the σ2-weight as
described in Sect. 4.1.

The stacked spectra, one for each region, are passed to
FINDER for source finding.

3.2. Source finding

FINDER employs a simplified one-dimensional version of the
SOFIA-2 smooth-and-clip (S+C) algorithm, a procedure involv-
ing smoothing the data on multiple scales and apply for each
scale a σ-clip (Serra et al. 2012b). The output is binary masks,
one for each stacked spectrum, which are subsequently used to
create the source catalogue by combining the detected channels
in each mask, that is, assigning consecutive detections to a sin-
gle source. Positive and negative sources spanning fewer than a
given number of channels are removed from the catalogue.

Following the method described in detail by Serra et al.
(2012a), FINDER computes the reliability of the remaining
sources to discriminate genuine lines from noise peaks. Each
source is placed in a three-dimensional space ( Fmax

σ
, Fsum

σ
and

Fmean
σ

), where Fmax, Fsum and Fmean are the peak, total and mean
flux (see Fig. 4 for an example of the parameter space plot). For
each positive source Pi = (Fi,max, Fi,sum, Fi,mean) a volume den-
sity of positive (npos) and negative (nneg) sources, as determined
on the collection of stacked spectra, is calculated through the
Gaussian kernel density estimation (Hastie et al. 2001):

n =
1
h

∑
i

G

( x − xi

h

)
, (2)

6 The re-gridding is done via the reproject_interp function from
the Astropy Reproject package (Astropy Collaboration 2013, 2018,
2022). The interpolation is done using a nearest-neighbour method to
preserve the underlying noise properties. Using different interpolation
orders or Reproject functions leads to negligible improvement, but a
significant cost in terms of computing time.
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Fig. 3. Stacking regions for J1318-21 reported as blue squares. For the
cell size displayed in the figure, STACKERwill provide 225 stacked spec-
tra, one for each region. The numbering helps for the bookkeeping. The
background grey-scale image is the cube resulting from the preliminary
manipulation steps (i.e. masking, shuffling and re-gridding) collapsed
along the spectral axis and the black contours enclose the SoFiA-2
mask denote with a yellow colour.

where x = (x1, x2, . . . , xn) are the position of the sources, G is a
Gaussian kernel and h is a smoothing factor. The reliability (%)
of Pi is then given by

% =


npos−nneg

npos
, for npos ≥ nneg

0, otherwise
. (3)

Only sources for which % is above a given threshold are retained
in the final source catalogue.

3.3. Gaussianity tests

MeerKAT noise is known to be Gaussian to a high degree, as
illustrated in Sect. 5.2. To quantify this further we incorporated
two Gaussianity tests in FINDER. The first is the Anderson-
Darling test (Stephens 1974, 1976, 1977, 1979), which evaluates
the hypothesis that a given sample follows a specific distribution,
in our case, a Gaussian distribution. This statistical test quantifies
the disparity between the observed data and the expected values
by computing the Anderson-Darling statistic A

A2 = −n −
n∑

i=1

2i − 1
n

[ln(F(xi)) + ln(1 − F(xn+1−i))], (4)

where n is the number of elements in the sample, F is the hypoth-
esised cumulative distribution function (in our case, a Gaussian)
and xi is the ith-datapoint in progressive order (x1 < · · · < xn).

A lower Anderson-Darling statistic indicates a better fit
to the Gaussian distribution, suggesting that the data can rea-
sonably be assumed to follow it. Conversely, a higher statis-
tic indicates a poorer fit, meaning non-Gaussian behaviour. A
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Fig. 4. Reliability plot of the sources detected in the J1318-21 full-depth cube (intermediate cell size). Left panel: Fsum
σ

vs.
Fpeak
σ

projection of the
( Fmax

σ
, Fsum

σ
and Fmean

σ
) parameter space. Blue, pink and black points are the positive, negative and reliable sources, respectively, detected in the

225 stacked spectra computed for the J1318-21 full-depth cube when using the intermediate cell size. The solid, dashed and dash-dotted black
ellipses represent, respectively, the two-dimensional 1, 2 and 3 times the standard deviation of the source distribution. Centre panel: Fmean

σ
vs.

Fpeak
σ

projection. Right panel: Fmean
σ

vs. Fsum
σ

projection. The dashed dark-grey line is the minimum S/N of a source in order to be considered reliable.

p-value

p =


e1.2937−5.709A+0.0186A2

, if A ≥ 0.6
e0.9177−4.279A−1.38A2

, if 0.34 ≤ A < 0.6
e−8.318+42.796A−59.938A2

, if 0.2 ≤ A < 0.34
e13.436+101.14A−223.73A2

, otherwise

, (5)

is associated with the outcome of the test. Since p = 0.05 is a
“standard” value for rejecting the alternative hypothesis, in our
case spectra for which p < 0.05 are considered to have non-
Gaussian noise.

We complement the Anderson-Darling with another
Gaussianity test which involves smoothing the spectrum using
a boxcar filter with a width of 10 channels (N. Kanekar, priv.
comm.). The σ before and after the smoothing is then compared,
with the expectation that it should decrease by a factor of

√
10

if the noise adheres to a Gaussian distribution. Detections from
spectra that do not satisfy either of these conditions are rejected
from the final source catalogue.

4. Testing the method

Both STACKER and FINDER depend on a number of parameters
which need to be optimised, mainly, the weighting scheme, the
size of the square cells, the smooth-and-clip scales and the reli-
ability threshold. We tested and optimised our procedure using
simulated galaxies, which provide precise information about the
priors, that is, location, column density, and kinematics of the
gas. Therefore, we performed the stacking on the two TNG50
cubes described in Sect. 2.2.

The emission from the galaxy was blanked based on the
SoFiA-2 mask and the cubes were shuffled using the noiseless
moment 1 map, which also contains kinematic information on
the low column density gas otherwise hidden in the noise. The
latter choice is to maximise the S/N of each stacked spectrum,
as we are assuming to know precisely the kinematics of the gas.
In practice, these velocities are not precisely known, thus we test
the effect of these uncertainties in Sect. 4.2.

We then re-grid the shuffled cube to the beam FWHM. As
already mentioned in Sect. 3.1, this will make voxels (almost)

independent and will allow the noise to decrease with the square
root of the number of co-added LoS.

4.1. Parameters optimisation

We first optimised the size of the stacking regions, aiming to
balance the number of stacked spectra with the filling factor
of a source. The noise (σs) in the stacked spectrum decreases
as
√

N, where N is the number of co-added LoS. Increasing
the cell size, that is, increasing N leads on the one hand to a
lower σs, but on the other hand it might potentially lead to the
inclusion of more noise-only spectra which wash out the sig-
nal. Conversely, reducing the cell size, that is, decreasing N, will
increase σs.

Given that the noise decreases as
√

N, we set the smallest cell
size to be 5 × 5 beams, which corresponds to an improvement in
the limiting column density of up to a factor of 5. It is not worth
opting for smaller cell sizes because of the otherwise negligible
improvement in sensitivity. We then progressively increased the
cell size until the number of detections is maximised. This results
in choosing the largest size to be 14 × 14 beams, equivalent to
an improvement in the limiting column density by a factor of 14.
We also employed an intermediate size of 9 × 9 beams.

In a general cosmology with H0 = 69.6 km s−1 Mpc−1, Ωm =
0.286 and Ωv = 0.714 (Bennett et al. 2014), for a galaxy at
22.7 Mpc (the furthest in the MHONGOOSE sample) observed
with the r15_t00 beam (see Sect. 2.1) the cell sizes correspond
to physical scales of 52 × 52, 34 × 34 and 19 × 19 kpc2, respec-
tively, while for a galaxy at 3.3 Mpc (the closest in the MHON-
GOOSE sample) to 8×8, 5×5 and 3×3 kpc2, respectively. These
scales overlap with the predicted physical size of Hi clouds in
the CGM (Ramesh & Nelson 2024). Given the wide range in dis-
tances, keeping the cell size fixed to a set of physical scales is not
feasible for our stacking experiment, thus, we fixed them instead
to the aforementioned values of 14 × 14, 9 × 9 and 5 × 5 beams.

We choose the weighting scheme (see Sect. 3.1) by compar-
ing the outcomes when employing the equal- and the σ2-weight.
The difference was negligible, both in terms of σs and source
detection, so we ended up choosing the equal-weight for the rea-
sons provided at the end of Sect. 3.1. Because the noise injected
in the mock cubes is uniform by construction (see Sect. 2.2), it
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Table 2. Source finder parameters used on the TNG50 cubes.

Parameters Cell size
14 × 14 beams 9 × 9 beams 5 × 5 beams

Flux threshold [σ] 2.5 2.5 2.5
Smoothing kernels [channels] 1, 5, 10 1, 5, 11 1, 7, 12
Minimum linewidth [channels] 5 5 7
Minimum source S/N 5 5 5
Reliability threshold 0.85 0.85 0.85
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Fig. 5. Comparison between differently extended velocity fields. Left panel: SoFiA-2 moment 1 map of the TNG50 galaxy 520855. Black solid-
contours denote receding (50, 100, 150) km s−1 velocities with respect to the systemic velocity. Black dashed-contours instead refer to approaching
(−150,−100,−50) km s−1 velocities. Centre panel: Velocity field extended with the systemic velocity. Right panel: Velocity field extended with
the rotation velocity of the Hi disk.

is not surprising that the two weighting schemes lead to compa-
rable results.

Lastly, we optimised the FINDER specifications, namely, the
σ-threshold, the smoothing kernels, the linker size and the reli-
ability parameters. We found that imposing σ-threshold = 2.5
allows for the detection of a sufficient number of noise peaks to
provide a robust reliability calculation. The optimal smoothing
kernels, linker size and reliability parameters were selected by
changing each of them until the difference between the observed
and expected cumulative distribution of the Skellam variable

K =
npos − nneg
√

npos + nneg
(6)

is minimised. A thorough description of K is provided by
Serra et al. (2012a). In Table 2 we list the values employed in
FINDER to detect signal in the stacked spectra around the two
simulated galaxies.

4.2. Assumption on the gas kinematics

So far we have aligned the spectra with the noiseless moment
1 map, that is, assuming to know precisely the kinematics of
the gas. As this will not be the case when stacking the MHON-
GOOSE data, we proceeded by evaluating two possible assump-
tions about the gas kinematics that are used as a prior: systemic
velocity, which is equivalent to no alignment, or flat rotation
curve. The former represents the scenario where the gas out-
side the galaxy is assumed to be unaffected by the rotation of

the galaxy, the latter assumes that the CGM and IGM co-rotates
with the Hi disk.

Ideally, to test the second hypothesis one wants the rotation
curve to be derived and correctly extrapolated to large radii, that
is, beyond the “edge” of the disk as identified in the moment
maps. This prior, namely the geometry of the gaseous disk as
a function of radius, is generally unknown. Exploring the out-
come of stacking when the spectral alignment is done with the
geometry and the rotation velocity as a free parameter is compu-
tationally expensive and beyond the scope of this paper. It would,
however, be a natural follow-up of this work (see Sect. 7).

To evaluate the two hypothesis we extrapolated to larger radii
the moment 1 map of the two TNG50 galaxies as produced by
SoFiA-2. For the case where the gas is assumed to move at the
systemic velocity, this is done by simply replacing any empty
value in the map with the systemic velocity of the galaxy. For the
assumption that the gas is co-rotating with the galaxy, the exten-
sion of the moment 1 map is less trivial. We retrieved the values
of the moment 1 map along the major axis (vrot) and, together
with the azimuthal angle (θ) and inclination (i) of the galaxy, we
computed the velocity field across the entire FoV:

v = vsys + vrot cos θ sin i, (7)

for which we provide in Fig. 5 the result for the galaxy 5208857.
We then calculated for each galaxy the residual maps R =

|mom1−v|, where mom1 is the noiseless moment 1 and v is the

7 The extension of the velocity field is performed using our implemen-
tation of the GIPSY task VELFI.
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Fig. 6. Error in the spectral alignment for the TNG50 galaxy 520885
under two different CGM and IGM kinematics assumptions. Left panel:
the residuals in terms of |mom1 − v|, where mom1 is the noiseless
moment 1 map and v the assumed kinematics, when v = vsys. Light-blue
corresponds to |mom1 − v| < 20 km s−1, yellow to 20 < |mom1 − v| <
50 km s−1 and red is |mom1 − v| > 50 km s−1. Right panel: same as left
panel but when v is given by assuming the gas is co-rotating with the
galaxy with a flat rotation curve.

extended velocity field under one of the two aforementioned
assumptions. The residual maps for the galaxy 520885 are pro-
vided in Fig. 6, while the residuals for the galaxy 555013 are
given in Appendix B. Since R corresponds to the alignment
error for each LoS, by looking at Fig. 6 one can see where
each assumption will produce too large an error (>50 km s−1,
Khandai et al. 2011; Maddox et al. 2013; Neumann et al. 2023)
in the spectral alignment. In this case using the systemic velocity
generally provides a better result.

It will be clear that one should be careful not to generalise
this result. However, we can use the inclination value to our
advantage when applying the stacking. If i is the inclination
angle and vrot the rotation velocity of the gas, the maximum
velocities measured along each LoS are related approximately
by Eq. (7). For a face-on galaxy (i = 0◦), v ∼ vsys no matter the
rotation velocity. If the gas accretion happens along the plane
of the disk, assuming the Hi clouds are moving at the systemic
velocity is a reasonable choice. For an edge-on galaxy, vrot is the
dominant factor in Eq. (7), hence, any uncertainty in the esti-
mate of the kinematics is likely to produce a larger error in the
alignment. Again, a study of the most suitable assumption on
the gas kinematics as a function of the geometrical properties of
the galaxy is beyond the scope of this work and will be anal-
ysed in a forthcoming paper. In this paper we employ the sys-
temic velocity as the assumed kinematics of the gas in the CGM
and IGM for stacking the MHONGOOSE data and we apply our
algorithm to the 18 galaxies with i ≤ 60◦.

A last point to consider for the quality of the alignment is the
coherency of the assumed kinematics with respect to the real one
on the scales probed by the chosen cell sizes. For instance, if in a
given cell size the assumed kinematics cover only a small veloc-
ity range, then even if the spectra in the cell are assigned erro-
neous velocity shifts, this will still result in a coherently aligned
stacked profile, just with an extra velocity shift with respect to
the reference velocity. However, measuring this coherency in the
absence of the prior kinematics, as when we stack the MHON-
GOOSE cubes, is not possible.

4.3. The limitation of our method: The effect of the S/N cut

Figure 7 shows the results of the stacking experiment for
TNG50 520855 galaxy where the alignment has been done using
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Fig. 7. Stacking detection map. The background grey-scale image is the
cube of the TNG50 520855 galaxy collapsed along the spectral axis and
blanked from the galaxy emission. Black contours denote the noiseless
moment 0 map clipped at the column density value of 3.6 × 1017 cm−2.
The coloured squares indicate the stacking regions where their stacked
spectrum contains a reliable detection. Different colours represent dif-
ferent cell size: blue for 14×14, red for 9×9 and green for 5×5 beams.

the systemic velocity. Regions where a reliable detection has
been found are denoted with the blue, red and green boxes, cor-
responding to cell sizes of 14×14, 9×9 and 5×5 beams, respec-
tively. The boxes are overlaid with the background grey-scale
image resulting from the collapse of the cube along the spectral
axis. The galaxy emission is blanked according to the SoFiA-2
mask marked in yellow. Since this emission was blanked prior to
the stacking, the sources in the coloured boxes represent signal
below the SoFiA-2 detection threshold of 4σ.

The 2.5σ-16 km s−1 column density limit that we were able
to achieve with stacking is 1.3 × 1017 cm−2 for the largest cell
size, 2.1×1017 cm−2 for the intermediate size and 3.6×1017 cm−2

for the smallest size. However, only ∼35% of the emission above
the 3.6 × 1017 cm−2 column density level, shown as black con-
tours in Fig. 7, was detected. The reason why not all emission
was detected is that stacking gives a weighted mean, hence, a line
intrinsically bright enough to potentially fall above the detec-
tion threshold, will become too faint to be picked up if averaged
with only noise. Furthermore, through the reliability procedure
we introduce a filtering based on the S/N of a source: detections
with S/N lower than a threshold are automatically rejected and
do not enter the detection map (see the grey dashed line of the
top-right panel in Fig. 4).

Therefore, we tested, given our set of filtering parameters,
what our stacking algorithm should be able to pick up. We
impose an integrated S/N cut of 5 (see Table 2), that with our
spectral resolution of 1.4 km s−1 (see Sect. 2.2) corresponds to a
per-channel S/N of 1.5 for a linewidth of 16 km s−1.

We proceeded to quantify the amount of gas that will fall
below our chosen S/N threshold, as illustrated in Fig. 8. The
integrated S/N for a source spanning n channels in a stacked

A97, page 8 of 17



Veronese, S., et al.: A&A, 693, A97 (2025)

0°15'

00'

-0°15'

30'

DE
C

0 5 10 15 20
NHI [1018 cm 2]

0.08 0.17 0.25 0.33 0.42
Fs [mJy]

0.03 0.07 0.10 0.13 0.17
s × n [mJy]

-0°30'

15'

0°00'

15'

DEC

2 4 6 8 10
SNR = Fs

s × n

0°15'

00'

-0°15'

30'

DE
C

-0°30'

15'

0°00'

15'

DEC

0h02m 01m 00m 23h59m

0°15'

00'

-0°15'

30'

RA

DE
C

0h02m 01m 00m 23h59m

RA
0h02m 01m 00m 23h59m

RA
0h02m 01m 00m 23h59m -0°30'

15'

0°00'

15'

RA

DEC

Fig. 8. Stacking S/N maps for the TNG50 galaxy 520885. First column: stacking regions where S/N > 5 (blue squares) overlaid with the grey-scale
noiseless moment 0 map, blanked from the emission already detected by SoFiA-2. Top to bottom is for cell sizes of 14 × 14, 9 × 9 and 5 × 5
beams, respectively. Second column: the integrated flux of the signal for stacking regions where the Hi column density is >3.6 × 1017 cm−2. The
blue contours enclose the cells where S/N > 5. Third column: the noise of the stacked spectrum multiplied by the square root of the number of
channels covered by the source. Fourth column: integrated S/N of the signal in the stacked spectrum for the regions. The S/N = 5 level is indicated
also on the colourbar.

spectrum having noise σs is defined as:

S/N =

∑
Fi

σs
√

n
, (8)

where Fi is the flux in the i-th channel covered by the source. We
computed Eq. (8) for each stacking region by running STACKER
on the noiseless cube. We retrieved first the dispersion of the
line in every stacked spectrum, which gives us n, and then by
integrating each noiseless stacked spectrum within a window of
size n around its peak we calculated

∑
Fi. Finally, σs is retrieved

from the “noisy” stacked spectrum. The result is a map with the
S/N for each stacking region.

Clipping this map at S/N > 5 provides the regions where the
signal in their stacked spectrum is bright enough to be detected
given the S/N cut we have imposed. This is illustrated in Fig. 8,
where we show the outcome for the TNG50 galaxy 520885
(the result is analogous for the other mock galaxy as shown in
Appendix B). The blue squares are the regions where S/N > 5.

Consequently, the reason why in Fig. 7 not all the emis-
sion above the 3.6 × 1017 cm−2 level (black contours) has been
detected with stacking is the following: if the mean flux within

each region is not enough to survive the imposed S/N cut, then
that flux will not be detected, no matter how it is distributed
within the region.

5. Applying the method

We proceeded with the application of STACKER and FINDER
to the eighteen MHONGOOSE galaxies with i ≤ 60◦ listed
in Table A.1. For each galaxy, we have a “single-track” cube
obtained from the data reduction of a single 5.5 h track, and for
ten of them we also have a “full-depth” cube obtained by com-
bining all 10 observing sessions.

We first applied our stacking on the single-track dataset. The
reason was to test our algorithm in an “uncontrolled” environ-
ment, which means that, unlike when working with simulated
data, we are now truly unconstrained, having no information
about the priors. Any detection present in the stacked spectra
of the single-track cubes was then checked against the corre-
sponding full-depth dataset (when available) to provide an indi-
cation on the reliability of each detection and the robustness of
any source that will be found in the data. Indeed, any source
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Fig. 9. Comparison between the MeerKAT and Gaussian noise distribu-
tion. Left panel: the pink linear-log histogram represent the number of
voxels with a given flux value in a MeerKAT cube, known to contain no
bright galaxies. The blue linear-log histogram is instead computed from
a Gaussian noise cube. The black dashed vertical line is the reference 0-
flux level, whereas the two grey dash-dotted lines are denoting the ±4σ
level. Right panel: ratio between the pink and blue histograms of the
left panel. If the MeerKAT noise is truly Gaussian, the ratio should be
∼1 for every flux bin. The black dashed horizontal line marks the 1-to-1
ratio.

which is present in both the single-track and full-depth stacked
spectrum of a given region is likely genuine, while any excess
of emission picked up in the single-track cubes but not in the
full-depth might provide insight on how to further discriminate
plausible emission line from artefacts.

5.1. Stacking the MHONGOOSE cubes

As was done for the TNG50 galaxies, we used the SoFiA-2
moment map to blank the already detected emission of the tar-
get galaxies and their satellites. As discussed in Sect. 4.2, we
employed the systemic velocity as the reference redshift. Again,
the re-gridding has been chosen so that 1 pixel equals 1 beam and
the weighting scheme was set to be the equal-weight. This pro-
cedure was repeated in the same way for both the single-track
and the full-depth data.

We opt for a common set of parameters for the line finder.
To determine this common set we optimised the FINDER param-
eters for each galaxy following the procedure presented at the
end of Sect. 4.1, that is by minimising the difference between
the observed and expected cumulative distribution of the vari-
able defined by Eq. (6), and then we took the mean value of each
parameter8. The full list of parameters used for the source find-
ing are given in Table 3.

5.2. The Gaussianity of MHONGOOSE noise

The reliability of any detection extracted by our algorithm is
meaningful only if the MHONGOOSE noise distribution is
Gaussian. We therefore created a “MHONGOOSE noise cube”
by reimaging a full-depth cube in a ∼1000 km s−1 spectral range
away from the target galaxy and free of known emission. The
noise level in this cube is σ = 0.15 mJy beam−1. To compare
with, we also created a cube with the same size but containing
values extracted from a Gaussian noise distribution with disper-
sion σ0 = 0.15 mJy beam−1.

In the left-side panel of Fig. 9 we plotted the histogram of
the flux values (F) in the MHONGOOSE noise cube (pink) and
compare this with the Gaussian histogram (in blue). Taking the

8 Optimising the values for each galaxy led to negligible differences in
the number of detected lines.

ratio, we directly measured the presence of any non-Gaussianity.
In the right-side panel of Fig. 9 it is shown that the ratio diverges
from 1 beyond a level of ∼4σ (grey dash-dotted vertical lines).

For a Gaussian distribution, 0.000063% of the data have
|F| > 4σ, which corresponds to 25606 voxels given the size of
the cube. In the MHONGOOSE noise cube we found that instead
0.000069% of the voxels (27864) have |F| > 4σ. This is equiva-
lent to an excess of 8.8%.

Of these 27864 voxels having |F| > 4σ, 14053 are positive
(P) and 13811 are negative (N). The almost symmetric distri-
bution ( P

N = 1.02) suggests that this excess is due to low-level
artefacts such as residual continuum emission or RFI. A further
confirmation of the above is provided by checking the spatial
and spectral location of the voxels with |F| > 4σ. We found
that they are spatially randomly distributed and spectrally non-
contiguous.

We also repeated the aforementioned analysis for the Stokes-
Q9 component of the MHONGOOSE noise cube, as well as for
the single-track and full-depth cubes used for stacking, finding
always similar results. Thus, we concluded that the MHON-
GOOSE noise distribution is mostly Gaussian, with a small
excess at the highest absolute flux values. The symmetry of this
excess argues that it is inherent to the MHONGOOSE noise dis-
tribution, caused by low-level artefacts, rather than real sources.

5.3. Detections in the single-track data

The stacking on the single-track data cubes of the MHON-
GOOSE sample results in 25 reliable sources out of 82479 detec-
tions, for which the stacked spectra are available at Zenodo and
the main properties are listed in Table A.2. Three of the authors
independently visually inspected the single-track cubes at the
spatial and spectral location of each detection and all agreed with
the following classifications:

– eleven sources were not visually identified. For five we also
have the corresponding full-depth data and there was no
counterpart there as well. Therefore, these five are likely
noise peaks;

– ten sources were identified in their single-track cube. How-
ever, we were not able to check them also in their full depth
cube because it was not available, as the survey is still to be
completed at the time of writing;

– three sources have been associated with faint Hi emission
from the outer disk of the target galaxies or their compan-
ions;

– one source is galaxy MKT J125225.4-124304.1, which is
listed in de Blok et al. (2024). In that paper the galaxy is
listed with uncertain parameters, as not the entire velocity
range was imaged. Also in the stacked spectrum the veloc-
ity range is incomplete, however, based on the full-depth
line profile the systemic velocity of the galaxy can now be
updated to 1279 km s−1.

These last four sources were detected by SoFiA-2 in the corre-
sponding full-depth cube. This detection of Hi in emission via
an unconstrained spectral stacking thus confirms the capability
of our procedure.

We plot the peak, total and mean flux of the 25 sources as a
function of their line width and of the cell sizes on the back-
ground of Fig. 11. We found no preferred size for the stack-
ing regions and no clear threshold in terms of flux properties or
line width to discriminate between genuine detections and false

9 Stokes-Q is given by the difference between the two linear polarisa-
tions, thus, the signal cancels out and only the noise remains.
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Table 3. Source finder parameters for each cell size and dataset.

14 × 14 beams 9 × 9 beams 5 × 5 beams
Single-track Deep Single-track Deep Single-track Deep

Flux threshold [σ] 2.5 2.5 2.5 2.5 2.5 2.5
Smoothing kernels [channels] 1, 5, 9 1, 5, 10 1, 7, 10 1, 7, 10 1, 7, 12 1, 7, 12
Minimum linewidth [channels] 5 5 7 7 7 7
Minimum S/N 5 5 5 5 5 5
Reliability threshold 0.85 0.85 0.85 0.85 0.85 0.85

400 200 0 200 400
Velocity [km/s]

0.15

0.10

0.05

0.00

0.05
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lu

x>
 [m
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/b

ea
m

]

Galaxy: J1253-12
Cell size: 2.8 × 2.8 arcmin Visually identified: no

Fig. 10. Reliable source around the galaxy J1253-12. The stacked spec-
trum and its 9-channel boxcar smoothed version are given in blue and
red, respectively. The detected source is highlighted. The horizontal
grey dashed lines are the ±σ level for the unsmoothed spectrum, while
the black dashed line is the 0-flux level. The vertical black dashed-
dotted line is, instead, the 0 km s−1 reference velocity. The galaxy name
and the cell size are provided in the bottom-left corner, while at the
bottom-right is reported if the detection was also visually identified in
its corresponding cube.

positives, although low flux detections are generally not visible
by eye in the cube.

5.4. Detections in the full-depth data

The stacking on the full-depth data leads to a total of thir-
teen reliable sources out of 34839 detections corresponding to
a detection rate of ∼2.1 sources per cube, slightly higher than
for the single-track data (∼1.8). The full source list is provided
in Table A.3 and a representative stacked spectrum for a reliable
detection is given in Fig. 10. The full sample of reliable detec-
tions is available online at Zenodo. By visually inspecting the
cubes we found that four sources are identifiable by eye, while
nine do not have a clear counterpart in the cube. These numbers
are equivalent to ∼15% of the reliable detections being visible
by eye, ∼15% not unambiguously distinguishable and ∼70% not
visible. For the single-track data, these percentage are ∼20%,
∼36% and ∼44%, respectively.

The larger number of non-visible detections is due to the flux
properties of the sources found in the stacked spectra of the full-
depth cubes. The comparison with single-track detections made
in Fig. 11 shows that the full-depth detections lie in the region of
parameter space where also for the single-track observations we
have not found the corresponding source in the Hi cube. Given
the analysis of the MeerKAT noise presented in Sect. 5.2, we
suspect the non-identified sources are not low-level artefacts still
present in the cubes but rather genuine Hi excess, although only
through a direct detection via deeper observations we will be
able to confirm this.

5.5. Explaining the missing gas

In Sect. 4.1 we have presented the application of our algo-
rithm to two TNG50 mock galaxies detecting emission outside
the SoFiA-2 mask. However, we find very few plausible Hi
detections when stacking the MHONGOOSE observations. We
suspect that the reason why little excess of Hi is found in the
full-depth cubes is that the radial profile of the Hi disks exhibits
a sharp decrease in the column density, because the gas likely
becomes ionised, thus requiring a detection limit well below
1017 cm−2 in order to be detected. This has been suggested pre-
viously to occur at higher column densities as well (Maloney
1993; Dove & Shull 1994; Ianjamasimanana et al. 2018), and a
radial profile study of 18 MHONGOOSE galaxies made with
the Green Bank Telescope (GBT) seem to support the view of
this decrease happening at the ∼1017 cm−2 column density level
(Sardone et al. 2021).

Recent observations with the GBT of NGC 891 and
NGC 4565 did also reveal that the Hi column density in the CGM
and IGM is <1017 cm−2 (Das et al. 2024). Similar results were
achieved with the Five-Hundred-meter Aperture Spherical radio
Telescope by Xu et al. (2022), observing of Stephan’s Quintet,
and Liu et al. (2023) pointing at NGC 4490/85. It is important to
note that, as discussed in Sect. 1, single-dish observations are
limited by their low spatial resolution (>200′′). Reaching the
<1017 cm−2 sensitivity at a higher angular resolution with inter-
ferometers will require significant observing time even with the
next generation of interferometers (such as SKA-MID, see Fig. 2
of de Blok et al. 2024).

6. Conclusion

We present a method to detect emission from the Hi in the CGM
and IGM around resolved nearby galaxies with no prior infor-
mation about the spatial and spectral distribution of the gas. The
method consists of a standard stacking procedure, described in
Sect. 3.1, combined with a one-dimensional line finder that uses
the reliability calculation presented in Serra et al. (2012a) to dis-
criminate noise peaks from potentially genuine emission (see
Sect. 3.2).

We applied our algorithm to two TNG50 mock galaxies
taken from the Ramesh et al. (2023) sample and optimised its
free parameters, mainly, the size of the stacking regions, the
weighting scheme, and the source finder parameters (Sect. 4.1).
As simulated data provide us with exact knowledge of the gas
kinematics, we tested whether using the systemic velocity or
the rotation velocity to align the spectra provides the best result
(Sect. 4.2) and find that for averaged-inclined galaxies using the
systemic velocity is preferable. The TNG50 data have also been
used to study the limitations of the stacking, as discussed in
Sect. 4.3, finding that imposing a minimum S/N in the stacked
spectrum inevitably leads to the loss of the majority of the
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Fig. 11. Peak flux (left panel), total flux (central panel), and mean flux (right panel) of the stacking detections as a function of their width. Detections
in single-track stacked spectra are provided in the background, while detections in full-depth stacked spectra are given in the foreground. Detections
with no counterpart visible in the cube are labelled with red stars. Green circles refer to visually identified Hi emission. The size of the markers is
indicative of the size of the square regions used for the stacking.

detections whose peak flux falls above the detection limit (see
Fig. 8). However, lowering the S/N threshold to include more
signals is not a viable option, as this would also increase the
number of false detections. TNG50 data are, by construction,
filled with Gaussian noise. In Sect. 5.2 we explain how we quan-
tified the level of Gaussianity of the MHONGOOSE noise, find-
ing a ∼10% excess of voxels with an absolute flux >4σ com-
pared to a Gaussian.

When stacking the MHONGOOSE data (Sect. 5.4), we
found very little excess Hi emission. As discussed in Sect. 5.5,
assuming our stacking method works, the lack of Hi at the
∼1017 cm−2 level beyond the periphery of the Hi disks may
be the result of a sudden drop in the Hi column density of
the gaseous disk, as radial profile studies using GBT observa-
tions suggest (Sardone et al. 2021). If validated by future anal-
ysis of the Hi radial profiles of the MHONGOOSE galaxies
with the higher resolution MeerKAT data, this will confirm the
need for further comparisons with simulations where extended
Hi distributions are a more general feature. Stacking also has
its limitations. Increasing the number of stacked spectra does
not necessarily mean that the S/N of the emission we are trying
to detect will increase. However, if our conclusions hold, then
longer integration times can help with the direct detection of the
Hi. One would need many tens of hours even on SKA-MID to
reach the necessary column density limit and be able to resolve
features even at an arc-minute resolution.

7. Future prospects

This work represents a first step in the application of uncon-
strained spectral stacking to detect Hi in emission around nearby
resolved objects. There is still space for further improvements.
For example, future studies can focus on designing a more
sophisticated way to minimise the discrepancy between the
assumed kinematics and the real velocity of the gas. This can
be done, for instance, by repeating the analysis presented in
Sect. 4.2 on a much larger sample of simulated galaxies and
study which is the best assumption as a function of the incli-
nation angle. Alternatively, one can derive the rotation curve
and model the velocity field leaving the kinematics and geom-
etry of the outer disk as free parameters, to check which con-
figuration maximises the number of detections. The work by

Das et al. (2024) is a step in this direction, as they stacked along
the major and minor axis where it is simpler to determine the
kinematics of the gas, but ultimately one wants to detect the Hi
all around the galaxies. Another limitation of our method is the
use of regions with fixed shape and size. Implementing a dynam-
ical determination of the stacking regions where the shape and
size of the stacking regions is continuously varied until a line is
detected and its S/N maximised, like employing Voronoi tessel-
lation (Cappellari & Copin 2003; Cappellari 2009), may lead to
even more reliable identification of any excess of Hi embedded
into the noise.

Another way forward to understand the properties of the
Hi in the CGM of nearby isolated star-forming galaxies may
consist in the application of this stacking procedure on the
whole MHONGOOSE sample normalised in size and red-
shift. This experiment will resemble the “typical” stacking
analysis carried out to study the mean properties of sam-
ple of galaxies (e.g. Fabello et al. 2011; Delhaize et al. 2013;
Geréb et al. 2014, 2015a,b; Kanekar et al. 2016; Maccagni et al.
2017; Ianjamasimanana et al. 2018; Healy et al. 2019, 2021;
Chowdhury et al. 2022; Amiri et al. 2023; Bera et al. 2023). As
mentioned in the previous section, it is imperative to do a
detailed radial profile study of the Hi in the MHONGOOSE
galaxies which will improve the results of Sardone et al. (2021),
further constraining the shape and extension of the gaseous disk.
Finally, it is also worth noting that as the limit on the Hi column
density outside the gaseous disk keeps getting lower, it will be
possible to better distinguish between various modes of accre-
tion (for example, cold vs. hot accretion). Further work on the
MHONGOOSE data, but also future deep surveys should be able
to provide more observational constraints on these scenarios.
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Appendix A: Stacking detections

Table A.1. MHONGOOSE data cubes used and detections found in the stacked spectra.

Galaxy Single-track Detected sources Deep Detected sources
r = 1.5, t = 0” Reliable / Non-reliable r = 1.5, t = 0” Reliable / Non-reliable

J0008-34 X a - N.A. -
J0031-22 X 2 / 5099 N.A. -
J0052-31 X 1 / 6042 N.A. -
J0309-41 Xb - X b -
J0310-39 X 0 / 5806 N.A. -
J0335-24 X 2 / 6206 X a -
J0351-38 X 2 / 6135 N.A. -
J0419-54 X 1 / 6011 X 2 / 6029
J0429-27 X 1 / 6124 X 0 / 5957
J0445-59 X 2 / 6047 N.A. -
J0454-53 X 6 / 5774 N.A. -
J0459-26 X 2 / 6003 X a -
J0546-52 X 0 / 6248 X 2 / 6016
J1253-12 X 1 / 5905 X 1 / 5937
J1318-21 X 2 / 5765 X 5 / 5651
J1337-28 X 1 / 5314 X 3 / 5249
J2257-41 Xa - X a -
J2357-32 Xc - N.A. -

Notes. N.A. = Not Available.
(a) Excluded due to residuals as a result of the deconvolution; (b) Excluded due to non-optimal noise distribution; (c) Excluded due to non-filtered
diffuse Magellanic Stream emission.

Table A.2. Stacking detection in the single-track cubes.

Galaxy Cell α Cell δ Cell size V0 Line width Ftot Visually identified
[hh:mm:ss] [deg:mm:ss] [arcmin] [km s−1] [km s−1] [mJy beam−1]

J0031-22 00:30:32 -23:09:36 5.8 667 16.8 0.7 No
J0031-22 00:29:18 -22:57:02 5.8 722 42.0 1.1 No
J0052-31 00:51:55 -31:13:59 2.8 1571 81.2 5.6 Yes a

J0335-24 03:37:42 -24:28:24 2.8 1532 51.8 3.5 Yes b

J0335-24 03:37:37 -24:33:02 5.8 1485 47.6 2.2 Yes b

J0351-38 03:52:04 -38:14:13 8.7 974 29.4 0.8 No
J0351-38 03:49:44 -38:33:22 5.8 845 56.0 1.8 No
J0419-54 04:17:10 -54:43:08 2.8 1512 36.4 2.7 No
J0429-27 04:32:45 -27:42:04 5.8 1001 35.0 1.4 No
J0445-59 04:47:59 -58:51:39 5.8 1290 44.8 1.8 Yes c

J0445-59 04:40:26 -59:02:59 5.8 1341 51.8 1.9 No
J0454-53 04:53:45 -53:26:14 8.7 323 44.8 1.2 Yes c

J0454-53 04:53:35 -53:27:49 5.8 328 33.6 1.6 Yes c

J0454-53 04:52:18 -53:04:18 5.8 346 30.8 1.3 Yes c

J0454-53 04:54:05 -53:34:57 2.8 321 30.8 2.8 Yes c

J0454-53 04:53:45 -53:32:02 2.8 326 28.0 3.4 Yes c

J0454-53 04:53:45 -53:29:07 2.8 328 25.2 2.8 Yes c

J0454-53 04:52:27 -53:05:45 2.8 344 42.0 4.1 Yes c

J0459-26 05:01:42 -25:43:59 5.8 851 40.6 1.4 No
J0459-26 04:59:32 -26:30:42 5.8 818 32.2 1.4 Yes c

J1253-12 12:55:39 -12:05:05 2.8 916 65.8 4.3 Yes b

J1253-12 12:52:28 -12:42:59 2.8 1284 29.4 3.3 Yes b

J1318-21 13:20:29 -21:06:55 8.7 690 53.2 1.1 No
J1318-21 13:18:30 -21:31:43 5.8 716 29.4 1.2 No
J1337-28 13:35:01 -28:42:11 8.7 489 44.8 1.0 No

Notes. Cell α and cell δ are the central right ascension and declination of the cell. V0 is the central velocity of the line (in the non-shuffled cube),
and Ftot is its total flux.
(a) Clear detection. Full-depth cube not available; (b) Confirmed in the full-depth cube; (c) Plausible detection. Full-depth cube not available.
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Table A.3. Stacking detection in the full-depth cubes.

Galaxy Cell α Cell δ Cell size V0 Line width Ftot Visually identified
[hh:mm:ss] [deg:mm:ss] [arcmin] [km s−1] [km s−1] [mJy beam−1]

J0419-54 04:23:34 -54:51:57 8.7 1500 56.0 0.4 Yes
J0419-54 04:15:23 -55:35:29 8.7 1475 67.2 0.5 No
J0546-52 05:49:37 -52:28:37 5.8 1158 47.6 0.6 Yes
J0546-52 05:42:02 -51:30:11 5.8 1253 79.8 0.7 No
J1253-12 12:53:28 -12:05:03 2.8 837 46.2 1.1 No
J1318-21 13:19:52 -20:58:10 8.7 523 19.6 0.2 No
J1318-21 13:19:20 -21:08:24 5.8 704 71.4 0.8 Yes a

J1318-21 13:18:05 -20:56:43 5.8 634 46.2 0.6 Yes a

J1318-21 13:17:40 -20:44:56 5.8 678 65.8 0.6 No
J1318-21 13:16:01 -20:38:56 5.8 681 71.4 0.6 No
J1337-28 13:39:53 -28:13:00 2.8 930 16.8 0.5 No
J1337-28 13:38:53 -27:46:51 2.8 492 56.0 1.0 No
J1337-28 13:34:48 -28:18:52 2.8 573 65.8 1.1 No

Notes. Cell α and cell δ are the central right ascension and declination of the cell. V0 is the central velocity of the line (in the non-shuffled cube),
and Ftot is its total flux.
(a) Plausible detection.
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Appendix B: Calibration on TNG50 555013

In Sects. 4.2 and 4.3 we present the results of testing our method
on the TNG50 galaxy 520885. For completeness, we report here
also the outcomes for the TNG50 galaxy 555013. This mock
galaxy is mainly characterised by a regular disk and an extended
tail in the north-east. In Fig. B.1 we report the alignment resid-
uals in terms of |mom1 − v|, where v is the assumed kinematics.
Also for this galaxy most of the residuals are < 20 km/s when the
systemic velocity is used to describe the gas kinematics. Finally,
in Fig. B.2 it is shown that the S/N of the stacked spectra is lower
than the threshold of 5 for almost all the cells, likely due to the
overall lower column density of the gas outside the disk with
respect to TNG50 520885.
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Fig. B.1. Error in the spectral alignment for the TNG50 galaxy 555013
under two different CGM and IGM kinematics assumptions. Left panel:
the residuals in terms of mom1−v, where mom1 is the noiseless moment
1 map and v the assumed kinematics, when v = vsys. Light-blue corre-
sponds to |mom1−v| < 20 km s−1, yellow to 20 < |mom1−v| < 50 km s−1

and red is |mom1 − v| > 50 km s−1. Right panel: same as left panel but
when v is given by assuming the gas is co-rotating with the galaxy with
a flat rotation curve.
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Fig. B.2. Stacking S/N maps for the TNG50 galaxy 55013. First col-
umn: stacking regions where S/N > 5 (blue squares) overlaid with the
grey-scale noiseless moment 0 map, blanked from the emission already
detected by SoFiA-2. Top to bottom is for cell sizes of 14 × 14, 9 × 9
and 5× 5 beams, respectively. Second column: the integrated flux of the
signal for stacking regions where the Hi column density is > 3.6 × 1017

cm−2. The blue contours enclose the cells where S/N > 5. Third column:
the noise of the stacked spectrum multiplied by the square root of the
number of channels covered by the source. Fourth column: integrated
S/N of the signal in the stacked spectrum for the regions. The S/N = 5
level is indicated also on the colourbar.
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Appendix C: The effect of re-gridding

One of the preliminary steps of our stacking procedure is to re-
grid the cube such that the pixel size is upscaled to match the
beam size. One potential effect of the re-gridding is to lose flux
and thus detections. The argument is that after re-gridding the
cube violates the Nyquist sampling criterion, as now the pixel
size does not match the longest baseline of the interferometer,
implying information is lost. To check how important this may
be for our stacking experiment, we apply the procedure pre-
sented in Sect. 4.1 without re-gridding.

In Fig. C.1 we show the same overlays of Fig. 7. The compar-
ison between the two figures is showing that without re-gridding
we pick up less sources. We think that the reason for this counter-
intuitive conclusion is that the features we aim to pick up via
stacking, that is, Hi clouds, are sufficiently large that even after
re-gridding they span more than 2.2 beams, satisfying so the
Nyquist sampling.
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Fig. C.1. Stacking detection map without re-gridding the cube. The
background grey-scale image is the cube of the TNG50 520855 galaxy
collapsed along the spectral axis and blanked from the galaxy emission.
Black contours denote the noiseless moment 0 map clipped at the col-
umn density value of 3.6 × 1017 cm−2. The coloured squares indicate
the stacking regions where their stacked spectrum contains a reliable
detection. Different colours represent different cell size: red for 9 × 9
and green for 5 × 5 beams.

Appendix D: Stacking is not equivalent to
smoothing

One can argue that the stacking procedure presented in this paper
is equivalent to spectrally and spatially smoothing the data at dif-
ferent scales. To check whether this is true we run SoFiA-2 on
the masked TNG50 520855 galaxy cube using a spatial smooth-
ing kernel equal to our smallest cell size (i.e. 25 × 25 pixels,
equivalent to 5 × 5 beams) and spectral smoothing kernels equal
to what we have employed with our FINDER (i.e. 1, 7 and 12
channels. cf Table 2). The reliability parameters (minimum S/N
of 5 and reliability threshold of 0.85) and the minimum allowed

spatial and spectral sizes for a source (1 × 1 beam and 7 chan-
nels) were set to be equivalent to what we used in our stacking
experiment.

In Fig. D.1 we show the moment 0 map as produced by
SoFiA-2. Comparing it with Fig. 7, one can see that our stack-
ing procedure is not equivalent to smoothing the cube at differ-
ent scale. Furthermore, given that the SoFiA-2 detections are
outside the 3.6 × 1017 cm−2 column density level, we suspect
that what was detected by SoFiA-2 is mainly noise. We want
to stress that this comparison is meant to show the differences
between our stacking and smoothing and not to compare our pro-
cedure with SoFiA-2.
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Fig. D.1. Moment 0 map, blanked from the galaxy emission in yel-
low, produced by SoFiA-2 when emulating our stacking procedure via
smoothing. Black contours denote the noiseless moment 0 map clipped
at the column density value of 3.6 × 1017 cm−2.

A97, page 17 of 17


	Introduction
	Dataset
	The MHONGOOSE sample
	The TNG50 galaxies

	The algorithm
	Spectral stacking
	Source finding
	Gaussianity tests

	Testing the method
	Parameters optimisation
	Assumption on the gas kinematics
	The limitation of our method: The effect of the S/N cut

	Applying the method
	Stacking the MHONGOOSE cubes
	The Gaussianity of MHONGOOSE noise
	Detections in the single-track data
	Detections in the full-depth data
	Explaining the missing gas

	Conclusion
	Future prospects
	References
	Stacking detections
	Calibration on TNG50 555013
	The effect of re-gridding
	Stacking is not equivalent to smoothing

