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A B S T R A C T 

Ly α is the transition to the ground state from the first excited state of hydrogen (the most common element). Resonant scattering 

of this line by neutral hydrogen greatly impedes its emergence from galaxies, so the fraction of galaxies emitting Ly α is a 
tracer of the neutral fraction of the intergalactic medium (IGM), and thus the history of reionization. In previous works, we 
used early JWST /NIRSpec data from the JWST Advanced Deep Extragalactic Surv e y (JADES) to classify and characterize Ly α

emitting galaxies (LAEs). This surv e y is approaching completion, and the current sample is nearly an order of magnitude larger. 
From a sample of 795 galaxies in JADES at 4 . 0 < z < 14 . 3, we find evidence for Ly α emission in 150 sources. We reproduce 
the previously found correlation between Ly α escape fraction ( f 

Ly α
esc ) – Ly α rest-frame equi v alent width ( REW Ly α) and the 

ne gativ e correlation between Ly α velocity offset – f 

Ly α
esc . Both f 

Ly α
esc and REW Ly α decrease with redshift ( z � 5 . 5), indicating 

the progression of reionization on a population scale. Our data are used to demonstrate an increasing IGM transmission of 
Ly α from z ∼ 14 − 6. We measure the completeness-corrected fraction of LAEs ( X Ly α) from z = 4 − 9 . 5. An application 

of these X Ly α values to the results of previously utilized semi-analytical models suggests a high neutral fraction at z = 7 

( X HI ∼ 0 . 8 − 0 . 9). Using an updated fit to the intrinsic distribution of REW Ly α results in a lower value in agreement with current 
works ( X HI = 0 . 64 

+ 0 . 13 
−0 . 21 ). This sample of LAEs will be paramount for unbiased population studies of galaxies in the EoR. 

Key words: galaxies: high-redshift – intergalactic medium – dark ages, reionization, first stars. 
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 I N T RO D U C T I O N  

t has been well established that early after the Big Bang ( z ∼ 1100,
r t H = 360 Myr), the Universe cooled enough to permit the formation
f neutral hydrogen atoms (i.e. the Epoch of Recombination, e.g. 
unyaev & Zeldovich 1980 ; Seager, Sasselov & Scott 2000 ), creating

he surface of last scattering (i.e. the cosmic microwave background; 
MB) and marking the beginning of an epoch during which most
ydrogen in the Universe was neutral (a neutral fraction of hydrogen 
f unity [ X HI = 1]). This was followed by ‘Cosmic Dawn’, when
he first stars formed and began to ionize their surrounding gas via
ltraviolet (UV) radiation ( z > 10; see re vie w of Klessen & Glo v er
023 ). The time between the formation of the first stars and when
he intergalactic medium (IGM) was fully ionized ( X HI ≈ 0) is the 
poch of reionization (EoR). The current general consensus is that 
he Universe was mostly ionized again by z ∼ 6 (e.g. Fan et al.
006 ; McGreer, Mesinger & D’Odorico 2015 ; Planck Collaboration 
III 2016 ); but the disco v ery of neutral gas ‘islands’ at later epochs
 E-mail: gj283@cam.ac.uk 
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uggests that the EoR did not conclude until slightly later (e.g. z ∼
 . 2 − 5 . 3; Kulkarni et al. 2019 ; Keating et al. 2020a ; Bosman et al.
022 ; Becker et al. 2024 ). 
The study of the EoR is one of the major focuses of modern

stroph ysics, including investig ations of the dri vers [e.g. acti ve
alactic nuclei (AGNs), small/massive galaxies, mergers; Hassan 
t al. 2018 ; Naidu et al. 2020 ; Bosman et al. 2022 ; Witten, Laporte &
atz 2023 ; Grazian et al. 2024 ; Madau et al. 2024 ] and topology
f reionization (e.g. Pentericci et al. 2014 ), as well as the escape
echanisms of ionizing radiation (e.g. Chisholm et al. 2018 ). Here,
e focus on characterizing the progression of the EoR through 
easurements of X HI ( z). 
There are multiple pathways to study the evolution of X HI ,

ncluding damping wing (DW) observations of QSOs (e.g. Ba ̃ nados 
t al. 2018 ; Ďuro v ̌c ́ıko v ́a et al. 2020 ; Yang et al. 2020 ) and galaxies
e.g. F ause y et al. 2024 ; Hsiao et al. 2024 ; Umeda et al. 2024 ), CMB
tudies (e.g. Planck Collaboration VI 2020 ), and comparisons of 
y α observations to models (e.g. Mason et al. 2018a ; Bhagwat et al.
024b ; Feldmann et al. 2024 ). This latter path can further be divided
nto different methods, including studies of the Ly α luminosity 
unction (e.g. Konno et al. 2014 ; Inoue et al. 2018 ), clustering of
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Table 1. JADES tier distribution of the sample analysed in this work. For 
each surv e y tier, we also list a shorthand label. 

PID Field Tier Selection Label N z> 4 

1180 GOODS-S Medium HST 1180 MHS 114 
1180 GOODS-S Medium JWST 1180 MJS 92 
1181 GOODS-N Medium HST 1181 MHN 96 
1181 GOODS-N Medium JWST 1181 MJN 126 
1210 GOODS-S Deep HST 1210 DHS 66 
1286 GOODS-S Medium JWST 1286 MJS 209 
1287 GOODS-S Deep JWST 1287 DJS 36 
3215 GOODS-S Deep JWST 3215 DJS 56 

TOTAL: 795 
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1 While a future data release will include combined spectra from multiple 
surv e y tiers, this is not yet available. 
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y α-emitting galaxies (LAEs; e.g. Ouchi et al. 2010 ; Sobacchi &
esinger 2015 ; Ouchi et al. 2018 ), and Lyman forest dark fractions

e.g. Keating et al. 2020b ; Bosman et al. 2022 ; Zhu et al. 2022 ).
ogether, these studies suggest an evolution of X HI ( z � 13) = 1 to
 HI ( z ∼ 5 . 3) = 0 with a midpoint of X HI ( z ∼ 7) = 0 . 5, although the

xact shape of this evolution is under debate. 
An additional method of characterizing X HI ( z) is the study of the

volution of the Ly α emitter fraction ( X Ly α). Multiple studies have
ompared observed and model fractions to place constraints from
 ∼ 2 − 8 (e.g. Stark et al. 2010 ; Stark, Ellis & Ouchi 2011 ; Curtis-
ake et al. 2012 ; Ono et al. 2012 ; Schenker et al. 2012 ; Caruana
t al. 2014 ; Schenker et al. 2014 ; Cassata et al. 2015 ; Furusawa et al.
016 ; De Barros et al. 2017 ; Stark et al. 2017 ; Goovaerts et al. 2023 ;
u et al. 2024 ). In a previous work (Jones et al. 2024 ), we utilized

ow spectral resolution JWST (Gardner et al. 2023 ), near infrared
pectrograph (NIRSpec; Jakobsen et al. 2022 ; B ̈oker et al. 2023 ) data
PRISM/CLEAR; with spectral resolving power R ∼ 100) from the
rst JWST Advanced Deep Extragalactic Surv e y (JADES; Bunker,
IRSPEC Instrument Science Team & JAESs Collaboration 2020 ;
isenstein et al. 2023a ) data release to estimate X Ly α at z = 6 and
 = 7. While the sample size was relatively small (84 galaxies) and
eatured a non-standard M UV range ( −20 . 48 < M UV < −16 . 33), our
ompleteness-corrected analysis resulted in a good determination of
 Ly α , which was used to constrain X HI ( z = 7). 
The JADES sample has since been combined with other public

WST data sets in order to further constrain X Ly α( z) (Nakane et al.
024 ; Napolitano et al. 2024 ), and the results are in agreement
ith those of Jones et al. ( 2024 ). Ho we ver, the di verse samples of

hese newer works (i.e. JADES, CEERS, and other programmes)
eans that the selection function of each sample will be less

omogeneous than a single-programme data set. In addition, nei-
her of these works investigated the rest-frame Ly α equi v alent
idth ( REW Ly α) completeness of their data set, which will result

n skewed X Ly α( z) distributions. Here, we exploit the expanded
ADES data set to characterize Ly α emission in the early Universe
4 . 0 < z < 14 . 3; corresponding to ∼ 0 . 3 − 1 . 5 Gyr after the Big
ang). 
This work is organized as follows. We discuss our sample in

ection 2 and our spectral fitting procedure in Section 3 . The
orrelations from this analysis are explored in Section 4 . Section 5
ontains a completeness-corrected estimation of the Ly α fraction,
hich is used to constrain X HI and the IGM transmission of Ly α. We

onclude in Section 6 . 
We assume a standard concordance cosmology throughout:

 �� 

, �m 

,h) = (0.7,0.3,0.7) and use AB magnitudes. 

 SAMPLE  

.1 Obser v ations o v er view 

or this analysis, we use all observed NIRSpec spectroscopy so far
rom the JADES surv e y, which spans PID 1180 and 1181 (PI D.
isenstein), PID 1210, 1286, and 1287 (PI N. Luetzgendorf), and
ID 3215 (PIs D. Eisenstein and R. Maiolino). This surv e y observ ed
alaxies in the Great Observatories Origins Deep Surv e y (GOODS;
ickinson, Giavalisco & GOODS Team 2003 ) north (N) and south

S) fields with the JWST /NIRSpec Multi-Shutter Array (MSA;
erruit et al. 2022 ) in both low (PRISM/CLEAR; spectral resolving
ower R ∼ 100) and medium spectral resolution (G140M/F070LP,
235M/F170LP, G395M/F290LP; R ∼ 1000). Some surv e y tiers

lso contain high spectral resolution observations (G395H/F290LP;
 ∼ 2700). 
NRAS 536, 2355–2380 (2025) 
For each JADES tier (see Table 1 ), a large list of potential
arget galaxies was aggregated. Each galaxy was given a priority
lass (PC) dependent on e.g. redshift, HST (or JWST , if available)
olours, and UV brightness (see Bunker et al. 2024 ; D’Eugenio et al.
024 for details of PCs), which were used in the construction of
SA masks. This scheme was designed to ensure observations of

oth extraordinary objects (e.g. GN-z11; Bunker et al. 2023 ) and
 statistically significant number of representative galaxies over the
robed range of redshifts. For more details, see the full description
f the surv e y (Eisenstein et al. 2023a ) and data release papers
Eisenstein et al. 2023b ; Bunker et al. 2024 ; D’Eugenio et al. 2024 ).
he resulting spectra were visually inspected (D’Eugenio et al.
024 ), resulting in precise spectroscopic redshifts for each galaxy.
or the two highest redshift sources in the sample, we include the
pdated redshifts for 183 348 (JADES-GS-z14-0; z sys = 14 . 32) and
0 018 044 in 1287 DJS (JADES-GS-z14-1; z sys = 13 . 90; Carniani
t al. 2024 ). We also adopt the updated redshift for 20 013 731 in
287 DJS (JADES-GS-z13-1-LA; z sys = 13 . 01) from Witstok et al.
 2024a ). Due to the spatially extended nature of Ly α emission (e.g.
ung et al. 2024 ), we use a wide extraction aperture (5 pixels ∼
 . 5 arcsec; e.g. Bunker et al. 2023 ; Curti et al. 2024a ; Tang et al.
024b ). 
Some targets were observed in multiple tiers due to a desire

or a deeper integration or a repeated observation due to previous
ata being made unusable by an electrical short. To a v oid including
hese observations, we collect all inspected galaxies that are within
 . 25 arcsec of each other and exclude the shallo wer observ ation. 1 In
ll cases, the visual spectroscopic redshifts of the repeat observations
gree. Since we wish to analyse the R100 data, we exclude observa-
ions where the R100 data are corrupted (e.g. due to electrical shorts),
esulting in 2992 unique galaxies with good R100 data and precise
edshifts. A redshift cut of z > 4 is placed, so that we can detect
y α in the wavelength range of the R100 data. With these limits and
xclusions, we find a list of 795 unique galaxies. The distribution of
ources between surv e y tiers is shown in Table 1 . 

.2 Galaxy clustering 

he galaxies that we analyse in this work have a similar set of
election criteria and a uniform calibration pipeline, making a well-
ounded statistical analysis possible. The sources are well distributed
cross the two GOODS fields (Fig. 1 ), and some galaxies are closely
lustered. Ho we ver, due to the size of each field ( ∼ 18 arcmin,
orresponding to ∼ 7 . 5 Mpc at z = 4 or ∼ 5 . 2 Mpc at z = 10) and
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Figure 1. Spatial distribution of our sample, coloured by redshift. Sources not detected in Ly α emission are represented as circles, while LAEs are red-edged 
diamonds (see Section 3 for more details). For reference, we display the footprints of the Cosmic Assembly Near-infrared Deep Extrag alactic Leg acy Survey 
(CANDELS; Grogin et al. 2011 ) field and the Hubble Ultra Deep Field (HUDF; Beckwith et al. 2006 ). 
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he number of targets, this clustering is expected. Indeed, since 
bservation planning software (e.g. Bonaventura et al. 2023 ) enables 
f ficient observ ations by creating densely packed MSA slit masks
ithout spectral o v erlap, we e xpect a number of galaxies with small
rojected spatial separations. 
Previous studies of the UV luminosity function (e.g. Donnan et al. 

023 ; Harikane et al. 2023 ; Robertson et al. 2024 ) have shown that
he density of galaxies for a given M UV decreases at higher redshifts.
he sample selection procedure of JADES was designed to maintain 
 statistical sample across a wide range of redshifts (Bunker et al.
024 ; D’Eugenio et al. 2024 ), and acts to preferentially observe
ore high-redshift galaxies than would be included in a flux-limited 

urv e y (Fig. 2 ). 
Recently, Helton et al. ( 2024 ) searched JADES NIRCam (Rieke 

t al. 2023 ) data for galaxy o v erdensities at 4 . 9 < z sys < 8 . 9, finding
7 o v erdensities in GOODS-N and GOODS-S. By applying the 
ame association criteria as Helton et al. (i.e. projected physical 
eparations of < 0 . 1 Mpc and velocity offsets of < 500 km s −1 ),
e find that eight of our 795 galaxies (i.e. ∼ 1 per cent ) fall into

hese o v erdensities (three in J ADES-GN-OD-7.144, one in J ADES-
S-OD-6.876, two in JADES-GS-OD-7.954, and two in JADES- 
S-OD-8.220). Thus, our sample is not strongly affected by high 
alaxy o v erdensities. While LAEs hav e been found in o v erdensities
r close pairs (e.g. Saxena et al. 2023 ; Witten et al. 2024 ; Witstok
t al. 2024c ), the study of LAE clustering is deferred to a future
ork. 

 SPECTRAL  FITTING  

ur previous work was focused on REW Ly α , and only dealt with on
he Ly α line (Jones et al. 2024 ). In this work, we extend our focus to
he Ly α escape fraction ( f Ly α

esc ), which requires flux estimates of at
east one Balmer line (e.g. H α or H β). Because of this, we extend our
pectral fitting to encompass the full wavelength range co v ered by
he PRISM/CLEAR disperser/filter combination (i.e. 0 . 6 − 5 . 3 μm).
n addition, we include the higher resolution R1000 data, in order to
erify our fits and study relationships with the velocity offset between 
y α and the systemic redshift. 
.1 Model description 

he wide wavelength coverage, deep continuum sensitivity, and low 

pectral resolution of the R100 data mean that an appropriate model
f the line and continuum emission requires careful construction. 
efore modelling each galaxy spectrum, we derive an estimate of 
 UV by integrating the spectrum between λrest = 1400 − 1500 Å. 

his range is chosen to o v erlap with one of the windows of
alzetti, Kinney & Storchi-Bergmann ( 1994 ), and a v oid contamina-

ion by possible CIV λλ1548 , 1551 emission (e.g. Izotov et al. 2024 ;
avarro-Carrera et al. 2024 ). If this M UV estimate has an uncertainty

based on the error spectrum) of < 0 . 5 magnitude, then we claim
hat M UV is well determined. Otherwise, we determine a 3 σ lower
imit on M UV based on the RMS noise level of the observed spectrum
see Appendix A ). 

The continuum at rest-frame ultraviolet (UV) wavelengths in the 
arly Universe (i.e. at z � 5) is commonly fit as a power-law model
ith a slope βUV ∼ −2 (e.g. Yamanaka & Yamada 2019 ; Cullen

t al. 2023 ; Topping et al. 2024 ). But previous works (e.g. Jones
t al. 2024 ; Napolitano et al. 2024 ) suggest that the continuum
ust redwards of Ly α ( λrest ∼ 0 . 12 − 0 . 15 μm) is well-modelled as
 power-law function with a slope that may deviate from that of
UV . Indeed, Cameron et al. ( 2024 ) suggest that this deviation in
ne galaxy is a sign of two-photon nebular continuum emission 
e.g. Dijkstra 2009 ; Katz et al. 2024 ; but see also Li et al. 2024 ;
acchella et al. 2024 ; Terp et al. 2024 for alternate interpretations),
s seen in low-redshift galaxies (e.g. Hall et al. 2004 ; Johnstone et al.
012 ). For sources in the epoch of reionization (and to some degree
ources at lower redshift), reservoirs of neutral gas will create DWs
e.g. Mortlock et al. 2011 ). While the low spectral resolution of the
100 spectra results in the appearance of pseudo-DWs (e.g. Jones 
t al. 2024 ), detailed investigations into DWs at high redshift are
ngoing (e.g. Fujimoto et al. 2023 ; Heintz et al. 2024b ; Umeda et al.
024 ). 
With this in mind, we split each spectrum into two models, with a

iv ot wa velength of λrest = 0 . 145 μm. In the following, we refer
o them as the ‘R100-blue’ and ‘R100-red’ models. This pivot 
avelength is chosen as the middle point of the range we use to
erive M UV , and is similar to the turnover wavelength of the nebular
MNRAS 536, 2355–2380 (2025) 
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M

Figure 2. Redshift distribution of sources analysed in this work, coloured by Ly α detection (see Section 3 for more details on fitting procedure). 

c  

a  

o  

R  

a
 

0  

m  

λ  

(  

z  

d  

a  

t  

(  

r  

g  

j  

(  

e  

d  

R  

s  

w  

e

 

[  

G  

t  

p  

w  

i  

L  

w
r  

P  

m
(  

o  

2  

l

2 While the rich JADES data set contains significant emission from many 
more lines (e.g. Cameron et al. 2024 ; Laseter et al. 2024 ; Curti et al. 2024b ), 
we focus on the dominant emission in each spectrum. 
3 As recorded in the JWST documentation; https:// jwst-docs.stsci.edu/ jwst- 
near- infrared- spectrograph/nirspec- instrumentation/nirspec- dispersers- and- 
filters 
4 While this deviation has been found to be wavelength dependent, we assume 
a single average value across the full wavelength range. 
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ontinuum model of Cameron et al. ( 2024 ). The value of each model
t the pivot wavelength is fixed to be the mean spectral value of the
bserved spectrum within λrest = 1400 − 1500 Å (i.e. R100-red and
100-blue are required to be continuous), but the models are not
ssumed to be differentiable. 

We first examine the R100-red model, which covers λrest =
 . 145 μm to λobs = 5 . 3 μm. The continuum of this range is
odelled as two power-la w se gments: one that extends from

obs ≥ (1 + z Ly α) × 0 . 145 μm to the wavelength of H η ( λobs <

1 + z sys )0 . 3836 μm), and another that extends from λobs ≥ (1 +
 sys )0 . 3836 μm to the red limit of the spectrum ( λobs = 5 . 3 μm). A
iscontinuity between these segments is allowed, in order to capture
 Balmer break or jump. While true Balmer breaks are expected
o be more gradual roll-offs marked by numerous absorption lines
e.g. Binggeli et al. 2019 ; Furtak et al. 2024 ), the coarse spectral
esolution of our data necessitates a simple model. We note that
alaxies with high nebular continuum emission may feature Balmer
umps rather than breaks and reddened rest-UV continuum slopes
e.g. Katz et al. 2024 ; Narayanan et al. 2024 ; Roberts-Borsani
t al. 2024 ). Ho we ver, the resulting rest-UV emission may still be
escribed as a power law (e.g. Heintz et al. 2024a ). Because our
100-red model contains two segments with separate power-law

lopes with no constraints on the sign of the Balmer discontinuity,
e may still fit spectra of galaxies with bright nebular continuum
NRAS 536, 2355–2380 (2025) 

mission. 
The brightest expected emission lines ([O II ] λλ3726 , 3729, H β,
O III ] λλ4959 , 5007, H α, and [N II ] λλ6548 , 6584) 2 are included via
aussian model components at the expected wavelengths. We predict

he line spread function (LSF) by first taking the fiducial resolving
ower curve. 3 As noted in de Graaff et al. ( 2024 ), this curve
as derived assuming that each NIRSpec MSA slit was uniformly

lluminated. Since this is not the case for each JADES galaxy, the
SF may be underpredicted. To account for this, we define the
idth of each Gaussian to be σR ( λ) = F R λ/R( λ) / 2 . 355, where F R 

epresents the deviation from the fiducial LSF. 4 Using the code
yNeb (Luridiana, Morisset & Shaw 2015 ) and assuming interstellar
edium (ISM) conditions of T e = 1 . 5 × 10 4 K and n e = 300 cm 

−3 

e.g. T orralba-T orregrosa et al. 2024 ), we derive intrinsic ratios
f [O III ] λ5007/[O III ] λ4959 = 2 . 984 and [N II ] λ6584/[N II ] λ6548 =
 . 942. [O II ] λλ3726 , 3729 is treated as a single Gaussian line in the
ow-resolution R100 data. 

https://jwst-docs.stsci.edu/jwst-near-infrared-spectrograph/nirspec-instrumentation/nirspec-dispersers-and-filters
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The free parameters are thus: the systemic redshift ( z sys ), the
ower-law slopes of each of the two continuum components, the 
ormalization of the redder power-law component, the deviation 
rom the fiducial LSF ( F R ), and the integrated line fluxes of
O II ] λλ3726 , 3729, H β, [O III ] λ5007, [N II ] λ6548, and H α. We use
MFIT (Newville et al. 2014 ) in ‘least squares’ mode to find the best-
tting model. Each spectrum is weighted by its inverse variance, 
easured from its associated error spectrum. If the initial fit is

uccessful, then the best-fitting line intensities and their uncertainties 
re inspected. In some cases, the first fit fails due to a non-detection
f [O II ] λλ3726 , 3729, which is weaker than the other UV/optical
ines. To remedy this, we follow failed fits with runs where the
O II ] λλ3726 , 3729 intensity is set to 0. There are some galaxies for
hich we do not detect any significant emission from any of our rest-
ptical lines, making the measurement of z sys from our data alone 
mpossible. In these cases, we use the visual inspection redshift of
’Eugenio et al. ( 2024 ), who used additional emission lines and

nspected both the R100 and R1000 spectra. The intensities of lines
hat are not well detected ( < 3 σ ) are set to 0, and the fit is repeated
ntil convergence. 
Next, we consider the R100-blue model that extends from λobs = 

 . 6 μm to λrest = 0 . 145 μm. An initial high-resolution model grid
ith bins of 0 . 001 μm is populated with a single power law. A
eaviside step function with a transition at λobs = (1 + z Ly α) × λLy α

s applied to this model to represent the Ly α break. Some observed
pectra feature non-zero emission bluewards of the Ly α break, which 
ay either be incomplete absorption by the intervening Ly α forest 

particularly at lower- z) or an artefact introduced during calibration. 
e account for this by allowing a non-zero continuum level that is

onstant (in units of F λ) bluewards of the Ly α break. To introduce
y α emission, we add flux to the first spectral bin redwards of

he Ly α break. The model is then convolved with a Gaussian of
idth σR . 
If the R100-red model returned a well-determined F R (i.e. > 3 σ ),

hen we adopt this best-fitting value for this model as well. Otherwise, 
e assume that F R = 1. The free parameters in this model are: z Ly α ,

he power-law slope of the continuum, and the integrated line flux 
f Ly α. Again, we use LMFIT in ‘least squares’ mode to find the
est-fitting model and weigh each spectrum by its inverse variance. 
o explore the presence of Ly α, we perform initial fits with a
ariable F Ly α (considering the line and continuum) and with F Ly α ≡ 0 
continuum-only). If these fits terminate successfully, then the best- 
tting values and reduced χ2 values are inspected. If the line and 
ontinuum fit returns a better reduced χ2 , then we present the Ly α
roperties. Otherwise, we present upper limits on Ly α. 
We also examine the R1000 data for each source. All available 

ata (i.e. G140M, G235M, and G395M) are combined in order 
o create a composite spectrum. The wavelengths ranges around 
hree line comple x es are isolated (Ly α, H β–[O III ] λλ4959 , 5007,
nd [N II ] λλ6548 , 6584–H α). Each emission line is fit using a 1D
aussian profile, where we assume the same [O III ] λλ4959 , 5007

nd [N II ] λλ6548 , 6584 ratios as for the R100 fit. 
The Ly α emission is modelled as a symmetric Gaussian in 

he R100 and R1000 data. Other works adopt a more complex 
symmetric profile (e.g. Shibuya et al. 2014 ), due to the relatively
igh spectral resolving power (i.e. R > 1000) of their data (e.g. see
orks utilizing MUSE, e.g. Kerutt et al. 2022 ; DEIMOS, e.g. Ono

t al. 2012 ; and MOSFIRE, e.g. Oesch et al. 2015 ). Because Ly α in
ur sample is shifted to λobs ∼ 0 . 6 − 1 . 9 μm (with a preponderance
f galaxies at the lower edge), our resolving power is R ∼ 30 − 100
or the R100 data and R ∼ 300 − 800 for the R1000 data, making it
ifficult to resolve the true Ly α profile (e.g. Saxena et al. 2024a ). 
Many properties of the JADES data are described in greater detail
n other works, so we will not discuss them here. These include
he possibility of Ly α DWs (e.g. Jakobsen et al., in preparation),
he presence of damped Ly α systems (e.g. Hainline et al. 2024 ),
V spectral slopes (Saxena et al. 2024b ), and population properties
erived from stacked data (Kumari et al. 2024 ). 

.2 Further obser v ables 

he rest-frame equi v alent width of each line is calculated using
ts integrated flux ( F line ), redshift ( z sys ), and the continuum model
 v aluated at the centroid wavelength ( S C ( λline )): 

EW Ly α = 

F line 

(1 + z sys ) S C ( λline ) 
. (1) 

The best-fitting continuum model is used to directly determine the 
almer break by taking the ratio of the two best-fitting power-law
omponents of R100-red at their o v erlapping point. 

Using our best-fitting observed H α and H β integrated fluxes from 

he R100 or R1000 data, we may directly determine the Balmer
ecrement (e.g. Dom ́ınguez et al. 2013 ): 

( B − V ) BD = 

2 . 5 

k( λH β) − k( λH α) 
log 10 

(
F H α, obs /F H β, obs 

2 . 876 

)
, (2) 

here k( λ) is the assumed dust attenuation curve (Calzetti et al.
000 ) and we derive an intrinsic F H α/F H β = 2 . 876 using PyNeb
nd assuming fiducial ISM conditions of T e = 1 . 5 × 10 4 K and n e =
00 cm 

−3 (e.g. T orralba-T orregrosa et al. 2024 ). This is then used to
erive an intrinsic (dust-corrected) H α integrated flux: 

 H α, int = F H α, obs 10 k( λH α ) E( B−V ) BD / 2 . 5 . (3) 

hrough PyNeb, our ISM condition assumptions yield intrinsic ratios 
f F Ly α/F H α = 8 . 789 and F Ly α/F H β = 24 . 487, assuming case B
ecombination. These are combined with the result of equation ( 3 ) to
erive the intrinsic F Ly α . This is then used to derive the Ly α escape
raction: 

 

Ly α
esc = F Ly α, obs /F Ly α, int . (4) 

e estimate f Ly α
esc both by de-reddening Ly α and each Balmer line,

nd by not correcting for dust (see Section C4 ). 
Due to the wavelength coverage of our R100 observations (i.e. 

 . 60 − 5 . 30 μm), we may detect H α for galaxies at z � 7 . 1, H β up
o z � 9 . 9, and Ly α for z � 3 . 9. The R1000 observations have a
lightly smaller wavelength coverage (i.e. 0 . 70 − 5 . 10 μm), so we
ay detect H α for galaxies at z � 6 . 8, H β up to z � 9 . 5, and Ly α

or z � 4 . 8. 
Our R1000 data allow us to determine the Ly α velocity offset with

espect to the redshift based on the rest-optical lines (also derived
rom the R1000 data). The redshift of Ly α emission is measured
n two ways: from the centroid of the best-fitting Gaussian model
 �v Ly α, G ), and from the wavelength corresponding to the peak flux
ithin [ −500, + 1000] km s −1 of Ly α ( �v Ly α, P ). Due to the large

ize of our sample, these approaches are simpler than that of Saxena
t al. ( 2024a ), who fit each R1000 spectrum with asymmetric and
ymmetric Gaussian models using an MC approach. We will use 
v Ly α, P in the following analyses (see Appendix C3 for a comparison

f these velocities). 

.3 Spectral fitting results 

s discussed in Section 2 , our parent sample contained 795 galaxies
ith precise spectroscopic redshifts from visual inspection of the 
MNRAS 536, 2355–2380 (2025) 
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100 and R1000 spectra ( z = 4 . 0 − 14 . 3; D’Eugenio et al. 2024 ).
ur fitting routine was applied to each galaxy, resulting in estimates
n Ly α, rest-optical lines, and continuum emission. There is evidence
or Ly α emission from either the R100 or R1000 spectra at > 3 σ
n 150 galaxies. The best-fitting Ly α flux and REW Ly α values are
resented in Table B1 for each such source. A set of fit examples
re shown in Fig. 3 . The R100- and R1000-based quantities are
ompared in Appendix C . In Section 3.4 , we compare our reco v ered
y α properties to those of other works that studied the GOODS
elds. 

.4 Comparison to previous results 

n this work, we present > 100 galaxies at z > 4 with evidence for
y α emission from the current JADES data set. Because these objects
re in a well-studied field, some have been previously detected in Ly α
mission. Additionally, a portion of these objects have been included
n detailed studies (e.g. GN-z11; Bunker et al. 2023 ) or analyses of
opulations (e.g. Tang et al. 2024b ). 
This work is a continuation of a previous study (Jones et al. 2024 ),

hich searched for Ly α emission in a sample of 84 galaxies at 5 . 6 <
 < 11 . 9 from R100 data in the first JADES data release (1210 DHS,
180 MHS, and 1286 MJS). Using a similar model as our R100-blue
odel, they found evidence for Ly α emission in 17 galaxies. All of

hese sources are reco v ered in our analysis, with REW Ly α values in
greement (i.e. within 3 σ ). 

Similarly, Saxena et al. ( 2024a ) used R1000 data from 1210 DHS
nd 1180 MHS to find evidence of Ly α emission in a sample of
7 galaxies at 5 . 8 < z < 8 . 0. For all of the galaxies in 1210 DHS
nd most of the galaxies in 1180 MHS, our results agree. Ho we ver,
here are some noteworthy exceptions in the medium-tier data. These
ay be due to different pipeline reductions (in some cases using

ifferent calibrations) or different continuum-level assumptions. As
art of our effort to a v oid including sources twice, we exclude
ne LAE in 1180 MHS from Saxena et al. ( 2024a ) in fa v our of
 galaxy in 1286 MJS. The two sources have a projected separation
f 0 . 07 arcsec( ∼ 0 . 4 kpc at the mean redshift of z = 6 . 60) and
z = 0 . 12 ( ∼ 5000 km s −1 ). This velocity offset is larger than the

hreshold used in most merger classification studies (e.g. Ventou et al.
017 ; Endsley et al. 2020 ; Duan et al. 2024 ), but it is smaller than
he threshold of Gupta et al. ( 2023 ) for a companion galaxy. An
xamination of the NIRCam data for these objects shows that they
oth lie within an extended feature. 5 Since their separation is less
han the width of the MSA shutter (0 . 2 arcsec), we only include the
ource that was targeted using JWST -based selection and astrometry.

Stanway et al. ( 2004 ) detected Ly α emission from a source
t z ∼ 5 . 8 (GOOD-S SBM03#1) with Keck/DEIMOS ( REW Ly α=
0 ± 10 Å). This emission is coincident with an LAE in our
ample (JADES-GS + 53.16685 −27.80413 in 3215 DJS, REW Ly α=
1 ± 11 Å). Thus, we identify this LAE as a re-detection of GOOD-S
BM03#1 from the candidate list of Stanw ay, Bunk er & McMahon
 2003 ). 

Recently, the highest redshift LAE in our sample (JADES-
S + 53.06475 −27.89024; z = 13 . 01) was investigated in detail by
itstok et al. ( 2024b ). By applying more detailed continuum models

e.g. two-photon continuum, absorption by damped Ly α absorption
ystems), they find a larger Ly α flux and intrinsic REW Ly α . This
NRAS 536, 2355–2380 (2025) 

 https:// jades.idies.jhu.edu/ ?ra=53.1374139&dec=-27.7652125&zoom = 12 , 
ee Figure D1 . 

6

7

T
R

ighlights the need for advanced modelling for the highest redshift
ources. 

Witstok et al. ( 2025 ) examine three JADES LAEs that
lso lie within our sample: JADES-GN + 189.19774 + 62.25696 in
181 MHN ( z = 8 . 2790; called J ADES-GN-z8-0-LA), J ADES-
S + 53.15891 −27.76508 in 3215 DJS ( z = 8 . 4861; JADES-GS-

8-0-LA), and JADES-GS + 53.10900 −27.90084 in 1287 DJS ( z =
 . 7110; JADES-GS-z8-1-LA). For each source, our REW Ly α values
re in agreement (i.e. within 3 σ ). The first of these objects was then
e-examined by Navarro-Carrera et al. ( 2024 ), who find a similar
 UV , βUV , and R1000-based Ly α flux and velocity offset as our
odel, despite using a more detailed asymmetric Gaussian model

or Ly α. Ho we ver, their best-fitting REW Ly α v alue is > 7 σ higher
han our value due to the use of a best-fitting continuum model
rom MSAEXP 6 that steeply declines, resulting in a lower expected
ontinuum level and higher REW Ly α . Tang et al. ( 2024a ) reported
y α emission from the z = 8 . 4861 object from Witstok et al. ( 2025 ),
ith comparable R1000-based flux as our value. 
Curti et al. ( 2024a ) find tentati ve e vidence for Ly α emission

 REW Ly α= 31 ± 16 Å) in the R1000 data of a galaxy (JADES-
S-z9-0) that was observed in two tiers of JADES (1210 DHS

nd 3215 DJS). This detection was made possible by combining
pectra from both programmes, while our analysis of this object
nly used the higher sensitivity spectra of 3215 DJS (JADES-
S + 53.11244 −27.77463) and does not show evidence of Ly α

mission. So while higher quality spectra may be produced by
ombining multiple exposures, this process lies beyond the scope
f this work. 
The well-studied galaxy GN-z11 also lies within our sample

JADES-GN + 189.10604 + 62.24204 in 1181 MJN). The JADES
pectra of this source were first presented by Bunker et al. ( 2023 ),
ho find REW Ly α= 18 ± 2 Å using the same extraction aperture (5
ixels) as we use in this work. Our analysis finds the same Ly α
ux (i.e. within 1 σ ), but a lower REW Ly α= 7 ± 2 Å. We find that

he Ly α break in the R100 spectrum is well fit by a Heaviside
unction convolved with the LSF, with no evidence of a strong DW.
ecause the LSF-convolved spectrum presents a lower value than the

ntrinsic Ly α continuum lev el, this discrepanc y in REW Ly α is due to
ifferent assumptions on the underlying continuum level in our two
orks. 
By combining public data sets from CEERS, JADES, GLASS,

nd UNCOVER, Tang et al. ( 2024b ) present a set of 210 galaxies at
 > 6 . 5. Of these, 110 galaxies are from JADES, and 14 are reported
s LAEs. Our independent analysis detects Ly α in 13 of these objects,
ncluding the three new LAEs presented in Tang et al. ( 2024b ) but ex-
luding JADES-28342 (GN + 189.22436 + 62.27561). 7 The majority
f our REW Ly α values agree (i.e. within 3 σ ), with the exception
f two sources where our REW Ly α values are higher (JADES-
N + 189.14579 + 62.27332 and JADES-GS + 53.14555 −27.78380)

nd one source where our REW Ly α value is lower (JADES-
S + 53.13347 −27.76037). 
Finally, we note that our REW Ly α values were measured with

he JWST /NIRSpec MSA, which uses small observational slits
0 . 20 arcsec × 0 . 46 arcsec, where 0 . 1 arcsec � 0.7 kpc at z ≥4). This
s vital, as some studies have reported mismatched JWST /NIRSpec

SA and ground-based estimates of Ly α flux (e.g. Jiang et al. 2024 ;
 https:// github.com/ gbrammer/ msaexp 
 The Ly α emission of this source was only detected in the R1000 data of 
ang et al. ( 2024b ), but our analysis pipeline did not return an acceptable 
1000 spectrum. 

https://jades.idies.jhu.edu/?ra=53.1374139\&dec=-27.7652125\&zoom=12
https://github.com/gbrammer/msaexp
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Figure 3. Examples of fitting a line + continuum model to observed JADES data for the full R100 data (upper panel) and portions of the R1000 data (lower 
panels). In each, we show the observed 2D and 1D spectra. For the 1D spectra, we plot the observed spectrum (purple line) with an associated 1 σ error (shaded 
region). The best-fitting model, which includes the effects of the LSF, is shown by a yellow line. The continuum value at the redshifted Ly α wavelength in the 
R100 data is represented by a brown star. The 2D corresponding spectrum of each spectrum is shown abo v e each 1D spectrum. We show examples of sources 
where Ly α is detected in both data sets/neither data set/one data set. 
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M

Figure 4. Distribution of rest-frame Ly α equi v alent widths as a function of M UV for our sample (orange circles for detections and green triangles for 3 σ
upper limits) and from literature (purple circles for detections and red triangles for 3 σ upper limits). Only sources with robust M UV estimates are shown. An 
illustrative fit to the JADES detections is shown by the black dashed line, and the best-fitting parameters of this fit are included to the lower right of each panel. 
The literature sample (spanning a redshift range of 2 . 9 < z < 8 . 7) is taken from a number of works (Cuby et al. 2003 ; Vanzella et al. 2011 ; Ono et al. 2012 ; 
Schenker et al. 2012 ; Willott et al. 2013 ; Song et al. 2016 ; Pentericci et al. 2018 ; Shibuya et al. 2018 ; Hoag et al. 2019 ; Fuller et al. 2020 ; Tilvi et al. 2020 ; 
Endsley et al. 2022 ; Jung et al. 2022 ; Kerutt et al. 2022 ; Tang et al. 2023 ) as compiled by Jones et al. ( 2024 ). 
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ung et al. 2024 ), which are hypothesized to be due to the small
rea of the MSA slit, UV-Ly α offset, or the existence of Ly α haloes.
imulations have also confirmed that these effects may result in

naccurate estimates of Ly α flux and equi v alent width from slit-
ased observations (Bhagwat et al. 2024a ). Future comparison of
ur values to ground-based observations should take this effect into
ccount. 

 SAMPLE  C O R R E L AT I O N S  

.1 REW Ly α–M UV distribution 

he resulting distribution in REW Ly α and M UV is displayed in Fig.
 . As found in other studies (e.g. Fu et al. 2024 ; Nakane et al. 2024 ;
apolitano et al. 2024 ), there is a correlation between these values

hat is present at all redshift bins, implying that UV-faint galaxies
eature higher REW Ly α . Previous studies have suggested that this
ight be due to sensitivity effects (e.g. Jones et al. 2024 ), as the low
y α flux of galaxies in the lower right quadrant would require a deep
lind surv e y to detect. But UV-bright, high- REW Ly α galaxies (upper
ight quadrant), which would be easily detected, are not found. This
uggests that the correlation is physical. 
NRAS 536, 2355–2380 (2025) 
.2 M UV –z distribution 

e also present the M UV –z distribution of our sample in Fig. 5 . While
e exclude sources where M UV was not significantly measured from

he R100 spectra, the resulting distribution features a wide range
f M UV values (i.e. from ∼ −15 . 5 to ∼ −21 . 75 with a mean of
−18 . 75) and redshifts ( z ∼ 4 . 0 − 14 . 5). We note the presence of

our extraordinary objects: the UV-bright z ∼ 10 . 6 source GNz-11
lime green point at centre top of plot; Bunker et al. 2023 ), a verified
AE at z ∼ 13 (JADES-GS-z13-1-LA; Witstok et al. 2024b ), and

wo of the highest redshift spectroscopically confirmed galaxies to
ate (JADES-GS-z14-0 and JADES-GS-z14-1; Carniani et al. 2024 ),
hich do not exhibit Ly α emission. 
Compared to the distribution from the previous work analysing

y α in JADES (Jones et al. 2024 ), we can immediately notice
ome impro v ements. First, our sample size is ∼ 10 × the size of
he previous work, due to the inclusion of data from additional
ADES tiers and a wider redshift limit ( z > 4 rather than z > 5 . 6).
his results in a more symmetric distribution of M UV values around
 UV ∼ −19 and a larger number of sources in each redshift bin. The

AEs (black-outlined markers) are not clustered in a specific region
f the distrib ution, b ut include UV-faint and UV-bright galaxies at
early all redshifts. 



JADES: Measuring reionization with Ly α 2363 

Figure 5. M UV (from NIRSpec R100 spectra) versus systemic redshift (based on rest-frame optical lines) for our sample. Galaxies observed in different tiers 
are coloured differently. Sources detected in Ly α emission (in R100 and/or R1000) are shown as diamonds with black outlines. Horizontal dashed lines show 

M UV values of −21.75, −20.25, and −18.75, while the vertical grey line shows our lower redshift cutoff ( z sys > 4 . 0). The locations of several well-studied 
objects are marked: GNz-11 (Bunker et al. 2023 ), JADES-GS-z13-1-LA (Witstok et al. 2024b ), JADES-GS-z14-0, and JADES-GS-z14-1 (Carniani et al. 2024 ). 
For sources where M UV is not robustly measured from the observed R100 spectrum, the 3 σ lower limit on M UV is shown by a downw ards-f acing triangle. 

Figure 6. Ly α escape fraction (derived by comparing the observed and 
intrinsic Ly α/H β flux ratio for the R1000 data, using no dust correction) 
as a function of REW Ly α (derived using the Ly α flux and z sys from R1000 
data and the continuum value from R100 data). Each point is coloured by 
redshift. More details about the use of these values are given in Appendix C4 . 
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.3 Ly α escape fraction correlations 

e may now consider the larger subsample of all galaxies with 
easures of Ly α and H β in R1000, in order to examine the full

elation between f Ly α
esc and REW Ly α for our sample (Fig. 6 ; see 

ppendix C4 for additional details on our f Ly α
esc calculation). The 

ositive correlation, which has been previously evidenced through 
bservations and simulations (e.g. Sobral & Matthee 2019 ; Cassata 
t al. 2020 ; Roy et al. 2023 ; Be gle y et al. 2024 ; Choustikov et al.
024 ) is strengthened by this work with the addition of more galaxies.
n addition, it is clear that there is a gradient in redshift, with higher
edshift sources showing lower REW Ly α values (e.g. Saxena et al. 
024a ). 
This is shown more clearly in Fig. 7 , where we display REW Ly α and

 

Ly α
esc as functions of redshift. Both quantities decrease with increasing 
edshift. One may interpret the increasing Ly α escape fraction with 
osmic time as a direct sign of the evolution of reionization between
 H ∼ 0 . 4 − 1 . 2 Gyr ( z = 10 − 5), but it is important to rule out the
ossibility of selection biases. First, we consider the possibility 
hat due to sensitivity effects, we may be biased towards more
xtreme systems at high redshift. But since the highest redshift 
ources have low REW Ly α , this is not the case. Alternativ ely, Sax ena
t al. ( 2024a ) find that this evolution may be caused by a relation
etween REW Ly α and M UV , with UV-fainter galaxies exhibiting 
igher REW Ly α . This relation was examined in Section 4.1 , where
e are not able to discern if it is true or caused by selection

ffects. Our sample does not have a strong dependence of M UV 

n redshift (see Fig. 5 ), and there is no clear gradient in REW Ly α( z)
r f Ly α

esc with respect to M UV (right panels of Fig. 7 ), so this is
nlikely. 
Ne xt, we e xamine the distribution of f Ly α

esc as a function of the Ly α
 elocity offset � v Ly α . P ast works (e.g. Tang et al. 2023 ; Saxena et al.
024a ) found a ne gativ e correlation between � v Ly α and f Ly α

esc , which
s reproduced in our data (Fig. 8 ). This implies that galaxies with high
y α escape feature Ly α emission near the systemic redshift, which 
ay be caused by a large ionized bubble (e.g. Witstok et al. 2024b ).
n ionized bubble would enable Ly α to emerge largely unattenuated 

ven at the core of the line. But in systems with neutral gas around the
alaxy (i.e. small bubbles), this emission from the line core would
e depleted through resonant scattering, with only photons in the red
MNRAS 536, 2355–2380 (2025) 
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M

Figure 7. Redshift evolution of REW Ly α (top row) and Ly α escape fraction (lower row). In the left column, REW Ly α and Ly α escape fraction points are 
coloured by each other. The right-hand panels instead colour each point by M UV . 

Figure 8. Correlation between �v Ly α and Ly α escape fraction. We plot the 
best-fitting linear relation and list the relation and p -value in the legend. 
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Figure 9. UV spectral slope as a function of B–V colour excess (based 
on Balmer decrement) for LAEs, where both values are measured from the 
R100 spectra. Each point is coloured by spectroscopic redshift (also visually 
validated; D’Eugenio et al. 2024 ). For comparison, we plot the relations from 

Reddy et al. ( 2018 ) for multiple dust attenuation laws (Meurer, Heckman & 

Calzetti 1999 ; Calzetti et al. 2000 ; Gordon et al. 2003 ; Reddy et al. 2015 ). 
Note that the relations of Calzetti et al. ( 2000 ) and Reddy et al. ( 2015 ) are 
very similar, and overlap. 
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ings of the line emerging (and consequently a suppressed flux and
ower f Ly α

esc ). 

.4 Dust properties 

hile not the primary focus of this work, we may also inspect the
ust properties of the LAEs in our sample. To do this, we compare
he rest-UV slope βUV and B–V colour excess E( B − V ) from the
100 fits (Fig. 9 ). The latter is calculated using the observed Balmer
ecrement (see Section 3.2 ) and represents the reddening of the
ebular lines, which may differ from the reddening of the stellar
NRAS 536, 2355–2380 (2025) 
ontinuum. Our values are in agreement with the stacking analysis
f Kumari et al. ( 2024 ). 
Redder UV slopes can be associated with increased dust extinction

e.g. Bhatawdekar & Conselice 2021 ), decreased LyC escape (e.g.
hisholm et al. 2022 ), higher Balmer break (e.g. Langeroodi &
jorth 2024 ), and generally increased dust content (e.g. Austin et al.
024 ). On the other hand, E( B − V ) is a direct measure of dust
ttenuation (e.g. Dom ́ınguez et al. 2013 ; Matthee et al. 2023 ). Thus,
t is expected that the two parameters should be correlated (e.g.
hisholm et al. 2022 ). Indeed, we find a positive correlation (Fig. 9 ).
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To put this result in context, we also plot the relations from
eddy et al. ( 2018 ) between UV spectral slope and E( B − V ) using

everal dust attenuation laws. The Calzetti et al. ( 2000 ), Gordon
t al. ( 2003 ), and Reddy et al. ( 2015 ) relations are calculated using
wo models: ‘Binary Population and Spectral Synthesis’ (BPASS; 
ldridge & Stanway 2012 ; Stanway, Eldridge & Becker 2016 ) with

ow metallicity (0.14 solar) and those of Bruzual & Charlot ( 2003 ,
C03) with 1.4 solar metallicity. The span of these models is shown
y a shaded region for each attenuation law. We also include the
orrelation of Meurer et al. ( 1999 ). 

The relation that we find for our LAEs features a similar slope as
hose of Meurer et al. ( 1999 ), Calzetti et al. ( 2000 ), and Reddy et al.
 2015 ), but with a lower value of β when E( B − V ) = 0. On the other
and, the SMC curve of Gordon et al. ( 2003 ) differs significantly.
ecause the calculation of our E( B − V ) values included the
ssumption of a Calzetti et al. ( 2000 ) attenuation law, this agreement
s not surprising. The resulting shift between our correlations and 
he others could be caused by differences in galaxy properties [e.g. 
eddy et al. ( 2015 ) use galaxies at 1 . 5 ≤ z ≤ 2 . 5 while our sample is
 ≤ z ≤ 14] or model assumptions. Further studies will shine more 
ight on the dust properties of high-redshift LAEs. 

 DISCUSSION  

.1 IGM transmission 

ollowing other recent studies (Mason et al. 2018a ; Nakane et al.
024 ; Tang et al. 2024b ), we may use our full distribution of
EW Ly α values and upper limits to constrain the redshift evolution 
f a physical tracer of reionization. While other works examine 
he neutral hydrogen fraction directly, we will examine the IGM 

ransmission of Ly α ( T IGM 

). 
This is possible because of a few basic assumptions that are made

n each of the other works. First, we assume that the continuum
mission underlying Ly α emission is not extincted. This allows us 
o calculate an observ ed REW Ly α, obs . = T IGM 

REW Ly α, emit. . Ne xt, we 
hoose the redshift range of 4 . 9 < z < 6 . 5 (hereafter denoted as
 ∼ 5) as reference 8 and assume that the distribution of REW Ly α, emit. 

alues does not change between 5 < z < 14. Finally, we assume that
his REW Ly α, obs . distribution only changes because of an evolving 
 IGM 

. 

.1.1 REW Ly α distribution 

o begin, we follow a method similar to that of Tang et al. ( 2024a )
o derive the distribution of REW Ly α, emit. values at z ∼ 5. This is
one by isolating all galaxies in our sample that fall into the redshift
ange and have a well-determined M UV value (see Appendix A ). For
ll such galaxies with Ly α detections, we calculate the probability 
istribution implied by the REW Ly α value: 

 i, det ( REW Ly α) = 

1 √ 

2 πσi 

exp 

[−( REW Ly α, i − REW Ly α) 2 

2 σ 2 
i 

]
, (5) 

here REW Ly α, i is the measured REW Ly α value and σi is the 
ssociated uncertainty. For all galaxies that meet the z and M UV 
 This epoch contains the end of the EoR ( T IGM 

= 1 . 0; e.g. Bosman et al. 
022 ), but also contains a time range where T IGM 

< 1 . 0. Because of this, we 
se the REW Ly α distribution as a reference to see ho w T IGM 

e volves with z 
ather than exploring the absolute value of T IGM 

. 

R
2  

(  

9

onstraints but are non-detected in Ly α emission, we find the 
robability distribution implied by the upper limit on REW Ly α: 

 i, lim 

( REW Ly α) = 

1 √ 

2 πσi 

exp 

[ 

−REW 

2 
Ly α

2 σ 2 
i 

] 

. (6) 

ll P i ( REW Ly α) values are summed and the resulting distribution is
ormalized. To ease further computation, we fit the distribution with 
 log-normal model: 

 ( REW Ly α) = 

1 √ 

2 πσREW Ly α

exp 

[−( ln ( REW Ly α) − μ) 2 

2 σ 2 

]
. (7) 

sing the OPTIMIZE.CURVE FIT task of SciPy (Virtanen et al. 2020 ),
e find best-fitting values of μ = 2 . 44 ± 0 . 01 and 1 . 64 ± 0 . 01.
hese are comparable to those of Tang et al. ( 2024b ), who used
 similar redshift range 9 : μ = 2 . 38 + 0 . 28 

−0 . 31 and σ = 1 . 64 + 0 . 23 
−0 . 19 . 

.1.2 IGM transmission calculation 

ith a REW Ly α distribution in hand, we employ the Bayesian 
ramework of Mason et al. ( 2018a ) to constrain T IGM 

. In the case of
AEs, we have measured REW Ly α values ( REW i ) and uncertainties 
 σi ), which we may use to calculate the likelihood implied by our
easurement ( REW i ± σi ): 

 ( REW i ) det = 

∫ ∞ 

0 

1 √ 

2 πσi 

e −( REW −REW i ) 2 / (2 σ 2 
i ) 

×P ( REW /T IGM 

) d REW . (8) 

or galaxies that are not detected in Ly α emission, we may use
ur observational 1 σ limits on REW Ly α ( σi ) to find the REW Ly α

ikelihood: 

 ( REW i ) lim 

= 

∫ ∞ 

0 

1 

2 
erfc 

[
REW − 3 σi √ 

2 σi 

]
×P ( REW /T IGM 

) d REW . (9) 

ll of these distributions are then combined to create a probability
istribution for T IGM 

: 

 ( T IGM 

) = 

N ∏ 

i 

P ( REW i ) , (10) 

here P ( EW i ) is the REW Ly α probability distribution for each
alaxy. 

Our sample is separated into three redshift bins (6 . 5 < z < 8 . 0,
 . 0 < z < 10 . 0, 10 . 0 < z < 13 . 3), and we exclude galaxies where
 UV was not well determined from the R100 data. For each bin,
e calculate P ( T IGM 

) for T IGM 

= [0 . 01 , 0 . 02 , 0 . 03 , . . . , 1 . 0] and
alculate the 16th, 50th, and 84th percentiles, which we present in
ig. 10 . This analysis results in similar constraints on T IGM 

as Tang
t al. ( 2024b ). 

.2 Ly α fraction 

he large size of our sample allows for new constraints on the Ly α
mitter fraction ( X Lya ). This value represents the fraction of galaxies
n an M UV and redshift bin that are detected in Ly α emission with an
EW Ly α value greater than a limit. The standard REW Ly α limits are 
5, 50, and 75 Å, although some studies use slightly dif ferent v alues
e.g. 10 Å, 55 Å; Stark et al. 2011 ; Ono et al. 2012 ; Nakane et al.
MNRAS 536, 2355–2380 (2025) 

 The dif ferent le vels of uncertainty originate from different methods of fitting. 
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Figure 10. Redshift evolution of IGM transmission of Ly α (with respect 
to its value at z ∼ 5), as measured by Tang et al. ( 2024b ) and through our 
analysis. Both studies show a strong increase in transmission with cosmic 
time. 
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Figure 11. Expected REW Ly α distribution of galaxies at z = 5 − 6, based 
on models of Tang et al. ( 2024a ). The top row shows the normal- 
ized distribution of galaxies as a function of REW Ly α , while the mid- 
dle row shows the CDF. The bottom row shows the same distributions 
as the top row, but normalized by their value at REW Ly α= 25 Å. For 
each panel, we show three M UV values ( M UV = [ −19 . 5 , −18 . 5 , −17 . 5]) 
with different colours, and mark three REW Ly α values of interest 
( REW Ly α= [25 , 50 , 75] Å). 
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024 ). Here, we determine X Lya ( z) of our sample, after accounting
or incompleteness at low REW Ly α values. 

.2.1 Completeness analysis 

s in Jones et al. ( 2024 ), the galaxies in our sample span a wide
ange of redshifts and M UV values. In order to use our measurements
f REW Ly α to place constraints on the characteristics of galaxy
opulations, we must examine the completeness of our sample at
o w v alues of REW Ly α , where a weak Ly α feature may be washed
ut by the strong spectral break at this wavelength at the low spectral
esolution of the R100 data. But since REW Ly α is a function of both
he underlying continuum strength (i.e. M UV ) and the Ly α flux (in
he case of a detection) or the error spectrum (for non-detections),
e will use a series of models that take this complexity into account

o determine the completeness. 
There are a few key points that must be included. First, the

ensitivity to Ly α is dependent on both the observed wavelength
f the line and the redshift, as the error spectrum for any given
IRSpec observation is not flat. More importantly, the scaling of

hese error spectra vary from tier to tier, with nearly an order of
agnitude difference between the error spectrum of 1180 MHS and

215 DJS at λobs ∼ 1 μm. In addition, our sample co v ers a range of
 M UV > 5 mag, strongly affecting our ability to detect low REW Ly α

mission. 
An added complexity arises from the fact that we wish to

xamine the completeness of our sample for all REW Ly α values
eyond a lower limit, rather than the completeness at a single
alue. Thus, if we wish to evaluate the completeness value for
 single galaxy at a given limit (e.g. > 25 Å), we must create a
eries of models with a range of REW Ly α values and calculate the
raction of models with an intrinsic REW Ly α larger than the limit
hat are well-fit. Assuming a single value (e.g. the REW Ly α limit;
ones et al. 2024 ) will result in an unrealistically low completeness
alue. Similarly, assuming a uniform REW Ly α distribution is non-
hysical, as there are fewer extreme LAEs (e.g. Tang et al. 2024a ).
e choose to use a physically moti v ated distribution of REW Ly α

odels. 
NRAS 536, 2355–2380 (2025) 
The redshift range z = 5 − 6, which lies below the expected mid-
oint of reionization, can be used to get a handle on the intrinsic
istribution of REW Ly α at high redshift without much impact from
GM absorption. The REW Ly α distribution of galaxies in this epoch
as recently determined by Tang et al. ( 2024a ) for three bins of M UV 

 [ −17.5, −18.5, −19.5]. Because their analysis already accounts
or completeness, it is suitable for this analysis. This distribution
reproduced in the top panel of Fig. 11 ) shows a moderate dependence
n M UV , with the UV-faint population containing a larger proportion
f higher REW Ly α galaxies. This is shown in an alternate way in
he middle panel, which shows the cumulative distribution function
CDF) of these distributions. The CDF of the UV-bright population
ises to unity quickly, representing a wealth of low- REW Ly α galaxies.
ince we only wish to examine galaxies with REW Ly α> 25 Å, we
xamine the REW Ly α distribution as normalized by the 25 Å value
bottom panel of Fig. 11 ). These normalized distributions are quite
imilar, with differences of � 10 per cent . Based on this similarity
cross M UV values, we adopt the M UV = −18 . 5 distribution when
onstructing our models. 

To begin, we derive mean error spectra for each tier. For each
bserved galaxy, we create 30 high-resolution mock spectra using
he R100-blue model from Section 3.1 with different realizations of
he appropriate noise spectrum. Each model has the same M UV and
edshift as the observed galaxy, but with a variable REW Ly α (sampled
rom the REW Ly α distribution described previously, with limits of
5 Å ≤REW Ly α≤ 500 Å), β (sampled from a uniform distribution
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Figure 12. Completeness of galaxies in our sample for three REW Ly α limits, divided into bins of redshift (columns, increasing from left to right) and M UV 

(rows, decreasing in brightness from top to bottom). Darker points indicate higher completeness. The lower row and rightmost column show the completeness 
with no limits on M UV and redshift, respectively. Thus, the lower right panel is the completeness of the full sample. The number of galaxies in each bin is shown 
the lower right of each panel. 
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etween [ −2.5, 2.5]), 10 and deviation from the fiducial LSF ( F R ;
ampled from a uniform distribution between [0.5, 1.0]). For this 
nalysis, we exclude all galaxies from each tier whose M UV value 
annot be measured directly from the R100 data due to high noise
evels, as their REW Ly α is poorly constrained. Since we are able to 
onstrain REW Ly α across a wide range of M UV values (Fig. 4 ), this
oes not strongly affect our analysis. 
Each model is fit using the R100-blue model of Section 3.1 , and

e record the best-fitting REW Ly α ( REW obs ) and the associated 
ncertainty ( δREW obs ). The completeness for an observed galaxy 
t the given REW Ly α limit (hereafter C j ( > REW lim 

)) is derived 
y dividing the number of models that meet the REW Ly α limit 
ith successful Ly α detections ( REW obs > 3 δREW obs and < 3 σ
ifference between REW obs and REW input ) by the number of such 
imulations. As an example, consider the galaxy with ID 1655 in 
181 MHN ( z sys = 4 . 474), which yields C j ( > 25 Å) ∼ 60 per cent ,
 j ( > 50 Å) ∼ 89 per cent , and C j ( > 75 Å) ∼ 93 per cent . 
This analysis allows us to examine the completeness of our sample 

nd technique as a function of galaxy properties. We calculate the 
verage completeness for our sample in bins of redshift and M UV ,
xcluding galaxies for which our completeness analysis returned 
0 Note that this slope is different from βUV , see Section 3.1 . 

w  

g

i  
 j ( > 25 Å) = 0. As shown in Fig. 12 , the completeness increases
ith REW Ly α for nearly all bins. The completeness decreases 

trongly with M UV , with C � 50 per cent for the UV-faint bin. Since
he majority of our sources lie in the −20 . 25 < M UV < −18 . 75 bin,
ur average completeness is ∼ 50 − 80 per cent . 

.2.2 Ly α fraction determination 

he Ly α fraction for each redshift bin ( z i , e.g. 4 . 5 < z < 5 . 5) and
EW Ly α bin (e.g. REW lim 

= 25 Å) is then e v aluated as: 

 Ly α( z i , REW > REW lim 

) = 

N det ( > REW lim 

) ∑ N obs 
j C j ( > REW lim 

) 
, (11) 

here N det ( > REW lim 

) is the subset of these galaxies with a detected
EW Ly α greater than REW lim 

and N obs is the total number of 
bserved galaxies that meet the z and M UV requirements. Because 
he completeness factor is bound between zero and unity, this form
f X Ly α will al w ays be equal to or greater than the form lacking a
ompleteness correction. For this calculation, we exclude galaxies 
here M UV was not measurable from the R100 spectra, as well as
alaxies with C j ( > REW lim 

) = 0. 
The resulting evolution of Ly α fraction with redshift is shown 

n Fig. 13 , along with values from literature (Stark et al. 2010 ;
MNRAS 536, 2355–2380 (2025) 
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Figure 13. Fraction of observed galaxies detected in Ly α emission with REW Lyα > 25 Å (left), REW Lyα > 50 Å (centre), and REW Lyα > 75 Å (right). Our 
derived fractions are shown as red stars, while fractions from literature are shown by coloured markers (Stark et al. 2010 ; Stark et al. 2011 ; Ono et al. 2012 ; 
Schenker et al. 2012 ; Pentericci et al. 2014 , 2018 ; Schenker et al. 2014 ; De Barros et al. 2017 ; Mason et al. 2018a , 2019 ; Jones et al. 2024 ; Nakane et al. 2024 ; 
Napolitano et al. 2024 ; Tang et al. 2024a , b ). Points are shifted in redshift for clarity. The REW Ly α> 25 Å points of Jones et al. ( 2024 ) were affected by low 

completeness, so we display them with low opacity. For the central panel, note that Stark et al. ( 2011 ) and Ono et al. ( 2012 ) used a REW Ly α limit of > 55 Å. 
The Ly α fractions calculated by excluding the eight galaxies in possible galaxy o v erdensities (see Section 2.2 ) are depicted by low-opacity red stars. 
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tark et al. 2011 ; Ono et al. 2012 ; Schenker et al. 2012 ; Pentericci
t al. 2014 ; Schenker et al. 2014 ; De Barros et al. 2017 ; Mason
t al. 2018a , 2019 ; Pentericci et al. 2018 ; Jones et al. 2024 ; Nakane
t al. 2024 ; Napolitano et al. 2024 ; Tang et al. 2024a , b ). For this
omparison, we exclude some Ly α fractions derived only using UV-
right galaxies ( M UV < −20 . 25; Curtis-Lake et al. 2012 ; Cassata
t al. 2015 ; Furusawa et al. 2016 ; Stark et al. 2017 ; Yoshioka
t al. 2022 ; Fu et al. 2024 ), as these are found to have systematic
ifferences (e.g. Stark et al. 2011 ; Pentericci et al. 2014 , 2018 ). To
 v oid o v ercro wding of the figure, we also do not include all av ailable
tudies (e.g. Mallery et al. 2012 ; Treu et al. 2013 ; Caruana et al. 2014 ;
ilvi et al. 2014 ; Fuller et al. 2020 ; Kusakabe et al. 2020 ; Goovaerts
t al. 2023 ). The fractions for Tang et al. ( 2024a , b ) are derived
y integrating their best-fitting REW Ly α distributions. We note that
apolitano et al. ( 2024 ) presents Ly α fractions derived using multiple
ata sets (i.e. JADES and CEERS). For each redshift bin, we include
heir result with the largest sample size with o v erdensity correction, if
vailable. 

For most data sets, there is a clear increase in X Ly α from z = 4 to
 = 6 and a decrease for z > 6, due presumably to enhanced IGM
bsorption. Ho we ver, a clear spread in values is present for each
edshift bin (likely due to changes in stellar populations and ISM
roperties). Our X Ly α values for 4 < z < 6 . 5 are lower than those of
rchi v al studies that used DEIMOS on Keck (i.e. Stark et al. 2010 ;
tark et al. 2011 ), but are comparable to other JWST studies (i.e.
apolitano et al. 2024 ; Tang et al. 2024a ) as well as a study that used

he FOcal Reducer/low dispersion Spectrograph 2 (FORS2) on the
ery Large Telescope (VLT; De Barros et al. 2017 ). 
As one of the first redshift bins containing galaxies in the EoR,

he Ly α fraction at 6 . 5 < z < 7 . 5 has been very well explored. Our
ractions are in agreement with the other results. We previously found
hat some of the Ly α emitting galaxies in the 7 . 5 < z < 8 . 5 bin may
ie in galaxy o v erdensities (see Section 2.2 ). Since these may trace
egions of increased Ly α transmission (e.g. Ouchi et al. 2010 ), we
lso estimate the Ly α fraction when these galaxies are excluded (see
aint red stars in Fig. 13 ). This results in lower X Ly α values, but not
ignificantly (i.e. < 1 σ ). The highest redshift bin (8 . 5 < z < 9 . 5)
as not yet been well explored, but our low fraction agrees with the
ndings of Tang et al. ( 2024b ). 
NRAS 536, 2355–2380 (2025) 
To summarize, our derived Ly α fractions imply a similar evolution
s previous studies: an increase from early times ( z ∼ 9 . 5) to the end
f the EoR (between 5 . 5 < z < 6 . 5), followed by a decrease to z ∼ 4.
e briefly note that proper constraints on X Ly α require knowledge

f the effects of cosmic variance, selection effects, and observational
iases. The JADES surv e y is well-suited to the disco v ery of LAEs,
ut due to its relatively small survey area (i.e. the GOODS fields) and
he pre-selection of sources to be observed with the NIRSpec MSA,
e may be affected by these effects. Future studies including more
elds will correct this effect, but they must also take completeness

nto account. 

.3 Neutral hydrogen fraction 

he evolution of the neutral hydrogen fraction is key to the study
f the EoR, as it directly traces the process of reionization. A
umber of studies have constrained this evolution using different
echniques, including DW modelling (e.g. Ďuro v ̌c ́ıko v ́a et al. 2024 ;
pina et al. 2024 ; Umeda et al. 2024 ), detailed reionization sim-
lations (e.g. Morales et al. 2021 ; Asthana et al. 2024 ; Bhagwat
t al. 2024b ; Mukherjee, Dey & Pal 2024 ), and analysis of Ly α
ractions (e.g. Ono et al. 2012 ; Furusawa et al. 2016 ; Mason et al.
018b ; Jones et al. 2024 ). While a general evolution from X HI = 1
t z � 9 to X HI ∼ 0 at z ∼ 6 is observed, the exact evolution of
his fraction for z ∼ 6 − 9 is not yet well constrained. Here, we
ombine our Ly α fractions with the model outputs of Dijkstra,
esinger & Wyithe ( 2011 ) to place constraints on the neutral fraction

t z ∼ 7. 
The model originally created in Dijkstra et al. ( 2011 ) was built on

he assumption that the evolution of the Ly α fraction between z = 7
nd z = 6 (a period of ∼ 170 Myr) is predominately dictated by a
hanging neutral fraction ( X HI ). While the intrinsic distribution of
EW Ly α may also evolve due to changes in galaxy population prop-
rties (e.g. metallicity, ISM conditions), the small time-scale between
hese redshifts makes this assumption reasonable. In addition, they
ssume that the REW Ly α distribution at z = 6 may be described by
n exponential with scale length REW Ly α, c = 50 Å. Further studies
sing additional observations (e.g. Pentericci et al. 2018 ; Nakane
t al. 2024 ) determined that REW Ly α, c was lower ( ∼ 30 − 40 Å). 
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Figure 14. Cumulative distribution for REW Ly α at z ∼ 7 using galaxies with 
−20 . 25 < M UV < −18 . 75. Each solid line shows the expected distribution 
for a model with N HI = 10 20 cm 

−2 , a wind speed of 200 km s −1 , and an 
assumed intrinsic REW Ly α distribution scale length of 30 Å, but with a 
different neutral fraction (Nakane et al. 2024 ). Estimates from the literature 
(Ono et al. 2012 ; Schenker et al. 2012 ; Pentericci et al. 2014 , 2018 ; Mason 
et al. 2018a ; Nakane et al. 2024 ; Napolitano et al. 2024 ) are shifted by 1 Å
for visibility. 
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This model was recently utilized by Nakane et al. ( 2024 ), who
ssumed N HI = 10 20 cm 

−2 and outflow speed v wind = 200 km s −1 

nd restricted the galaxy sample to those with −20 . 25 < M UV <

18 . 75. As part of their results, they include a set of REW Ly α

istributions for different values of REW Ly α, c and X HI ( z = 7). 
In order to investigate the neutral fraction at z ∼ 7, we isolate

ll galaxies between 6 . 5 < z < 7 . 5 and enforce the same M UV 

ut as other works ( −20 . 25 < M UV < −18 . 75). Using the M UV -
ependent parametrization of Mason et al. ( 2018a ), 11 this M UV range
orresponds to REW Ly α, c ∼ 31 − 32 Å. We convert the REW Ly α

DFs of Nakane et al. ( 2024 ) for REW Ly α, c = 30 Å to CDFs,
nd compare our completeness-corrected X Lyα( z = 7) cumulative 
istribution with these model outputs and a set of literature values 
n Fig. 14 . The values of our sample are in agreement (i.e. � 2 σ
iscrepancy) with the other values, as previously seen in Fig. 13 . 
Next, we estimate X HI using the sets of measurements in Fig. 

4 . Each X Ly α value and its uncertainties represents a probability 
istribution of P ( > REW Ly α, lim 

) for REW Ly α, lim 

∈ [25 , 50 , 75] Å,
hile the model grid of Nakane et al. ( 2024 ) may be used to convert
 ( > REW Ly α, lim 

) into a distribution of X HI for each REW Ly α, lim 

alue. The combination of these distributions for our data results in 
n estimate of X HI = 0 . 64 + 0 . 13 

−0 . 21 for our −20 . 25 < M UV < −18 . 75
ample. If we instead use the model outputs of Pentericci et al.
 2014 ), which assumes REW Ly α, c = 50 Å, then we find a higher
alue ( X HI = 0 . 89 + 0 . 04 

−0 . 06 ; see Appendix E ). 
To put this result in context, we compare our best-fitting X HI 

alue to those of literature in Fig. 15 . While there are a multitude
f estimates that have been made over the last decades, there are a
1 REW Ly α, c = 31 + 12 tanh [ 4( M UV + 20 . 25) ] Å

a
 

s

e w illustrati ve boundaries. The first is composed of the conserv ati ve
pper limits at 5 . 5 � z � 6 . 7 based on studies of dark pixels in Ly α
nd Ly β forests (e.g. McGreer et al. 2015 ; Jin et al. 2023 ), which
onstrain the end of the EoR. We may also consider the constraints of
wo different models (Finkelstein et al. 2019 ; Naidu et al. 2020 ). The
ormer charts the progress of reionization if the budget of reionising
hotons is primarily supplied by UV-faint ( M UV > −15) galaxies,
hile reionisation in the latter model is dominated by UV-bright 
bjects ( M UV < −18; ‘olig archs’). Reg ardless of the method used,
ost observations result in X HI estimates that fall between these 

wo models. Our value of X HI ( z = 7) = 0 . 64 + 0 . 13 
−0 . 21 is in agreement

ith those of other studies, which predict a value of ∼ 0 . 5 at z = 7
e.g. Mason et al. 2018a ; Greig et al. 2022 ; Ďuro v ̌c ́ıko v ́a et al. 2024 ;
akane et al. 2024 ; Tang et al. 2024b ). 

 C O N C L U S I O N S  

sing the rich JWST /NIRSpec data set of the full JADES surv e y,
e have searched for Ly α emission in a sample of 795 galaxies at
 . 0 < z < 14 . 3, resulting in the detection of 150 LAEs spanning the
nd of the EoR to nearly cosmic dawn (4 . 0 < z < 13 . 1). Due to
he construction of the JADES surv e y, galaxies in our sample are
istributed across the GOODS-N and GOODS-S fields, with LAEs 
etected o v er a wide range of M UV (from −16 to −21). 

The low-resolution R100 data allowed for estimates of the un- 
erlying continuum emission, while the wide wavelength coverage 
 λobs = 0 . 6 − 5 . 3 μm) permitted the detection of rest-optical lines
e.g. [O III ] λλ4959 , 5007, H α). Most galaxies also benefit from
igher resolution R1000 data, which open a more detailed window 

nto the fluxes of each line and the velocity offset of Ly α. The
esulting line and continuum properties were analysed to characterize 
his unique sample of galaxies. 

Similarly to previous works, our data show a positive relation 
etween REW Ly α and M UV across a range of redshifts. While this 
orrelation was proposed to be the result of sensitivity effects (i.e. a
ack of galaxies with faint Ly α and continuum emission; Jones et al.
024 ), we still find a strong correlation in each redshift bin using our
arge sample that includes deep observations. Thus, the correlation 
s likely physical. 

We calculate the Ly α escape fraction of our sample using R1000
ata and calculating the intrinsic Ly α flux using the observed H β

ux (see Appendix C4 for discussion of this assumption). This value
hows a strong positive correlation with REW Ly α (in agreement with 
.g. Roy et al. 2023 ). There is a strong ne gativ e correlation between
 

Ly α
esc and redshift ( z ∼ 5 . 5 − 9 . 5), which may reflect IGM evolution
uring the EoR. 
To explore the reionizing properties of individual galaxies, we 

xamine the relation between Ly α velocity offset and f Ly α
esc , which

ho ws a negati ve correlation. For galaxies in the EoR, Ly α near
he systemic redshift will be absorbed or scattered from the line of
ight, and only Ly α at high relative velocities will be able to escape.
s the galaxies ionize their surroundings, a lower velocity offset 

s required. Thus, this ne gativ e correlation also represents a direct
racer of reionisation on the galaxy scale. 

All REW Ly α measurements (both detections and upper limits) are 
hen combined with the Bayesian framework of Mason et al. ( 2018a )
o constrain the IGM transmission of Ly α ( T IGM 

) between z = 6 − 14
s a function of T IGM 

( z ∼ 5). We find a similar evolution as Tang
t al. ( 2024b ): a decrease of ∼ 50 per cent between z = 5 − 7, and
 further decrease of ∼ 20 per cent between z = 7 − 12. 

Using the observed properties of our galaxies, and a set of mock
pectra, we determine the REW Ly α completeness of our sample and 
MNRAS 536, 2355–2380 (2025) 
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M

Figure 15. Comparison of X HI values derived through diverse methods. Our value, as derived through a comparison of the observed X Lyα distribution to the 
model grid of Pentericci et al. ( 2014 ), is shown as a large black star. We include the results of two reionization models (Finkelstein et al. 2019 ; Naidu et al. 2020 ), 
a detailed CMB study (Planck Collaboration VI 2020 ), Ly α and Ly β forest observations (McGreer et al. 2015 ; Zhu et al. 2022 ; Jin et al. 2023 ; Spina et al. 2024 ; 
Zhu et al. 2024 ), LAE observations (Schenker et al. 2014 ; Mason et al. 2018a ; Hoag et al. 2019 ; Mason et al. 2019 ; Bolan et al. 2022 ; Jones et al. 2024 ; Nakane 
et al. 2024 ; Tang et al. 2024b ), Ly α damping wings of star forming galaxies (Curtis-Lake et al. 2023 ; F ause y et al. 2024 ; Hsiao et al. 2024 ; Umeda et al. 2024 ) 
and QSOs (Greig et al. 2017 ; Ba ̃ nados et al. 2018 ; Davies et al. 2018 ; Greig, Mesinger & Ba ̃ nados 2019 ; Ďuro v ̌c ́ıko v ́a et al. 2020 ; Wang et al. 2020 ; Yang et al. 
2020 ; Greig et al. 2022 ; Ďuro v ̌c ́ıko v ́a et al. 2024 ), Ly α luminosity functions (Ouchi et al. 2010 ; Konno et al. 2014 ; Zheng et al. 2017 ; Inoue et al. 2018 ; Konno 
et al. 2018 ; Goto et al. 2021 ; Morales et al. 2021 ; Ning et al. 2022 ), and LAE clustering (Ouchi et al. 2010 ; Sobacchi & Mesinger 2015 ; Ouchi et al. 2018 ). 
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nalysis technique. Instead of completeness at a given REW Ly α

alue, we are interested instead in the completeness for all values
bo v e a REW Ly α limit, and thus adopt a previously found REW Ly α

istribution (Tang et al. 2024a ) in our deri v ation. This analysis
eveals that our completeness increases from ∼ 50 per cent for
EW Ly α> 25 Å to ∼ 70 per cent for REW Ly α> 75 Å across most

edshift and M UV bins. We strongly recommend implementing
ompleteness analyses for future works investigating Ly α emission
n large JWST data sets, as its exclusion introduces a non-trivial bias
n the results. 

A completeness correction is applied to the sample to create Ly α
raction distributions: X Ly α( z). We find that X Ly α increases between
 = 4 − 6 and decreases at higher redshifts, in line with other works.
 non-zero X Ly α( z ∼ 8) is found, which we verify is not biased by
bserving galaxy o v erdensities. 
The X Ly α( z = 7) values are combined with the model of Nakane

t al. ( 2024 ) to place a constraint on X HI ( z = 7) = 0 . 64 + 0 . 13 
−0 . 21 .

pplying the same method to Ly α fractions from other works
esults in similar X HI values. This is placed in context with other
 HI ( z ∼ 5 . 3 − 13 . 5) values, where it is made clear that our hydrogen

eutral fraction is comparable to most values derived in other works.
By exploiting the large data set of JADES, we hav e unv eiled a

umber of new LAEs spanning a wide range of intrinsic properties
nd cosmic epochs. Ongoing and future investigations will detail
ndividual LAEs, and this sample will be combined with other large
urv e ys to shine light on the remaining mysteries of the EoR. 
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PPENDI X  A :  M UV LIMIT  DI STRI BU TI ON  

hroughout this work, the rest-UV magnitude M UV is estimated
irectly from our JWST /NIRSpec R100 spectra. While these data are
ensitive to the strength and shape of the rest-UV continuum (e.g.
opping et al. 2024 ), our sample features two types of diversity that
inder M UV measurement: intrinsic UV brightness and observation
epth. As seen in Fig. 5 , our measured M UV values extend over
 range of δM UV ∼ 5 magnitudes, including both UV-luminous and
aint galaxies (e.g. Stark et al. 2017 ). In addition, the JADES data
et may be separated into a deep and medium tier (see Table 1 ), with
 ∼ 1 magnitude difference in sensitivity between the deepest and
hallo west observ ations. 

With this sample properties in mind, we consider the possibility
hat our M UV measurement technique introduces a bias towards UV-
right galaxies. The distribution of our M UV values (separated into
easurements and upper limits) as a function of systemic redshift is

hown in Fig. A1 . It is clear that majority of the galaxies have reliable
 UV estimates ( ∼ 85 per cent of the sample). Most of the upper

imits are fainter than M UV = −18 . 75, but we are able to measure
 UV for some galaxies below this threshold. This demonstrates that

or the primary M UV range of interest ( −20.25 < M UV < −18.75),
e are able to measure M UV well for most of our galaxies. 

PPENDI X  C :  FIT  QUA LITY  VERI FI CATIO N  

1 R100–R1000 comparison 

ecause the R100 and R1000 fits were performed separately, we
ay directly compare the best-fitting integrated line flux for multiple

trong emission lines (Fig. C1 ). For [O III ] λ4959 and H β, the R1000-
ased fluxes are ∼ 10 per cent larger. This agrees with the findings
f Bunker et al. ( 2024 ), who used NIRCam comparisons to suggest
hat the R100-based fluxes may be more accurate. 

In a curious reversal, we find that the R100-based estimates
f [N II ] λ6548 flux (of which there are not many 3 σ detections)
re lower than the R1000-based estimates. When comparing the
100- and R1000-based fluxes for H α alone, excellent agreement
 < 1 per cent de viation) is found. Ho we ver, when the combined
N II ]–H α flux of the R1000 fit is compared to the H α flux of the
100 fit, we find a similar ∼ 14 per cent deviation in slope as in the
ther strong lines. This suggests that [N II ] λ6548 and [N II ] λ6584 are
lended with H α in the R100 spectra, and our R100-based H α flux
ncompasses the full [N II ]–H α complex. 

http://dx.doi.org/10.3847/1538-4357/ab7cc9
http://dx.doi.org/10.3847/1538-4357/ad38c2
http://dx.doi.org/10.1051/0004-6361/202449644
http://arxiv.org/abs/2408.13312
http://arxiv.org/abs/2407.14201
https://doi.org/10.5281/zenodo.11813
http://dx.doi.org/10.3847/1538-4357/ac4268
http://dx.doi.org/10.1088/2041-8205/804/2/L30
http://dx.doi.org/10.1088/0004-637X/744/2/83
http://dx.doi.org/10.1088/0004-637X/723/1/869
http://dx.doi.org/10.1093/pasj/psx074
http://dx.doi.org/10.1088/0004-637X/793/2/113
http://dx.doi.org/10.1051/0004-6361/201732465
http://dx.doi.org/10.1051/0004-6361/201833910
http://dx.doi.org/10.1051/0004-6361/201628897
http://dx.doi.org/10.1088/0004-637X/806/2/259
http://dx.doi.org/10.3847/1538-4357/aaa3e7
http://dx.doi.org/10.3847/1538-4357/abb674
http://dx.doi.org/10.1088/1538-3873/acac53
http://dx.doi.org/10.48550/arXiv.2403.07103
http://dx.doi.org/10.3847/1538-4357/ad463d
http://dx.doi.org/10.3847/2041-8213/acdbce
http://dx.doi.org/10.3847/1538-4357/aabf3c
http://dx.doi.org/10.1051/0004-6361/202346245
http://dx.doi.org/10.1051/0004-6361/202347132
http://arxiv.org/abs/2411.14532
http://dx.doi.org/10.1088/0004-637X/795/1/20
http://dx.doi.org/10.1088/0004-637X/744/2/179
http://dx.doi.org/10.1086/313388
http://dx.doi.org/10.1088/0004-637X/788/1/74
http://dx.doi.org/10.1093/pasj/psx107
http://dx.doi.org/10.1093/mnras/stv1751
http://dx.doi.org/10.1051/0004-6361/201833075
http://dx.doi.org/10.3847/0004-637X/826/2/113
http://dx.doi.org/10.1051/0004-6361/202450798
http://dx.doi.org/10.1046/j.1365-8711.2003.06546.x
http://dx.doi.org/10.1086/383531
http://dx.doi.org/10.1093/mnras/stv2661
http://dx.doi.org/10.1093/mnras/stw2233
http://dx.doi.org/10.1111/j.1365-2966.2010.17227.x
http://dx.doi.org/10.1088/2041-8205/728/1/L2
http://dx.doi.org/10.1146/annurev.aa.18.090180.002541
http://arxiv.org/abs/2404.02194
http://dx.doi.org/10.1093/mnras/stad2763
http://dx.doi.org/10.1093/mnras/stae1338
http://dx.doi.org/10.3847/1538-4357/ad7eb7
http://dx.doi.org/10.1051/0004-6361/202450375
http://dx.doi.org/10.1088/0004-637X/794/1/5
http://dx.doi.org/10.3847/2041-8213/ab75ec
http://dx.doi.org/10.1093/mnras/stae800
http://dx.doi.org/10.1051/0004-6361/202450318
http://dx.doi.org/10.1088/2041-8205/775/1/L29
http://dx.doi.org/10.3847/1538-4357/ad554e
http://dx.doi.org/10.1088/2041-8205/730/2/L35
http://dx.doi.org/10.1051/0004-6361/201731586
http://dx.doi.org/10.1038/s41592-019-0686-2
http://dx.doi.org/10.3847/1538-4357/ab8c45
http://dx.doi.org/10.1088/0004-6256/145/1/4
http://arxiv.org/abs/2408.16608
http://dx.doi.org/10.1051/0004-6361/202347176
http://dx.doi.org/10.1093/mnras/stae2535
http://dx.doi.org/10.3847/1538-4357/acac9d
http://dx.doi.org/10.1038/s41550-023-02179-3
http://dx.doi.org/10.1093/pasj/psz024
http://dx.doi.org/10.3847/2041-8213/ab9c26
http://dx.doi.org/10.3847/1538-4357/ac4b5d
http://dx.doi.org/10.3847/2041-8213/aa794f
http://dx.doi.org/10.3847/1538-4357/ac6e60
http://dx.doi.org/10.1093/mnrasl/slae061


JADES: Measuring reionization with Ly α 2373 

F
(  

r  

d  

o

 

s
W  

t  

D  

r
w

C

F  

s  

[  

H  

l  

c
 

t
w
H  

(  

w  

T
R

C

A
w  

t  

a  

I  

f

l  

t  

p  

L  

e 
- 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/536/3/2355/7914324 by U
niversity of H

ertfordshire user on 28 January 2025
igure A1. M UV (from NIRSpec R100 spectra) versus systemic redshift 
based on rest-frame optical lines) for our sample. Sources where M UV is
obustly measured from the observed R100 spectrum are shown by purple
iamonds, while sources where M UV is not well determined are shown by
range triangles. 

The upper right panel of Fig. C1 instead presents the difference in
pectroscopic redshift as derived from the R100 and R1000 spectra. 
e find a best-fitting offset of �z ∼ 0 . 005, which is consistent with

he median offset presented by Bunker et al. ( 2024 ; 0.00388) and
’Eugenio et al. ( 2024 ; 0.0042). Thus, while the R100 and R1000

esults are in approximate agreement, the disagreements in flux and 
avelength suggest that they should be analysed separately. 

2 Grating redshift reliability 

or each galaxy, we perform up to four separate fits: the full R100
pectrum, the R1000 data around Ly α, the R1000 data around the
O III ] λλ4959 , 5007–H β complex, and the R1000 data around the
 α–[N II ] λλ6548 , 6584 complex. These fits reveal that the resulting

ine fluxes and redshifts are in agreement (with the exception of
alibration-le vel of fsets, see Section C1 ). 

Ho we ver, it is also possible that the results from each of the
hree R1000 gratings may yield different results. To inspect this, 
e consider the redshifts derived from the [O III ] λλ4959 , 5007–
 β complex (G235M) and the H α–[N II ] λλ6548 , 6584 complex

G395M). As shown in Fig. C2 , these redshifts are in great agreement,
ith an average deviation of only | δz| = 0 . 00005, or < 5 km s −1 .
hus, we do not find significant differences in redshifts from different 
1000 gratings. 

3 Ly α velocity offset measurement 

s discussed in Section 3.2 , we measure the velocity offset of Ly α
ith respect to the redshift of the rest-optical lines in tw o w ays:

he centroid wavelength of a best-fitting Gaussian model ( �v Ly α, G )
nd the brightest pixel within [ −500,1000] km s −1 of Ly α ( �v Ly α, P ).
n Fig. C3 , we show the difference between these velocities as a
unction of �v Ly α, P . 

Ideally, these two velocities would always agree, resulting in a 
ine of slope 0. But we find that �v Ly α, G > �v Ly α, P for the bulk of
he galaxies. This is expected from simulations of how Ly α emission
rofiles are affected by IGM absorption (e.g. Mason et al. 2018a ).
y α is intrinsically shifted to the red, and the blue edge is preferably
nding approach, and this difference correlates with asymmetry. 
ecause lines with lower �v have more absorption and feature 
igher asymmetry, it is expected that �v Ly α, G > �v Ly α, P for sources
ith low �v Ly α, P , and that this difference decreases with increasing
v Ly α, P . This is what we observe. 

4 Ly α escape fraction calculation 

y fitting the R100 and R1000 spectra, we have up to two estimates
f the fluxes of Ly α, H α, and H β (i.e. from the R100 and R1000 fits),
s well as a single estimate of the flux of the continuum underlying
he Ly α line (i.e. from the R100 fit). These may be used to determine
wo estimates of REW Ly α: REW Ly α, R100 and REW Ly α, R1000 , where 
oth use the same R100-based continuum value. In addition, we may
alculate eight versions of f Ly α

esc : using the Ly α/H α or Ly α/H β ratio
see Section 3.2 ), including a dust correction based on the measured
( B − V ) or not (denoted DC or No DC, respectively), and using

alues from the R100 or R1000 fits. 
To examine these quantities further, we isolate a subsample of 

alaxies with both measures of REW Ly α and all eight measures of 
 

Ly α
esc (i.e. detections of Ly α, H α, and H β in R100 and R1000) and
lot f Ly α

esc as a function of REW Ly α in Fig. C4 . This comparison
mmediately yields several useful findings. First, the application of 
 dust correction (which is assumed to be identical for the Balmer
ines and Ly α) shifts some escape fractions to high values. Some of
hese fractions are shifted to non-physical values of > 100 per cent,
uggesting that an incorrect dust correction was applied. Some 
tudies have found that Ly α and H α are extincted differently due
o the resonant nature of Ly α (e.g. Roy et al. 2023 ; Be gle y et al.
024 ; Choustikov et al. 2024 ), implying that different corrections
re needed. This may also be an effect of our assumptions of case
 recombination rather than case A, or our use of the Calzetti et al.
 2000 ) law rather than others (e.g. Salim, Boquien & Lee 2018 ;
eddy et al. 2020 ). 
The most crucial finding here is that all four non-dust corrected

scape fractions show the same positive correlation. Throughout the 
nalysis of the main text we consider the f Ly α

esc value derived from
he R1000 data using the Ly α/H β ratio with no dust correction, and
he associated R1000-based REW Ly α . This is driven by our ability 
o detect H β in our data out to higher redshifts, uncertainty in the
pplicability of our applied dust correction, and the higher spectral 
esolution of the R1000 data. 

PPENDI X  D :  FITSMAP  E X T R AC T  

PPENDI X  E:  ALTERNATE  X HI ESTIMATE  

n Section 5.3 , we combined our observed REW Ly α distribution at 
 . 5 < z < 7 . 5 with the model outputs presented by Nakane et al.
 2024 ) to place an estimate on X HI ( z ∼ 7). This model was chosen
or its assumption of a physically moti v ated intrinsic REW Ly α

istribution with REW Ly α, c = 30 Å. Here, we demonstrate that the 
se of a model with a more top-heavy REW Ly α distribution results 
n a higher estimated X HI ( z ∼ 7). 

In Fig. E1 , we plot our REW Ly α CDF at z ∼ 7, but include the
odel grid of Pentericci et al. ( 2014 ). This model is nearly identical

o that of Nakane et al. ( 2024 ), but features an intrinsic REW Ly α

istribution with REW Ly α, c = 50 Å. This yields a best-fitting X HI =
absorbed, resulting in red wings. A symmetric Gaussian fit to thes
profiles returns a more positive centroid velocity than the peak
fi
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M

Figure C2. Comparison of redshifts derived from the [O III ] λλ4959 , 5007–
H β complex (G235M) and the H α–[N II ] λλ6548 , 6584 complex (G395M). 
LAEs and non-LAEs are shown with red and blue outlines, respectively. The 
average deviation is listed. 

0 . 89 + 0 . 04 
−0 . 06 , which is ∼ 2 σ higher than the estimate using the Nakane 

et al. ( 2024 ) model grid. 
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igure C1. Comparison of line fluxes and spectroscopic redshifts for fits to R100 and R1000 data. We compare fluxes for Ly α, H β, [O III ] λ4959, H α, and 
N II ] λ6548. In addition, we compare the flux of H α from the R100 data to the combined [N II ]–H α flux of the R1000 fit. The upper right panel shows the 
ifference in spectroscopic redshift derived from the R100 and R1000 data. LAEs and non-LAEs are shown with red and blue outlines, respectively. In each 
anel, a best-fitting line and its slope (for line flux comparisons) or offset (for redshift comparison) is listed. 
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Figure C3. Comparison of Ly α velocity offset derived using two methods: 
from the centroid of the best-fit Gaussian model ( �v Ly α, G ), and from the 
highest-flux wavelength within [ −500, + 1000] km s −1 of Ly α ( �v Ly α, P ). 
The best-fitting correlation is shown by a dashed line. 
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Figure D1. RGB image ( > 3 μm, 2 − 3 μm, < 2 μm, respectively) created 
using JWST /NIRCam data from JADES observations. The map is centred at 
RA = 53.1374136 ◦, Dec = -27.7652120 ◦, and a 0 . 15 arcsec scale bar is shown 
to the lower left corner. Retrieved from FitsMap (Hausen & Robertson 2022 ): 
https:// jades.idies.jhu.edu/ ?ra=53.1374139&dec=-27.7652125&zoom = 12 . 

Figure C4. Ly α escape fraction as a function of REW Ly α for a single sample. The upper row shows results from the R100 data, while the lo wer ro w sho ws 

the R1000 results. In the left four plots, f Ly α
esc is derived by comparing the observed and intrinsic Ly α/H α flux ratio, while the right four plots use the intrinsic 

Ly α/H β flux ratio. The first and third include dust correction, while the second and fourth do not. Points are coloured by redshift. 
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Figure E1. Cumulative distribution for REW Ly α at z ∼ 7 using galaxies with 
−20 . 25 < M UV < −18 . 75, as in Fig. 14 . Each solid line shows the expected 
distribution for a model with N HI = 10 20 cm 

−2 , a wind speed of 200 km s −1 , 
and an assumed intrinsic REW Ly α distribution scale length of 50 Å, but with a 
different neutral fraction (Pentericci et al. 2014 ). Estimates from the literature 
(Ono et al. 2012 ; Schenker et al. 2012 ; Pentericci et al. 2014 , 2018 ; Mason 
et al. 2018a ; Nakane et al. 2024 ; Napolitano et al. 2024 ) are shifted by 1 Å
for visibility. 
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