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Abstract— This work proposes an initial memory model for a
long-term artificial companion, which migrates among virtual
and robot platforms based on the context of interactions with
the human user. This memory model enables the companion to
remember events that are relevant or significant to itself or to
the user. For other events which are either ethically sensitive
or with a lower long-term value, the memory model supports
forgetting through the processes of generalisation and memory
restructuring. The proposed memory model draws inspiration
from the human short-term and long-term memories. The
short-term memory will support companions in focusing on
the stimuli that are relevant to their current active goals within
the environment. The long-term memory will contain episodic
events that are chronologically sequenced and derived from the
companion’s interaction history both with the environment and
the user. There are two key questions that we try to address
in this work: 1) What information should the companion
remember in order to generate appropriate behaviours and
thus smooth the interaction with the user? And, 2) What
are the relevant aspects to take into consideration during the
design of memory for a companion that can have different
types of virtual and physical bodies? Finally, we show an
implementation plan of the memory model, focusing on issues of
information grounding, activation and sensing based on specific
hardware platforms.

. INTRODUCTION

Memory is essential to any social being. The same a

gument applies to artificial companidnthat could estab-

lish long-term relationships with human users. One usu

tools. Hence, we believe that memory is vital if the artificial
companion is to be capable of learning and adapting itself
to the environment.

Modelling a human-like memory has always fascinated Al
researchers and led to various memory models contributing
to the understanding of human cognition [2]. In the earlier
years, modelling the major characteristics of these memories
allowed intelligent programs to remember situations as cases
and, most importantly, extracting reasoning rules from these
cases stored in a database to extract (see [3] for an overview).
‘Scripts’ from Schank and Abelson [4], also captures two
important aspects of human memory in the perspective of
developmental psychology for it represents everyday events
and activities, and it has social and cultural components. In
particular, recent research emphasising the role of episodic
memory on a coghnitive robot [5] and on simulated agent [6],
[7] architectures have achieved fruitful results through the
learning of temporally sequenced episodes/events, or remem-
bering the ‘significance’ of events (through creating impact
to agent’s internal states).

In addition to modelling the cognitive aspect of human
memory, the embodiment of an artificial companion must
also be taken into account while developing the memory ar-
ghitecture. Nowadays artificial companions can be embodied
in real social environments with different types of innovative

Iechnologies (e.g. physical robots, social toys or graphical

problem in the interaction with artificial companions is thasSynthetic characters) with which users can interact daily. This
users tend to lose interest rapidly due to lack of jife'had led to research in which an artificial companion can

and unmet expectations of the companion’s intelligence arfgigrate seamlessly among these potentially useful platforms
responsiveness. User motivation for interaction decreasisOrder to maintain the best companionship with the user,
with time as companions continue to perform pre-defineffdUcing the user's cognitive load in adapting him/herself
rigid sets of repetitive behaviours, leading to user frustratiot®ards these technologies [8], [9].

This problem must be tackled in order to prolong and _Eollowmg these research directions, ht_a_re_ we propose an
produce a more engaging and natural interaction betwedptial memory model for a long-term artificial companion
the artificial companion and the user. From the perspecti\}Eat can potentially 1) migrate between virtual gnd rpbot!c
of social intelligent companions or agents, Dautenhahn | m_b<_)d|ments a”‘?' 2) preserve a ang—term reIatlgnsh|p \_N'th
argues that the better computational agents can meet d 9|V|dual users in 'order to prow'de.coherent interaction
human cognitive and social needs, the more familiar anffithout loss of consistency or continuity.

natural they are, and the more effectively they can be used aSThere are two key questions that we try to address in this

work. First, what information should an artificial companion
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1In this paper the general use of the term ‘artificial companion’ refers twh'Ch can have different types of virtual and phyS|caI bodies.

both virtual companions and robot companions. The rest of this paper is organised as follows: first



we will discuss relevant background research into humaspecific kind of episodic memory that contains significant
memory, specifically the nature of remembering and forge&nd meaningful personal experiences for a human being [17],
ting processes. Next we will review literatures on existing18]. The organisation of a human AM has a hierarchical
computational models of human short-term and long-termstructure, in the sense that memories of single events are
memory, in particular autobiographic memory. Followingnested within larger cognitive structures [19], [20]. Life
that we will illustrate the proposed initial memory modelevents [18] together with events associated with emotions,
for artificial companions that we are currently developing inndicate that central knowledge structures relating to the self
the LIREC project. Finally we will discuss issues relating tohave been employed in representing AM. It is believed that
the migration process allowing companions to be embodiedM serves a central function in providing the basis for social
in various virtual and robotic platforms, and the groundingnteraction, and maintenance of a dynamic self-concept as
of experiences for robot companions. well as the representation of the meaning of concepts [21].
Moreover, two features of autobiographic memory are

generally defined and accepted by researchers in psychology,
The human memory works on the basis of three differenis pointed out by Conway et al [22]:

processes. First, information from the external and internal | AMs are mental constructions of the self.

sensory system of the organism is encoded. Second, the in-, They very often feature imagery while simultaneously

formation is stored either in the short-term memory (STM) or containing abstract personal knowledge [18], [23], [24].
long-term memory (LTM), as will be further described later

in this section. Finally, the information can be remembere@. Remembering and Forgetting

or retrieved (lf it has not been forgotten). Note that it is as As a|ready Sta’[ed7 the three main activities related to
yet unclear and controversial among SCientiStS, how exacthyfemory mode”ing are: encoding, remembering and for-
human memory works [10], [11], [12]. getting [25]. Information from STM is encoded in LTM

A. Short Term Memory (STM) throug.h repgated exposure and generqllisation: Remempering
or retrieval involves recall and recognition while forgetting

Providing an interface between perception, LTM and acr'nay be caused by several processes [26].

tion, STM is a limited capacity system, which temporar- Forgetting, in particular, is essential and useful for if we

lly malr(ljtglns an_d stores information perceived fr:om bth%vere to record every bit of incoming information, we would
surrounding en\_/lronment. In recent years STM has €8fhve information overload, difficulty in organizing it and in
con&dgred an important component to modgl to enhang cusing on one piece of information at a time. Hence, a
lthe ability OII'IIa sogwarek cor:npan;]on .?r' physical LObOt Shumber of theories of forgetting have been developed by
earn new skills and tasks through utilising past short-terfe, s cientists and psychologists, which aim at explaining

experiences. There are two complementary approaches tﬂ?ése mechanisms, and thus why we forget. The most rel-

make use of the characteristics of STM: evant for our investigation purposes are trace or functional
« Control of attention in memory: focusing on the Moslgecay theory and repression.
relevant features of the current task and allowing for Fynctional decay theory [27] has been found to be useful
more robust behaviour in the presence of distracting G4 making quantitative predictions for human performance
irrelevant events. This was shown to be an effective wajy, dynamic task environments. It suggests that encoding and
of limiting the search space for perceptual systems [13}jecay are critical to maintaining situational awareness in an
» Utilising STM contents in similar ways to those orig- environment where tasks change continually. The cognitive
inally developed for LTM: supporting learning that system must be prepared to forget so that resources can be
generalises across different tasks. STM can retain @ncentrated on the current state of the world. The core idea
limited amount of information in a temporal sequenceyf this theory is that the most recent information must be the
for a rehearsal process to determine whether an item fgost active in memory to allow reliable and fast retrieval.
to be remembered [14], [15]. This can avoid the ‘Ouias the current task decays, retrieval becomes more difficult.
of sight, out of mind’ problem caused by immediateqowever, decay through use is minimal, in other words, the
occlusions or confusions. more active an item, the more accurately and quickly it can
B. Long-term Memory (LTM) be _retrieved _from memory. The amount of time in_vested
during encoding determines the amount of decay during use.
: . . Repression occurs when memories are unconsciously
a very long time. Informatlon stored in LTM_ can be of very locked from our awareness. It could be seen as the purpose-
different types. According to one of the existing models o ul but subconscious block of memories. These strategies

the human memory [16], LTM can be divided into declarativqgs ‘forget’ disturbing experiences have been researched in

Il. MODELS OFHUMAN MEMORY

LTM keeps a large quantity of information for potentially

a;\d procedu;al medmory. The %gclaratwe me;wq[ryb'ls forrr;:? ychoanalysis as defence mechanisms, strategies that serve
of a semantic and an episodic memory. Autoblographt protect the self from situations and emotions with which

memory (AM), which is the focus of our research, is %ne cannot cope [28]. In case of these unconscious or

2The LIREC Project (Llving with Robots and InteractivE Companions),CQnSC'o_us strategies _Of mOt'VatF'jd forggttmg, remembe.”ng’
http://iwww.lirec.org/ discussing or rehearsing memories are important techniques



to strengthen the retrieval of the suppressed or represséd Migration

memories. Similarly, forgetting details of disturbing events Some researchers have explored artificial companions that
might also be due to the fact that disturbing events are simpjy, migrate their ‘minds’ through different bodies. Ono et
less often discussed and rehearsed than positive memorieg. [31] proposed the terrompanion migratiorand they ex-

In our proposed memory model, it is envisage that aBerimentally verified the process for smooth communications
artificial companion will have the capability to remember angorveen humans and robots. In a later work, Ono and his
forget in_formation perceived from.its interaction envir.onmen[;;o”e(,ju‘:]ueS extended the design to create the ITACO system
so that it can update and adapt its memory accordingly. Bjich aims at achieving companion’s ‘ubiquitous cognition’
constantly reconstructing memory, e.g. using remembering,y qoes support a wider variety of human robot interaction
and forgetting mechanisms, the companion will be able tEHRI) contexts (e.g. in [32], [8]).
learn to behave in an appropriate way because its attentionsim”ar to the ITACO system but with the mixture of

can be focused on important information relevant t0 thGir,a| and robotic companions, companion Chameleons [33]
current interaction situation. simulates the environment and behaviours of a chameleon
and illustrates companions that migrate and mutate within

lll. ROBOTS AND VIRTUAL CHARACTERS AS and between robotic and virtual platforms.
COMPANIONS One of the important aspects of agent migration is the

So far, the idea of a robot or a virtual character companiofPility of the agent to maintain its ‘identity’. To investigate
has not been widely accepted and sometimes not evlS: Koay et al [9] carried out an experiment on the visual
considered or imagined. Several matters should be addres&g@lisation of migration process — whether the users believe
in order to facilitate long-term human interaction with virtualthat they are still interacting with the ‘same agent’ even after

or robot companions. Among these we can highlight ethicdj Migrates from a humanoid robot to a zoomorphic robot

issues, grounding problems and potential migration concer atform. ] . o ]
The memory design for companions migration remains

unexplored as the previous studies have not included the
notion of long-term interaction— therefore LTM was not

Long-term interaction with virtual or robot companions,considered as part of their research and related experiments.
which involves data storage of personal information, nat-

urally raises ethical issues as a primary concern. In a IV. RELATED WORK

previous work Vargas and collaborators [26] focused on .
what the artificial companion should and should not forget Computational models of AM have not so far adequately

and its consequences when taking into consideration ethic%ﬁrzogrn:ﬁﬁ fg; Itlsoi?ézr?r:gs]:iLg:gitnelfiz?igg inci;r?j?;edtjt;%c'
concerns. The authors suggested the creation of a mase E’:\I (200%/) sg far a comprehensive mode.l of autobig raphic
Roboethical [29] theory, which would encompass all positive = "™ ' P grap

features of each type of ethical theory. In our model wanemory has not been implemented and tested thoroughly in

attempt to follow these guidelines towards the conception o1 ori\)’ageenigi F)r;ls':)ol)tl)gfg\cl)(:sztr:?;:sl graphical companions,
a Roboethical memory. P '

In recent years, the use of temporal sequences of episodic
events has been rapidly growing in both robot and virtual
companions’ research areas. For example, by collecting rel-

The problem of grounding has been a difficult problenevant events stored in episodic memory, an exploration robot
existing in the research field of embodied Al for decadess able to reduce its state-estimate computation in localising
In the LIREC project, our main concern is what defines aiiself and building a cognitive map in a partially observable
experience for an embodied companion. office environment [34]. Also, long-term episodic memory

Any embodied companion, in particular a robot comwith attributing emotions may help a virtual robot to predict
panion, situated and acting in an environment will haveéewards from human users, thus facilitating human-robot
many sensors through which it can receive informatiofnteractions in a simple Peekaboo communication task [35].
about itself and its environment. Some of them sense theMirza et al [36] uses the concept of interaction histories,
external environment (e.g. visual, infra-red, sonar sensorslefined as the “temporally extended, dynamically constructed
while others sense the internal environment and body (e.gnd reconstructed, individual sensori-motor history of an
motor position, internal temperature sensors, gyroscopic acempanion situated and acting in its environment including
celerometers) and yet others still sense internal variables (ethe social environment”. This work is strongly inspired by
variables that simulate motivational or affective states). Alynamical systems approaches to memory and sensori-motor
number of these quantities are naturally discrete, like buttor®ordination.
and switches. However, in general the observed quantity is The current research trend towards modelling a complete
continuous and in current robotic systems the sensor mapsman episodic memory, e.g. episodic memory in Soar [6]
the continuous values into discrete observations to some lexld a generic episodic memory module [37], establishes
of precision [30]. a common structure that consists of context, contents and

A. Ethical Issues

B. Grounding Problem



outcomes/evaluation for companions to remember past exdanction. The idea is comparable to functional decay theory
riences. These models were created to focus on the followitigat suggests the most recent information is the most active

three different aspects: in memory. Some changes are required to existing induction
1. Accuracy — how relevant situations can be retrievetkarning algorithms (eg. NBC, ID3) that treat all training
from the memory examples as equally important to include a weight for the

2. Scalability — how to accommodate a large number afxamples according to its occurring time. By doing so,
episodes while not decreasing significantly the performandbe last observations become more significant for learning

of the system algorithms than the old ones. The result of experiments
3. Efficiency — how to optimise the storage and recall ofhowed an improved predictive accuracy and adaptability
memory contents of the systems that adopt learning algorithms with gradual

Brom et al [38] attempted to create a full episodicforgetting.
memory storing more or less everything happening around
the companion for the purpose of storytelling. The authors
claimed that the modelled episodic memory can answer In this section we propose our design of an initial mem-
specific questions from human users in real time regardimgyy model for migrating artificial companions. Taking into
the companion’s personal histories. With the story scenaraccount different aspects from the existing computational
which was used in their paper, this memory allowed amemory models, here we aim at addressing the adaptability
companion to describe past actions in time. Forgetting pr@f an artificial companion to preferences of the user as well
cesses were also partially implemented in their work - ims the dynamic environment, thus facilitating the long-term
the companion’s LTM records, less emotionally interestingnteraction.
records were deleted. By modelling certain features, which reflect on the general
Furthermore, previous research in [7] aimed at modellingharacteristics of human autobiographic memory and general
the psychological concept of AM computationally and in-event representation (GER), our memory model covers dif-
tegrated it into a synthetic companion architecture. Witfierent aspects of information processing from low-level to
this memory included, companions are not only capable dfigh-level for artificial companions.
recognising and ranking significant events which originate in The remainder of this section introduces the features of
the companions’ own experiences, but can also remembegch component separately and discusses in detail the low-
recall and learn from these experiences. Thus companionsvel design which supports the migrating process for this
believability can be increased and the interactivity of thenemory model.
software can be more fulfilling for the user [7]. _ .
Different types of computational memory architectures fof*: High-Level Design
Artificial Life autobiographic companions have also been de- Computationally, memory can be modelled as a succession
veloped and experimentally evaluated in other works. For aof three different stores, one for the sensory information, the
overview, see [39], [40]. These architectures include typicalecond for STM, and the last for LTM; the above described
human memory modules which are commonly acknowledggatocesses, encoding, storing, and retrieving, work on these
in psychology: short-term, long-term and positively andhree entities.
negatively categorised memories. Figure 1 shows an overview of the complete memory
Forgetting has also been adopted in many learning algoiodel. The model consists of components of LTM, STM,
rithms. Ishikawa applied structural learning with forgettingReasoning and Action Selection, Actuation and Sensing.
[41] to two of three phases: 1) learning with forgetting, To facilitate the long-term interaction between the artificial
2) hidden units clarification and 3) learning with seleccompanion and the user in scenarios within the LIREC
tive forgetting. In the first phase, connection weights arproject, the memory model needs to capture the user’s
constantly decayed so that unnecessary connections caneveryday routine activities as well as the knowledge about
eliminated and a skeletal network emerges. However, thibe environment for the processes of goal formulation and
step may result in a mean square error that is larger thascomplishment. Moreover, the enhanced LTM and STM in
that by back propagation learning. Therefore, in the learningur model are able to cope with ‘organic’ developmental
with selective forgetting phase, only the connection weighfgrocesses, such as learning new behaviour and attributing
whose absolute values are below a certain threshold are a@anotions to its LTMs for significant events.
cayed. The summation is restricted only to weak connectionsBased on the memory model illustrated in Figure 1, an
making the mean square error much smaller than that individual companion can create different behavioural or
learning with forgetting. The determination of the amount ofonceptual meanings for an action or object in its LTM,
forgetting is important to ensure efficient learning because idfepending on the way it interacts with the user and the
it is too large, even necessary connections fade away whiggvironment.
if it is too small, unnecessary connections remain, resulting 1) Short-Term Memory:STM can be modelled compu-
in a network far from skeletal. tationally to maintain an companion’s current focus on its
Koychev [42] utilises a gradual forgetting method in learninteraction world and activated goals that guide behaviour
ing drifting concepts by applying a time-based forgettingyenerated by the Reasoning and Action Selection component.

V. INITIAL MEMORY MODEL



UM | (g B ey | wona || are unexpected or novel to the companion. These stimuli
Ercoiis2 i | [y || may violate all active goals that the companion tries to
sgnencs GER {semantic + episadic) [+~ 3 achieve currently. The violation of goals leads to the de-
”””””””””””””” swngthenromame 1T mand for specific past experiences from Autobiographic
:’Z/:I iSTM ‘ V'\o\ate;ii(:oa\ Comp\et;ﬁ’G’;;\ 77777 /;;E;;;’G;a’\;’”“ For:Enmg Memory (AM) In LTM Slnce an Companlon’s AMS
i ‘ are constructed from relatively distinctive and emotional

‘ Short-term states of world/relationship/affective/plan/actions

 tncrease / experiences in the past (see next sub-section for details),
. reconstructing these experiences results in updating all
active goals in STM, impacting the companion’s current

emotional states and thus forcing a new regulation of
the companion’s current behaviour.

These three types of goals maintained by STM are de-
Low ) [ B signed to form an iterative loop whose purpose is to reduce
the discrepancy between desired and actual goal states. As
aforementioned, in performing this discrepancy reduction the
behaviour is regulated. Newly activated goals that emerge
from AM can further guide selective attention and actions -

Fig. 1. A generic memory model for migrating artificial companions, withtiS pProcess is necessary to sustain the goal structure.
arrows showing the transition of information among different components. When a goal is activated, the companion will construct

Note that italic labels indicate the effect of forgetting. an appropriate plan to achieve that goal. It keeps track of
the progress of the plan and the state of the environment

: . . to ensure that its plan is still valid. Sensory data brought in
In Figure 1 we illustrate the goal management in STM, an . . :
: . ) : y the component ‘Sensing’ contains the update of the com-
how different types of information can be retrieved from

. . anion’s current environment. Outcomes of current actions —
other components as well as the influences STM can bring 0

L . tsuccess or failure — are noted and alternative actions or plans
them. Moreover, STM holds all active information relevan . L
S ing gre established whenever necessary. The companion’s current
to the companion’s current and recent goal processing

. . : . ) Sfective states (emotions, mood and/or drives depending on
ensure effective and appropriate reactions to its |mmed|a%- T : : . S
circumstances e companion’s emotional model) and its relationship with

With the sensory data derived from the fusions of compano-th(_:‘r companions affec_:t s gqal activation.
2) Long-Term Autobiographical Memoryto develop ar-

ion’s sensors, STM maintains three different types of goals,_.” . - .
IEﬁlual companions that interact with human users over a

namely active, completed and violated goals. In order t iod of ti LTM is th fi tant t
ensure the adaptation of the companion to the environment 9 Period ottime, IS the most important componen

these goals are processed, updated and verified with knowi- °Ur model, ensuring that companions learn and adapt

d lied i v f the LTM. Therefore, théocially over the long-term. Supported by the WK module
edge supplied confintiously from the eretore r%e features provided by AM and GERs are our main foci

goal structure directs the companion’s behaviour in a wa ; . .

that complements the companion’s previous understandi devglopmg a comprehensive LTM in t.he LIREC profect

of the environment. Ba5|c_ally, Gene_:ral Event R_epresentatlons (GERSs) are goal
categories organised dynamically and based on the current

« Active goals: Active goals are formulated in real-time - . e X i
by General Event Representations (GERS) and Su@pal activity [43]. Their goal-oriented categories can be per

eived as memory schemata and scripts since they generally
ported by World Knowledge (WK) modules from LTM - .
. ) encapsulate all of an companion’s knowledge of a particular
(see next sub-section for details of GERs and WK) P b 9 P

; ) g f obj in the worl r n f per ion
They are goals that a companion needs to achieve |nt¥Pe ° .ObJeCt the world, or a seque ce of pe ceptq S
and actions of an event. Knowledge for digesting routine

given snyatlpn S0 as to complete a task or satisfy Itaoals (i.e. goals that are familiar and do not create emotional
own motivational states.

» Completed goals: Every active goal is continuously SArtificial companions will need to be pre-installed (or personalised by

monitored in STM and updated with sensory inputie yser before starting the mutual interaction) a certain amount of semantic
Once the conditions are met and an active goal igorld knowledge in the early stage of a given HRI scenario. This set of

achieved. this goal then becomes a completed goal ,g&mantic world knowledge is necessary to assist basic tasks or interactions

. . that a companion is going to perform, as well as to avoid a user teaching its
the same time this successful occurrence strengthens ‘Eﬁwpanion every basic fact of the world at the beginning of the interaction.

same type of goals in GERs - verifying a successfutor instance, the knowledge includes date and time, seasons, user's life
goa| will lead to the encoding and further consolidatio outine in different days of a week, objects and resources available in the

. . . ocal environment.
of the goal in GERs. Therefore, it results in the facts “Note that our memory model does not aim at simulating all charac-

that 1) this goal will be more likely to be chosen forteristics of human long-term and autobiographic memory, but it captures
activation in the future, and 2) details of the Comp|etegssential features from a number of well developed psychological models.
. . This model establishes the inter-relationship between AM, which provide
goal will be forgotten by the companion. personal knowledge to support STM based on the given goal activity, and
« Violated goals: In some cases there will be stimuli thaGERs for handling routine and highly anticipated events for companions.

(Platform-dependent)

Symbalic Translation (local)

Speaker | Screen |Camera|Microphone | Speaker | Arm| Wheel| Sonar| Bumper|Microphone

Virtual Agent 1 Robotic Agent 1




impact to the companion) is similar to human semantito robot companions [45], [26] has suggested that while
knowledge which is used to understand the world. Therefotbere are clear concerns regarding privacy, potential users
these event categories provide expectations about what thiecompanions recognise the need for retention and retrieval
companion will experience (e.g. seeing, hearing). of information of a personal nature in order for the robot

When a routine goal from STM is evaluated againsto effectively perform as a companion. Participants pointed
existing goals in GERs, if it does not differ from them,towards mechanisms for 'forgetting’ as vital to address this
it will be ‘absorbed’ into the GERs through rehearsing théssue.
categories and its content details can be decay (be forgotten)Therefore, in order to implement such control, our pro-
overtime. Therefore routine goals do not have great detaimsed memory model should include forgetting mechanisms
in GERs but their schematic structure and meaning at®y not only utilizing the trace or functional decay theory [46],
preserved. [47] for STM and LTM but also considering repression. It is

As discussed above, STM modulates a companion’s bbelieved that these mechanisms will both address the issue
haviour and supports LTM construction with knowledgeof social desirability as well as those of efficiency, scalability
supplied by different modules in LTM. Since STM holdsand adaptability.

a subset of LTM closely connected with the current goal By utilising a decay theory, the idea is that memory traces
structure and it always monitors the goal accomplishmenthat are of the immediate past are denser than the old ones.
external stimuli perceived by an companion will be examinetlvhen information is perceived, it enters the STM. With
through a ‘filtering’ process in the STM component. Acontinuous activation through rehearsal or frequent recall
new goal category is created when a novel stimulus canntbtis memory may eventually become LTM. However, if the
be absorbed into existing GERs in LTM - the stimulus ignformation falls into disuse, the memory trace will start to
‘incomprehensible’ by the existing goals and sub-goals idecay and eventually fade from memory.

GERs. The information that receives frequent attention will go

Furthermore, goal verification in STM is a critical andthrough reconstruction processes before it is consolidated as
dynamic process in maintaining the coherent behavioutdM. This is part of the learning process where memory
of companions, and it requires retrieving a considerablstructures are modified continuously based on incoming
amount of knowledge from AM based on the current ongoingnformation to ensure their currency with respect to the world
goal activity. Novel and unexpected stimuli, which can bestate. By being able to notice and recall differences in expe-
significant to the companion and may create a consideraliiences, the robot will be able to learn about its environment
amount of discrepancy between the standard and current statere effectively. General structures will help the robot in
of the world, will affect the companion’s emotional states andeciding what to pay attention to, and reminding forces it
take part in forming particular sequence of event in AM. to make use of prior knowledge to form expectations. Care

For instance, in [44], significant events were indicated by aeeds to be taken when generalising information to ensure
substantial amount of change in companions’ internal physhat particular differences that may be valuable are not lost.
iological variables. Moreover, WK also provides semantic A repression mechanism could be implemented in or-
knowledge to support the constructions of important eventer to allow the user to ‘repress’ any memory event that
in AM. These features are illustrated in Figure 1. might be considered inadequate for storage. Following these

Events retained in the AM differ in duration and com-guidelines, a robot's memory can be personally tailored to
plexity and they can be seen as highly specific and uniquiit particular user needs while initialising the robot. The
experiences. Unlike routine goals in GERSs, they also asame memory architecture, with different levels of forgetting
as organising representations for memories of more specifitd repression mechanisms to handle sensitive contents, can
occurrences. Therefore knowledge constructing these speciigpport various user groups with regards to personal privacy.
events constitutes a central feature in AM.

In summary, both AM and GERs for companion ar
instrumental in the generation and maintenance of a goal This sub-section addresses the coherence issue of the
structure. They are also intended to reduce the quantity obmpanion’s memory encoding and retrieving processes as-
information that actually has to be stored and to facilitateociated with different embodiments.

a more coherent ‘self’ for the companion to have more While grounding symbols for robotic companions is a dif-
consistent behaviour. In order to ensure that each significafitult challenge, dealing with companions’ migration across
event in AM is meaningful and coherent, WK providesdifferent platforms is a further one — the user’s social en-
semantic knowledge to support the formation of a completgagement must be maintained when an companion’s embod-
event. iment changes over time. In particular, when an companion

3) Forgetting: Forgetting is useful to improve the ef- migrates, aspects such as affordances, interaction interfaces
ficiency, scalability and adaptability of cognitive systemsand behavioural expressions may be affected.
operating in dynamic task environments, such as a robot’s As shown in the bottom part of the memory model in
interaction environment. The issue of privacy and socidfigure 1, the low-level symbolic translation process which
desirability may also be addressed through these mecha-platform-independent can be perceived as the first initial
nisms. Previous work on the issue of privacy in relatiorstep towards the answer of a partitioned memory. Here

&B. Low-Level Design



Mobichyone | | FeopleBot | | “Kaspar ) | Floneer Grounding allows symbols to have meaning for compan-
‘ S e ions (u;ually robqts) - s_ymbo!s must be grounded in_the
el A o o i) companion’s own interaction with the real world. Targeting
e R this issue, we first discuss how to create LTM in robots, and
: - — EOEE - ‘ then we propose a method to implement low-level memory
Step 2: Define categories particularly for companions which can migrate to different
HIBIRIGM........ 2 0t e physical bodies. _ o .
S8 9112 83 (Distenes) SR ) Here we suggest starting by considering an companion’s
[] ] [] [ ; ; : : : :
S 2 e L memory as a kind of interaction history, as defmed_ in
c1+ca creczecs  CLrO2:0  giicsuce Section Il by Mirza [36]. In addition to address the grounding

\ I 1 T I problem, this definition has three key aspects [30]:
Fig. 2. The low-level symbolic translation process proposed for the ¢ Temporal extension: The overall horizon of an com-

initial memory model. Note that PeopleBY¥tand Pioned™robots were panion's experience extends into the past (including
developed by ActivrobotB). Kaspar is a child-size robot which is capable previous experience available to the companion) and
of demostrating facial expression and expressive postures that was developed also into the future in terms of prediction anticipation

by researchers at University of Hertfordshire, see [48] for details. .
and expectation.

« Dynamic construction: This indicates that the history is
we pursue the ideas shown in Figure 1, ‘Actuation and continually being both constructed and reconstructed.
Sensing’, in which a specific embodiment of the artificial ~ Previous experiences are modified in both the processes
companion represents a unique set of interaction histories ©f ‘storage’ and recall, and potentially affect how new

that the companion possesses. experiences will be assimilated into the history in the
Take ‘Sensing’ as an example; three main steps are in- future.
volved (Figure 2): « Remembering in action: The process of remembering
1. Identifying the type of sensors (S1, S2, etc) in each drives and shapes the choice of current and future
hardware platform (companion’s embodiment) actions, while also, itself, dynamically re-shaping the
2. Then defining sensory categories (C1, C2, etc) structures employed in remembering.
3. Finally a backward mapping is done to physical em- There is certainly much further low-level specification to
bodiment of the companion be carried out in the near future. Here we have illustrated,

Through creating ‘Sensing’ with these three steps, @ both LTM and STM components, the conceptual design
companion’s memory can be partitioned and incrementallgllowing companions to identify, characterise and distinguish
encoded based on the specific platform it has migrated texperiences for creating a coherent long-term interaction
During the migration process, the companion embodies withistory.
the new platform along with the complete memory, and then Memory models for virtual companions can be far more
it retrieves the right set of ‘Sensing’ from the embodiment t@ophisticated than those for robots since they have easy
start the encoding process as well as ‘Activation’ to executgccess to knowledge about the companion’s environment, the
its planning with behaviours that the current embodiment casompanion itself and other companions in the environment
support. (regarding their behaviour, internal states, goals etc.). Such

Multimedia content is thus addressed with ‘Activation’ andknowledge is not readily available to autonomous robots
‘Sensing’. However, as symbolic translations are carried owthich rely on their local perception and learning capabilities.
locally in the specific platform and thus memory componeritience, one of the key challenges for us will be to further
above ‘Activation’ and 'Sensing’ can process all types ofmprove our memory model to accommodate both virtual
sensory input and actuator output as symbols, local symbokmd robotic companions.
translations become a critical process to allow companions Finally we expect that LIREC artificial companions em-
to make sense of the surrounding environment as well as bedded with this memory model will be able to draw on
guide its behaviour in changing the environment. past experiences to affect their future behaviour — thus will

be able to become more believable and affective companions.
VI. DISCUSSIONS ANDFUTURE WORK

In this paper we have introduced a comprehensive and VIl. ACKNOWLEDGMENTS
generic memory model for artificial companions that adapt We would like to thank Dr. Kheng Lee Koay at University
to their environment and interact with human users for a longf Hertfordshire for his comments on agent migration.
period of time. This work was partially supported by European Com-

In our model, we use a top-down approach for repremunity (EC) and is currently funded by the EU FP7 ICT-
senting the knowledge and its transfer between componen245554 project LIREC (LIving with Robots and Interactive
Meanwhile from a bottom-up perspective we investigate thEompanions). The authors are solely responsible for the
grounding problem of creating meaningful experiences farontent of this publication. It does not represent the opinion
robots and how companions can maintain a consistent mewf-the EC, and the EC is not responsible for any use that
ory system while migrating from one platform to another. might be made of data appearing therein.
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