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**Context:** There are few empirical studies in the empirical software engineering research community that describe software projects, at the level of the project, as they progress over time.

**Objective:** To investigate how to coherently represent a large volume of qualitative and quantitative data on a range of project-level attributes as those attributes change over time.

**Method:** Develop a modelling technique, multi-dimensional timelines (MDTs) and undertake a preliminary appraisal of the technique using examples from a longitudinal case study of a project at IBM Hursley Park.

**Results:** MDTs can represent project-level attributes as they change over time, provided these attributes, and the empirical data about them, can be located in time (an analytical requirement) and can be represented in terms of the simple geometrical structures of points, lines and planes (a graphical requirement). Changes in attributes are documented at the point in time at which the change occurs. There are a number of ways in which an attribute can be represented on the MDT: as a quantitative time series, as an event, as an event with label containing complex qualitative information, or as a schedule. The MDT technique is currently not capable of representing relationships between different attributes e.g. a causal relationship.

**Conclusion:** The initial appraisal of MDTs is encouraging, but further work is needed on the development of the MDT technique and on its evaluation.
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1 Introduction

The widespread occurrence of software projects, together with the almost perennial concern as to the success and failure of such projects (e.g. [1-8]) is evidence of the importance of projects to the IT and software industries. In addition, a software project occurs over a period of time and changes during that period, and intuitively one would expect projects with longer duration to be more susceptible to change. Despite the importance of software projects, and the fact that they change as they progress, there is surprisingly little research in the empirical software engineering research community that has investigated actual software projects at the level of the project and as the project changes over time. (In section 2 we review previous research that has investigated actual projects over time.) This lack of investigation constrains our understanding of software engineering and software engineering management.

Whilst there is a need to study projects at the level of the project, and as the project changes over time, it is extremely challenging to conduct such studies. These studies are time-consuming and effortful and hence costly. They produce large volumes of structured and unstructured data, much of it generated by the project, and large quantities of this data would be need to be pre-processed (e.g. qualitative data would need to be coded [9]) before it could be analysed using conventional approaches (e.g. statistical software). In addition to the large volumes of data there would also be a large, complex and even contradictory set of conceptualisations to consider, both those used by participants in the project and those used by the researchers in their research programmes.

In this paper, we focus on one challenge: the concise representation of large volumes of diverse data collected on a range of project-level attributes as those attributes change over time. We propose multi-dimensional timelines (MDTs) as a technique for tackling that challenge and we use examples from a 58-week exploratory, longitudinal case study of a software development project at IBM Hursley Park to demonstrate the use of the technique. The MDTs draw on a variety of types of evidence to, for example, present quantitative data (e.g. number of design changes), event data (e.g. decisions) and schedule data (e.g. durations and checkpoints).

We organise the remainder of this paper as follows: section 2 reviews related research on the study of software project-level attributes over time, and the use of techniques to represent changes over time. Section 3 introduces and briefly explains the multi-dimensional timeline technique. Section 4 describes the design of the preliminary appraisal of the technique. Section 5 presents and discusses three examples of MDTs. Section 6 then discusses the results of the appraisal and considers directions for further research.

2 Related work

2.1 The investigation of software project behaviour over time

There have been a number of studies over the years that have investigated software projects, but there have been few studies that have investigated the changes in project-level attributes over time of actual projects. Starting with Abdel-Hamid and Madnick’s seminal work [10] developing a system dynamics model of software projects, there has been a growing interest in approaches to simulating the behaviour of software projects over time (e.g. the series of International Workshops on Software Process Simulation and Modeling, organised by Portland State University, USA) but work in this area tends not to follow the progress of an actual project over time e.g. with a fine-grained longitudinal study. Another body of research investigates the critical success factors for successful software projects [11], but again work in this area tends not to follow the progress of actual projects over time, but instead relies on survey studies (e.g. [12]) or analyses of previously collected datasets on project attributes (such as van Genuchten’s review of project plans [13]). Yet another body of work investigates the parts of actual software projects. For example, in another classic study, Curtis et al. [14] investigated the software design process, considering five behavioural layers of software design: the individual, the
team, the project, the organisation and the business milieu. Curtis et al.’s study was based on interviews with participants on 17 projects, again not investigating behaviour over time. Rodden et al. [15] has compared process models with actual development. Waterson et al. [16] have studied the impact of organisational and cognitive factors on the progress of commercial projects. Hesse et al. [17] has also investigated actual behaviour of parts of projects against prescribed behaviour but again not over time.

The lack of study of software project behaviour over time constrains our understanding of software engineering and software engineering management, and does so in at least three ways. First, it is difficult for findings from studies of part of a software project to be properly appreciated within the context of a whole project. This is indirectly recognised by researchers when they recognise the potential impact of context on the results of their studies e.g. [18]. For example, it is generally realised that software code inspections are a cost effective method of identifying defects in software code, but there are many projects that do not use software code inspections, and there may be certain types of project behaviour that make using software code inspections difficult e.g. effort, resource and time constraints. Second, it is difficult to develop a theory of software projects and their actual behaviour, and to then test that theory. Third, there is a ‘vicious circle’ in terms of methodology and research effectiveness: until we study project-level attributes as they change over time we cannot learn how best to study project-level attributes as they change over time; but it is also hard to judge which project-level attributes are most valuable to study.

The ‘vicious methodological circle’ is perhaps reflected in the methodological advice on the conduct of empirical studies. A number of recent papers [9, 19-22] advise on how to study software behaviour and technologies. These papers tend to treat time either as a property of the phenomenon being studied (e.g. the lead time of a project) or of the study itself (e.g. the time to undertake the study). But the advice does not extend to consideration of how to study a phenomenon over time. As a first example, Runeson and Höst [19] refer to Yin’s [23] variety of alternative structures for reporting case studies, of which one structure is chronological. Besides recognising the chronological structure for reporting the results of a case study, Runeson and Höst direct little attention at how to analyse a phenomenon over time, or how to report findings involving time. As a second example, Seaman [9] acknowledges that “Historical qualitative information can also be gained by examining documentation” ([9]; p. 558); but other than recognising historical information, Seaman’s article does not explicitly address the analysis or reporting of behaviour over time.

2.2 The use of timelines in empirical software engineering

Whilst empirical software engineering researchers appear to lack an awareness of the importance of investigating project behaviour over time, they do clearly consider time when investigating phenomenon within a project. Bradac et al.’s work ([24] but see also [25]) is particularly relevant here because it is one of the few studies we are aware of that reports a time line analysis of coded-qualitative data. Bradac et al.’s study analysed a time diary maintained by a developer and the paper presents a simple time line over 75 consecutive days indicating the task being undertaken by the developer (e.g. plan development, design, code) and the state of that task (broadly, whether the developer was able to work on the task, or was waiting on some input for that task). Walz et al. [26] report a simple time line of project staffing together with a small number of “major events” over the four months during which they videotaped the 19 design team meetings for their study.

A separate study also of relevance here is the work undertaken by Guindon [27, 28] to understand the cognitive work undertaken by developers. Guindon used protocol analysis, with two developers verbalising their thinking as they tackled a design problem. Guindon then classified the verbalised reports, presented them as 90-minute time series, and compared the classification of actual cognitive work against the prescribed work. She used the results to argue that developers undertake an opportunistic approach to design rather than a structured, linear approach i.e. moving opportunistically between modelling the problem, understanding the requirements, and high, medium and low level solutions. Others (e.g. [29, 30]) have subsequently challenged Guindon’s claims and proposed
alternative explanations; the important point here however is the way that Guindon has used a time-series of categories of data, comparing work over time against prescribed phases, to underpin her arguments.

Cook et al.’s work ([31]; see also [32, 33] for related work) is helpful here as a point of contrast. Cook et al. exploit readily available, existing data sources to support the historical analysis of an in-place software process. Cook et al.’s approach differs to ours in a number of respects however. They focus on a process lower than the level of the project and on quantitative data only; and there is therefore no explicit representation that integrates quantitative and qualitative data in a time line. Also, while they collected data over time they do not report that data as a time series, although they do report a finite-state machine model of the process. In section 5 of this paper, we take examples from one instance (a project) whilst Cook et al. report on a large number of instances. Cook et al. recognise that it may not be easy to integrate data from different sources. In the examples reported here, we use the relative week number of the project as an index for integration of different data sources and different types of data.

There is a wide range of other studies that examine actual processes within software projects, but these studies do not seem to report findings in terms of time lines involving qualitative and quantitative data, or even quantitative time-series e.g. [14, 16, 17, 34-44]. As other examples: Heijstek and Chaudron [45] visualise effort distributions for different stages in projects; and Wnuk et al. [46] visualise the inclusion and exclusion of candidate features from the next release of a product. Neither of these studies includes qualitative data, nor combines qualitative and quantitative data.

2.3 The use of timelines in other research disciplines
Other research disciplines recognise the importance of investigating a phenomenon over time. We briefly focus on three areas of research: case study design [23], experimental and quasi-experimental design [47], and qualitative data analysis [48]. Overall, whilst these areas recognise the importance of investigating behaviour over time, these techniques are limited in various ways: they may be one dimensional, or focus only on quantitative data, or not represent time at a uniform level of granularity, or not consider time at a sufficiently low level of abstraction.

2.3.1 Case study design
Yin [23] suggests six structures for reporting case studies. Yin considers the chronological structure to be relevant to explanatory, descriptive or exploratory research; recognises that case studies “generally cover events over time” ([23]; p. 153); and also recognises that chronological structures are important because “presumed causal sequences must occur linearly over time” ([23]; p. 153). Yin highlights one pitfall to chronological structures: disproportionate attention is usually given to the early events with insufficient attention directed at the later events.

2.3.2 Experimental and quasi-experimental design
Shadish et al. [47] devote a chapter of their book to discuss the interrupted time series design. For Shadish et al., time series refers to a large series of observations made on the same variable consecutively over time. The observations may be made on the same unit, or on different but similar units. Interrupted time series allows the investigator to study the effect of a treatment that occurred at a known point in time. If the treatment had an effect, then the observations after the treatment should ‘behave’ in a different way to the observations before the treatment. Implied within Shadish et al.’s discussion is the presence of events e.g. the introduction of the treatment. As the title of their book indicates, Shadish et al. examine time series from the perspective of experimental or quasi-experimental designs. In contrast, we are interested in time lines that combine qualitative and quantitative data, and do so from the perspective of case study design which means that we have inevitably small sample sizes. These contrasting perspectives may explain our broader and perhaps more accommodating concept of time lines rather than Shadish et al.’s time series.
2.3.3 Qualitative data analysis
Miles and Huberman [48] present a sourcebook of techniques and ideas for qualitative data analysis. This sourcebook includes a range of techniques for “time-ordered displays” to aid within-case and cross-case exploration and description. Miles and Huberman go on to explain that, for the qualitative researcher, narratives are probably indispensable if we are to understand a complex chronology in its full richness; but the problem is that going straight to an extended narrative from written-up field notes runs the risk that the narrative is partial, biased, or simply “dead wrong” ([48]; p. 111). They write:

“Life is chronology. We live in a flow of events... the problems we face in understanding event flows are those of sorting out the different domains of events, preserving the sequence, showing the salience or significance of preceding events on following events – and doing all of this in an easily visible display that lets us construct a valid chronology.” ([48]; p. 111; emphasis added)

In their sourcebook, Miles and Huberman present and discuss a range of techniques, the main ones being event listing, critical incident chart, time-ordered matrix and time-ordered meta-matrix. For each of these, Miles and Huberman present examples and advice on the application of the technique. We summarise this advice in Table 1.

Table 1 Summary of four techniques for representing qualitative data over time

<table>
<thead>
<tr>
<th>Type</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event list (EL)</td>
<td><strong>Summary</strong>: A matrix that arranges a series of concrete events by chronological time periods, sorting them into several categories.</td>
</tr>
<tr>
<td></td>
<td><strong>Benefit</strong>: ELs are easy to do and have good payoff in understanding any extended process. They can be done at many different levels of detail.</td>
</tr>
<tr>
<td></td>
<td><strong>Time required</strong>: varies between 15 minutes to half a day to 5 hours of work</td>
</tr>
<tr>
<td>Critical incident chart and timeline (CICT)</td>
<td><strong>Summary</strong>: ELs that are limited more sharply to critical incidents (e.g. incidents that are important or crucial) and/or to an immediate setting</td>
</tr>
<tr>
<td></td>
<td><strong>Benefits</strong>: not stated, but the implication is that CICTs are useful for when one wants to focus on critical, influential or decisive events.</td>
</tr>
<tr>
<td></td>
<td><strong>Time required</strong>: not stated</td>
</tr>
<tr>
<td>Time-ordered matrix (TOM)</td>
<td><strong>Summary</strong>: A more general form of the ELs. Has its columns arranged by time period, in sequence, so that the investigator can see when particular phenomena occurred. The basic principle is chronology. The rows depend on what else the investigator is studying.</td>
</tr>
<tr>
<td></td>
<td><strong>Benefits</strong>: use a descriptive TOM when the data is fairly complete, to begin developing possible explanations that can be tested</td>
</tr>
<tr>
<td></td>
<td><strong>Time required</strong>: if field notes have been coded, a TOM could be assembled in 2 – 3 hours, but more complex TOMs will take longer.</td>
</tr>
<tr>
<td>Time-ordered meta-matrix (TOMM)</td>
<td><strong>Summary</strong>: Columns organised sequentially by time period; the rows need not be ordered, but can have the cases in arbitrary order. Again, the basic principle is chronology.</td>
</tr>
<tr>
<td></td>
<td><strong>Benefits</strong>: TOMMs are easy to do and work best when one wants to examine a reasonably specific class of time-related events (or states) across cases.</td>
</tr>
<tr>
<td></td>
<td><strong>Time required</strong>: generally speaking, if one spends adequate time in specifying the events and developing code, the analysis can go relatively quickly. In one example provided, it took 3 hours to read the case reports, another 3 hours to enter the data in a refined matrix, and then another hour for drawing conclusions and writing up.</td>
</tr>
</tbody>
</table>
2.4 Summary of the preceding review

Software projects and their behaviour are very important however the change in projects over time is not being investigated by the empirical software engineering research community. Indeed, on the basis of the methodological advice published, it seems that the community lacks an awareness of the importance of software project behaviour over time. Other fields of inquiry recognise the importance of investigating behaviour over time and have presented a number of techniques for representing this behaviour however these techniques are often limited in some way: they focus on quantitative data rather than qualitative data; may not present multiple variables concurrently in time (instead focusing on, for example, single time series), or do not maintain a consistent, low-level temporal granularity. The investigation of software projects is extremely challenging in terms of (at least) the demand on resources, the scale and complexity of the data that would be collected and analysed, as well as the scale and complexity of possible conceptualisations of the projects. Indeed, these challenges may help to explain the limited number of studies of software project behaviour over time.

One particular challenge is the concise representation of large volumes of diverse data collected on a range of project-level attributes as those attributes change over time. This challenge motivates the work we report here i.e. on the preliminary development of multi-dimensional timelines (MDTs) as a technique for tackling that challenge.

3 Multi-dimensional timelines

A multi-dimensional timeline (MDT) is intended to visualise multiple sets of data over time with in general each set of data being of a particular type e.g. a quantitative time-series, a schedule of phases, a sequence of events, or some qualitative data. As we will show with the examples in section 5, MDTs require data that can be represented in time and that can be represented using the simple geometrical structures of points, lines and planes. The first of these requirements is, in a sense, an analytical constraint; the second of these requirements is a graphical design constraint.

Broadly speaking an MDT is structured into one or more sections in the visual display. Each section provides a graphical space to represent a set of data. A set of data is positioned in that space in a way that is sensible for that type of data. For example, a quantitative time series could be positioned in the space as a histogram, whereas a set of decisions may be positioned as a sequence of events. The MDTs in section 5 provide a range of examples of how types of data are positioned in the sections/spaces.

Whilst each section possesses its own y-axis (where the meaning of that y-axis is specific to the type of data), all sections share a common x-axis (time) which is needed in order to represent data as events in time, and to synchronise different information in the MDT.
Figure 1 presents a simple, annotated example of an MDT. As already explained, the MDT is organised into sections with all sections on the diagram ordered by a common x-axis shown at the foot of the diagram. For the MDTs in section 5, the x-axis is ordered in weekly units, these units being appropriate to that project. Other MDTs could use other units of time such as seconds, days, months, or years. Each section has a title and a border, although the border is not shown.

The MDTs presented in section 5 were all created manually using Microsoft Excel (to generate the quantitative time-series) and Microsoft PowerPoint (to prepare the visual displays). As a result, quantitative time-series have been presented in the lowest section of an MDT, but this was solely for convenience because it was easier to manually align other non-quantitative information (such as phases and events) with the quantitative time-series, rather than the other way around. Where a section presents multiple quantitative time-series, the y-axis can be used to represent more than one metric, as we show with the workload and capability section in the MDT presented in Figure 2.

All objects in the diagram are accompanied by descriptive labels. Uncertainty over the start or completion of an interval of time or the occurrence of an event are typically illustrated with question mark (i.e. ‘?’) or a thinner line preceding or succeeding a thicker line. Events are represented by filled squares or unfilled circles. Shaded thick lines also indicate overrun.

In principle, it is good design to maintain a consistent notation within a MDT. The use of different notations however helps to emphasise the principles of MDTs (i.e. to represent change over time for a variety of types of data and entity) as distinct from the presentational style used in any particular MDT.

4 A preliminary appraisal of the multi-dimensional timeline technique

4.1 Research questions

Our general research question for this paper is:
GRQ1  How can multi-dimensional timelines be used to concisely represent the behaviour of a set of project-level attributes as they change over time?

We decompose this research question into four more specific questions viz.

SRQ1  To what degree can MDTs accommodate different types of data?
SRQ2  To what degree can MDTs represent different types of change?
SRQ3  To what degree can MDTs accommodate different conceptualisations?
SRQ4  What are the requirements and limitations of multi-dimensional timelines?

In previous work [49] we identified and collected information on several projects at IBM Hursley Park. For this paper, we use examples from one of the projects, Project B. We use the reference Project B to remain consistent with previous work reported on this project e.g. [49-52]. Our previous work has used visualisations to present information on software project behaviour and, specifically, software project schedules. In the current paper, we formalise for the first time those visualisations as multi-dimensional timelines.

4.2  An overview to Project B
Project B is one release of a middleware transaction processing system (here known as Product B) that operates on mainframe computers. Other versions within the product family [53, 54] operate on mid-range machines and workstations. The release preceding Project B introduced new transaction logging functionality that required specific hardware to operate; hardware that was not commonly used by customers.

Decision-makers in the product family recognised that the requirements of specific hardware for transaction logging restricted the product’s market, and they needed to correct this issue quickly. Because major releases of the product typically occur in a rhythmic cycle of approximately 18 to 24 months (cf. [55]), a minor release was required to deliver a software alternative to the hardware-based functionality. The primary purpose of Project B was to deliver this software alternative. In addition, Project B also provided an opportunity to deliver some functionality that should have been delivered in the preceding release, and some functionality that was planned to be delivered in the release that would succeed Project B.

The product family decision-makers also recognised that it was more effective for the software transaction logging functionality to be provided via the operating system rather than within Product B itself. This was because the functionality would be more efficient to develop, but also because the product would perform more efficiently when in operation. The operating system is maintained and developed by a product area external to IBM Hursley Park but within IBM Corporation. The external product area designed and coded the transaction logging function and Project B tested it. Project B is also one of four successive projects which are costed as a group. This arrangement might affect the planned staff levels for Project B.

Overall, Project B was considered a success and, as one criterion of this success, the release was delivered when originally planned. Closer inspection of the project indicates that at least two features were not delivered with the product, and that the quality of one of these features was lower than desired when it was finally delivered to the market (via the World Wide Web) some weeks later.
### 4.3 The volume of data, and its diversity

**Table 2 Summary of the range and depth of evidence collected for the project**

<table>
<thead>
<tr>
<th>Type</th>
<th>Evidence</th>
<th>Project B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naturally-occurring evidence</td>
<td>Meeting minutes, of which:</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td>- Project status meetings</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>- Senior management meetings</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>- Project review (post-mortem)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Project schedules</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Projector overheads (from presentations)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Project documents, of which:</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>- Plans</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>- Other documents</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Risk assessments</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Project ‘contract’</td>
<td>1</td>
</tr>
<tr>
<td>Research-‘generated’ evidence</td>
<td>Interviews</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Researchers records of status meetings</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Feedback workshop questionnaires</td>
<td>1</td>
</tr>
</tbody>
</table>

**Total number of ‘documents’** 73

Table 2 indicates the range and depth of evidence collected, and analysis conducted on that evidence, for Project B. A relatively large number of documents were collected and much of this documentation was naturally generated by the project itself. The naturally occurring evidence was supplemented by the conduct of interviews and a feedback workshop following the completion of the project.

The primary source of evidence used in the analyses was the minutes of project status meetings. Project B held meetings attended by representatives of all the functional areas in the project. The status meetings were the highest-level meetings within the respective projects, occurred regularly (typically weekly or fortnightly), were typically attended by representatives from functional areas important to the given project, and are a naturally occurring phenomenon (so that the researcher is not intruding on the project). Overall, the status minutes provide a broad view of the project over the duration of the project. Naturally, minutes do not record all that was discussed at a meeting, or even necessarily the most important issues (e.g. for political reasons, a discussion at the meeting may not be reported in the minutes), and such meetings are unlikely to discuss all the issues occurring within the project at the time of the meeting. Despite these simplifications, the minutes provide a large volume of ‘rich’ information about the project over the duration of the project, and this information appears rich enough to provide substantive, longitudinal insights into progress in software development. Furthermore, the minutes provide detail that is unlikely to be collected from other sources of data and that can also indicate simple causal connections between events.

The feedback session was conducted approximately one year after the completion of the project. The Project Leader and Project Assistant were present at the session. The session took the form of exploring the study’s findings with the Project Leader and the Assistant, so as to validate and clarify the findings. Van Genuchten [13] adopted a similar approach in his study of software project schedules. More recently, Applicability Checks (e.g. [56] referring to [57]) have been proposed as a method for checking the relevance of a scientific study for practice. The feedback session therefore provides one method of validation of the findings from this investigation. The feedback session also provided additional information to help clarify and extend the analysis.
4.4 Definitions

In preparation for the examples given in section 5, we define three terms here: project-level attributes, project workload and project capability.

The definition of project-level attributes rests on an appropriate definition of a project. There are a wide variety of definitions of projects (see [58] for one review) of which a traditional definition is:

An endeavour in which human, material and financial resources are organized in a novel way, to undertake a unique scope of work, of given specification, within constraints of cost and time, so as to achieve beneficial change defined by quantitative and qualitative objectives. ([59], quoted in [58])

As noted earlier, Curtis et al. [14] distinguished between five behavioural layers in software design, of which one was the project, but did not provide explicit definitions of these layers. Because projects are abstract entities it is difficult to make clean distinctions between the project and an activity or entity within the project. Nevertheless, project-level attributes are attributes of the entity project (cf. [60]), examples being: project duration, project schedule, and project budget. Some project-level attributes are composites of a number of more specific attributes e.g. a project’s schedule potentially includes information on phases and milestones of the project. Inevitably, some of these attributes may be aggregates of within-project attributes, or may be specified by more senior parts of an organisation e.g. an acceptable project duration or overall budget.

Workload is represented in the MDTs in terms of features and design changes. (In Figure 2, these are measured using the scale on the right of the figure, with range zero to 14.) Broadly, both features and design changes are sets of market requirements of a piece of software which “… typically involve changes and additions to multiple [software] subsystems” ([61]; p. 840). Whilst, in principle, features refer to new functionality and design changes refer to modifications to existing functionality, in practice there are no clear distinctions between a feature and a design change: in terms of code size, a design change may be larger than a feature. At the feedback workshop, the Project Leader provided more information on features and design changes:

1. Features are the work that is planned at the beginning of the project.
2. Changes in workload, once the project starts, are managed as design changes.
3. Some of the design changes accepted on to the project were actually features, and some of these are larger in size than the 13 features originally planned. (This indicates how features and design changes are not effective measures of process size or product size.)
4. There are two types of design changes:
   - design changes that add function.
   - design changes that remove function.
   Both types involve work i.e. they increase workload on the project. The first type increases the size of the product. The second type reduces the size of the product.
5. A very low number of design changes were expected for Project B (almost zero) in contrast to the actual number that occurred on Project B.

Project capability is broadly defined as the ability to complete project workload at a given time in the project. The concept of capability incorporates concepts of productivity and resource, and we use the term capability rather than effort to imply that a project’s ability to complete work is not just a function of the number of staff on a project, or the amount of effort available.

For measurement purposes, capability is represented in the figures in terms of weekly resource levels. (In the project documents for Project B, planned resource levels are recorded on a monthly basis, so these have been converted to weekly resource levels for Figure 2. The scale on the left of the figure, with range zero to 70, is used to measure weekly staff levels.) At the feedback workshop, the Project Leader annotated an earlier version of Figure 2 to indicate the actual weekly staff levels for his project.
It is clear from Figure 2 that there are some slight increases in staff, but rather than adding people to the project (cf. Brook’s Law [62]), the Project Leader is able to delay the re-assignment of existing staff to their new project (Project B+1). This is similar to Perry et al.’s [63] observation that designers are reassigned to higher priority projects, in this instance remaining with a project rather than being assigned to another project.

5 Examples of the timelines

Figure 2 presents an MDT on the planned and actual schedule, workload and capability of Project B. It is clear from the figure that a considerable amount of change occurred during the project and at different periods of time in the project. For example:

1. The actual phases of work did not progress as planned, with phases completing later than planned and phases progressing concurrently in contrast to the originally planned sequential phases.
2. There was an increase in actual effort toward the end of the project.
3. There were considerable increases in workload on the project, with the number of design changes increasing from zero to 12. This is a near-100% increase in the combined number of design changes and features, although this does not necessarily imply a 100% increase in the actual amount of workload (because features and design changes are not reliable measures of process size and product size). In addition to the increase in the number of design changes, note the timing of these increases. The intended last week for accepting design changes was week 18, close to the planned completion of the design/code phase, but at this point only five of the eventual 12 design changes are accepted. (The remaining seven are being considered by week 18.) Some design changes are accepted after the apparent actual completion of the design/code phase! This suggests that the design/code phase may actually progress for longer than represented in Figure 2. The increase in design changes after the actual completion of the design/code phase also suggests that the project is in multiple phases at any one time (cf. [63]) and that the plan does not represent these multiple phases accurately.

The figure also indicates uncertainty, for example in terms of when phases start and complete and when decisions were actually made.

A variety of different types of data are presented in the figure:

1. Quantitative time series e.g. design changes, staff levels.
2. Events e.g. decisions.
3. States e.g. phases.
4. Qualitative information, presented as an event with a label e.g. “Decision to proceed with schedule & NOT to slip the GA [general availability] date”. (emphasis in original meeting minutes)

In addition to the changes between the planned and actual progress of phases, note the frequency of planned milestones for the project. With only two exceptions, the design complete milestone and the functional verification complete milestone, all milestones are planned to occur during approximately the last quarter of the project. Two of these milestones are project oriented (the system test and integration complete milestones) whereas the other two milestones are business oriented (the availability and announce checkpoints). Consequently, for long periods of the project there are no high-level checks of how the project is progressing. This may be because progress in the design phase is difficult to properly assess, and so even if there were milestones, these milestones would be ineffective.

Abdel-Hamid and Madnick [10]) argues that reports of actual progress often simply reflect the planned progress because a more accurate assessment of actual progress is not possible.
Figure 2 Planned and actual schedule, workload and effort on Project B
Figure 3 Internal re-plans and indicators of project activity for the project
Figure 4 Actual feature schedule for two features of the project
Figure 3 presents an MDT on the planned and actual project schedule, together with the occurrence of internal re-plans, indicators of project urgency and other events. The internal re-plans and indicators of project urgency are the most interesting aspects of this timeline, because they further indicate changes on the project, the frequency of those changes, and when the changes occurred. All of the indicators of project urgency actually comprise qualitative information represented as a labelled event on the timeline.

The internal re-plans are changes to the project plan that do not require senior management approval. Of the seven re-plans on Project B, 20 weeks of the project pass before the first re-plan occurs, but then six further re-plans occur during the next 26 weeks. This is, on average, a change to the plan every month. (The exact week when the sixth re-plan occurs is not known, but this does not affect the calculation of the average because we know when the final re-plan occurs.)

Of the 13 indicators of project urgency, only one seems to be planned (the building of weekly increments from week 22). Many of the other indicators are ‘situated’, in that their presence depends on how the project ‘unfolds’, and as a result, these indicators cannot be planned for (although they might be expected). Most of the indicators occur as the project approaches the planned completion of test (between weeks 37 and 43). At the ‘centre’ of these indicators (i.e. week 41), the project’s management commit to the original product delivery date, rather than seeking to re-negotiate (with senior management) a revised product delivery date.

Figure 2 illustrates the planned and actual behaviour of Project B at a project level. By contrast, Figure 4 compares the planned schedule at a project level with the actual schedule for two features being delivered in the project, as well as related events and project re-plans. The feature schedules are not strictly at the project level, but the MDT shows how project level attributes can be affected by within-project behaviour. The two features (F02 and F03) were chosen because, of all the features and design changes in the project, these two features are referred to most often in the minutes. The frequency of reference in the minutes is presumably because these two features were discussed most frequently in the meetings and the frequency of discussion was presumably because these two features were the most problematic features on the project.

Of seven re-plans on Project B, six of these relate to re-scheduling the phases of features F02 and F03. (The other re-plan concerns the re-scheduling of feature F07.) Consistent with these re-plans, both features complete their respective design/code phases, functional verification phases and system test phases later than originally planned, and are the two features delivered via the World Wide Web. These two features most clearly impact the project-level schedule.

The comments presented in the ‘Events’ section of the figure indicate that both features experience significant re-designs early in the project. In addition, designers of feature F03 are concerned that required work by an external project will not be finished in time. This indicates that an external project may contribute to the delay in completing the design of feature F03, because the designers are waiting on the delivery of code from that project.

The events, the number of re-plans and the progress of the features’ phases all suggest either that the capability for these features is less than planned and/or the complexity, and hence workload, for these two features is greater than planned.

6 Discussion

6.1 The research questions

In section 4 we presented a general research question and four specific research questions as a basis for the preliminary appraisal of MDTs. In this section, we consider how the examples presented in section 5 ‘answer’ these research questions. We begin with the specific research questions and then consider the general research question.

SRQ1 To what degree can MDTs accommodate different types of data?
The example MDTs provided in section 5 indicate that MDTs can accommodate at least the following types of data: events, such as decisions; states, such as phases; single and multi-variable quantitative time series; qualitative data, in terms of events with labels; and coded qualitative data i.e. data that has been categorised according to some classification system. Representing qualitative data is more challenging and we return to this point in the discussion of SRQ4.

SRQ2 To what degree can MDTs represent different types of change?

The examples provided indicate that MDTs can represent at least the types of changes relating to the types of data recognised for SRQ1. In addition, the MDTs can be used to infer other information: the point in time at which a change occurs, such as a re-plan; the frequency of a recurring change, such as the number of re-plans; and the period of time over which a change occurs. Through the use of multiple sections in an MDT, different types of change can be represented concurrently e.g. internal re-plans and changes in the number of design changes.

SRQ3 To what degree can MDTs accommodate different conceptualisations?

The structure of MDTs is such that provided a conceptualisation (such as planned or actual schedule, workload, effort, defects) can be represented in terms of events occurring along a temporal dimension then MDTs would appear to be able to accommodate them.

SRQ4 What are the requirements and limitations of multi-dimensional timelines?

The main requirement of MDTs is that the information to be represented (such as the type of data or a change) must be located in time. Also, an MDT can be understood as a geometrical structure consisting primarily of points, lines and planes; so beyond the requirement that information should be locatable in time, it is also necessary for the information to be representable in terms of points (e.g. an event like a decision), lines (e.g. a state like a phase) and planes (e.g. the ‘space’ for a conceptualisation, such as the y-axis on a quantitative time series or the space to record phases of a planned schedule). There are also of course a variety of labels attached to these geometrical structures and, in the examples presented in section 5, there is at least one type of data where the requirements of an MDT that have just been stated are ‘stretched’ i.e. when an MDT represents complex qualitative information using labels, such as the series of events presented in Figure 4. In principle, this relatively complex quantitative information could be presented on an MDT by coding the qualitative statement into a set of categories and then representing each of these categories on the MDT, perhaps in their own section of the MDT.

There are limitations to MDTs: they are currently unable to accommodate atemporal information; the amount of information that can be represented on an MDT is limited by the size of the display e.g. an A4 piece of paper; and MDTs do not currently support the representation of causal information, although Figure 4 includes arrows representing the relationship between the internal re-plans and the features that those re-plans concern.

GRQ1 How can MDTs be used to concisely represent the behaviour of a set of project-level attributes as they change over time?

MDTs would appear to be able to represent project-level attributes as they change over time, provided these attributes, and the empirical data about them, can be located in time and can be represented in terms of the simple geometrical structures of points, lines and planes. Changes in attributes are documented at the point in time at which the change occurs. Each attribute of the project would of course need to be represented on the MDT, and there are a number of ways in which that can be done: as a quantitative time series, as an event, as an event with label containing complex qualitative information, or as a schedule.
6.2 Further evaluation of the multi-dimensional timeline technique

A number of papers (e.g. [22, 64-66]) have examined the degree to which researchers evaluate their own technologies. The consensus from these papers was that insufficient evaluation was being conducted by researchers of the software technologies that these researchers had developed. We have proposed the MDT technique, but also recognise that there is a need for further evaluation of this technique. We have found that the MDTs were useful for communicating the results of two case studies at IBM Hursley Park to the respective project managers and project assistants, as well as to a small number of other stakeholders at IBM Hursley Park. These experiences do not however constitute a formal evaluation.

A formal empirical evaluation would be difficult to design and conduct because the evaluator would need to isolate a number of different sets of factors, for example: the underlying conceptual structure of the MDTs, the graphic design of the visualisation itself, the phenomena being represented (e.g. software projects), the quality and nature of the data available about that phenomena (e.g. qualitative and quantitative data, missing data, etc.), the ability of the reader of the visualisation to understand the visualisation as a visualisation, and the ability of the reader to reason about the phenomena being represented in the visualisation.

As a step toward a more formal evaluation in the future, we briefly consider: a review of software tools and techniques for event visualisation by Chung et al. [67], and heuristics for the design of information visualizations by Baldonado et al. [68].

According to Chung et al. [67], the temporal and spatial dimensions are the primary focus for many event visualization techniques implemented in software tools. Chung et al. reviewed 24 techniques and tools that have been produced between 1991 and 2003. These tools have been used in a wide variety of applications, including: medicine, law enforcement, business and news, computer mediated communication, environmental studies and entertainment. Many of these software tools support interactive exploration of the temporal and spatial dimensions, and this interactive exploration can increase the speed and accuracy of understanding on the part of the user. There are few evaluations of such tools however, and Chung et al. report only six examples. Given the number of techniques and tools, and the range of their application, event visualisations that support a temporal dimension appear to be valuable for communicating information about phenomena as well as reasoning about those phenomena.

In the field of information visualisation, Baldonado et al. [68] have derived a set of eight heuristics for the use of multiple views in information visualizations. These heuristics were derived from the analysis of existing systems, the authors’ own experiences of designing systems, and from participation in discussion at the CHI’98 workshop on information exploration environments. The heuristics are presented here in Table 3. According to Baldonado et al., the first four heuristics (diversity, complementarity, parsimony, and decomposition) provide guidance on the selection of multiple views. These heuristics would therefore apply to the choice and content of sections in an MDT. The last four heuristics (space/time resource optimization, self-evidence, consistency, and attention management) provide guidance on the actual presentation of the visualization. These heuristics would therefore apply to the graphical presentation of the content of sections of any MDT to the reader.

Baldonado et al. [68] also discussed the benefits and costs of each heuristic to the reader of the information visualization as well as to the visualization designer. Further details on these issues can be found in Baldonado et al.’s paper [68].
Table 3 Heuristics for design of information visualizations [68]

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Heuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diversity</td>
<td>Use multiple views when there is a diversity of attributes, models, user profiles, levels of abstraction, or genres.</td>
</tr>
<tr>
<td>Complementarity</td>
<td>Use multiple views when different views bring out correlations and/or disparities.</td>
</tr>
<tr>
<td>Decomposition</td>
<td>Partition complex data into multiple views to create manageable chunks and to provide insight into the interaction among different dimensions.</td>
</tr>
<tr>
<td>Parsimony</td>
<td>Use multiple views minimally</td>
</tr>
</tbody>
</table>

Presentation and interaction of visualization

<table>
<thead>
<tr>
<th>Space / Time Resource Optimization</th>
<th>Balance the spatial and temporal costs of presenting multiple views with the spatial and temporal benefits of using the views.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-Evidence</td>
<td>Use perceptual cues to make relationships among multiple views more apparent to the user.</td>
</tr>
<tr>
<td>Consistency</td>
<td>Make the interfaces for multiple views consistent, and make the states of multiple views consistent.</td>
</tr>
<tr>
<td>Attention Management</td>
<td>Use perceptual techniques to focus the user’s attention on the right view at the right time.</td>
</tr>
</tbody>
</table>

Given the above discussion, some of the issues around the evaluation of MDTs requiring further attention are:

1. To what degree can the MDT technique provide a representation of a project that is more concise than, for example, a narrative or a time series? With further development of the time lines (e.g. a more sophisticated notation), could the time line approach make detailed narrative descriptions either unnecessary or at least less necessary?

2. To what degree can the MDT technique provide a representation of a project that effectively supports the identification and evaluation of causal explanations in a project?

3. To what degree can the MDT technique represent different kinds of software engineering phenomena and different kinds of evidence? As suggested by Figure 1, two fundamental requirements of the time line approach are that entities and attributes of a phenomenon of interest can be represented as objects in time (events) relative to each other, and that these objects can be represented using basic geometrical objects (e.g. lines, points, possibly areas). Aside from these two requirements, the MDT technique appears to be very flexible over the kinds of phenomenon that can be represented; but these assumptions require further investigation and evaluation.

6.3 Further research

Further research in the MDTs is required in at least the following areas:

- Further develop the notation so that it can provide a richer representation of project-level behaviour.
- Develop a conceptual framework of events and MDTs.
- Better understand the limits of what MDTs can and cannot represent.
• Better understand the layers of abstraction appropriate for MDTs and how these layers can be related to each other (perhaps similar to the concepts of the levels of a Data Flow Diagram).
• Develop guidelines on when the MDT technique should and shouldn’t be used, and how MDTs can be integrated with other kinds of representation.
• Determine the evidence most appropriate for these kinds of descriptions.
• Better understand how to integrate project-level attributes with attributes of processes within the project and ‘above’ the project.
• Provide a software tool for generating and manipulating MDTs\(^1\).

6.4 Conclusion
Little attention has been directed at modelling temporal aspects of the project-level attributes of software projects. To model these aspects, we propose the use of multi-dimensional timelines (MDTs) that combine quantitative and non-quantitative data to represent a range of project-related attributes relative to a common time axis. We demonstrate the application of MDTs with examples from a longitudinal study of a software project, Project B, at IBM Hursley Park. The examples show how the MDTs can represent qualitative data as events over time, as well as schedule information (actual and planned) and quantitative time series all on the same visualisation. MDTs seem to be capable of accommodating different types of data, representing different types of change, and accommodating different conceptualisations. In general, MDTs would appear to be capable of representing a variety of types of information provided that information and the empirical data about them can be located in time and can be represented in terms of the simple geometrical structures of points, lines and planes. We also briefly consider the range of visualisation techniques and tools being developed in the information visualisation field as an indicator of the communicative and analytic benefits to visualising time; and we also briefly consider heuristics for the design of information visualisations. Finally, we identify a range of further work required on the proposed MDTs, in terms of the further development and evaluation of the technique.
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