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Abstract—Spiking neural networks (SNNs) are biologically
plausible and computationally powerful. The current computing
systems based on the von Neumann architecture are almost
the hardware basis for the implementation of SNNs. However,
performance bottlenecks in computing speed, cost, and energy
consumption hinder the hardware development of SNNs. There-
fore, efficient non-Neumann hardware computing systems for
SNNs remain to be explored. In this paper, a selective supervised
algorithm for spiking neurons inspired by the selective attention
mechanism is proposed, and a memristive spiking neuron circuit
as well as a memristive SNN circuit based on the proposed
algorithm are designed. The memristor realizes the learning
and memory of the synaptic weight. The proposed algorithm
includes a top-down selective supervision method and a bottom-
up selective supervision method. Compared with other supervised
algorithms, the proposed algorithm has excellent performance on
sequence learning. Moreover, top-down and bottom-up attention
encoding circuits are designed to provide the hardware founda-
tion for encoding external stimuli into top-down and bottom-
up attention spikes, respectively. The proposed memristive SNN
circuit can perform classification on the MNIST dataset and the
Fashion-MNIST dataset with superior accuracy after learning
a small number of labeled samples, which greatly reduces the
cost of manual annotation and improves the supervised learning
efficiency of the memristive SNN circuit.

Index Terms—Selective attention, memristor, spiking neural
network, circuit design, supervised algorithm, sequence learning,
image classification.

I. INTRODUCTION

SPIKES are considered to be an important carrier of
neural information processing. As a computational model

inspired by the brain, spiking neural networks (SNNs) are
biologically plausible and computationally powerful [1]. SNNs
are designed to simulate the function of the brain and imitate
neural information processing methods. Since processing neu-
ral information by encoding precise temporal spike sequences,
SNNs are considered to be more capable than other types of
neural networks in performing temporal spike pattern recog-
nition and real-time calculations [2]. Recently, many studies
have combined SNNs into different new application scenarios
such as batch normalization [3], dynamic vision sensing [4],
3D image recognition [5] and visual explanations [6], and
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these works provide effective methods for the application of
large-scale SNNs.

At present, the computing systems based on the von Neu-
mann architecture are almost the hardware basis for the imple-
mentation of the SNN [7]. Since the memory and processing
units of the computing system are physically separated, storage
and computing need to transmit a large amount of data to each
other. With the significant growth of computing demands, the
computing speed, cost and energy consumption of computing
systems based on von Neumann architecture have reached per-
formance bottlenecks [8]. Therefore, the study of efficient non-
Neumann hardware computing systems has become one of
the key methods to break through the performance bottleneck.
In 1971, Chua [9] proposed a basic element that defines the
relationship between electric charge and magnetic flux, and
the element was named memristor. The memristor is a passive
device with nonlinear and nonvolatile properties. Numerous
studies have shown that the properties of memristor are similar
to biological synapses, and the conductance of memristors can
represent the weight of synapses [10]. In 2008, a nano mem-
ristor device was first realized at HP Labs [11]. Subsequently,
various physical and mathematical memristor models have
been proposed [12]–[16]. Recently, memristor-based neuron
circuits and neural network circuits have been successively
proposed [17]–[26]. Meanwhile, researchers have conducted
many studies on memristive SNN circuits. For example, Hu
et al. [27] proposed a memristor-based dynamic synapse for
SNNs. Ankit et al. [28] proposed a reconfigurable and energy-
efficient architecture (RESPARC) and designed an efficient
memristor-based SNN circuit for recognition applications.
Shukla et al. [29] proposed a clock-less SNN with memristive
synapses for simultaneous learning and recognition. Zhao et al.
[30] proposed a memristor-based SNN circuit with inhibitory
synapses to realize the mechanisms of lateral inhibition and
homeostasis.

Since SNNs have complex discontinuities and implicit non-
linear mechanisms, supervised learning algorithms used in
traditional artificial neural networks are difficult to achieve the
same effect in SNNs [31]. In the past few years, many studies
on supervised learning methods of spiking neurons (SNs)
have been proposed. For example, the researches of synaptic
plasticity enlightened Ponulak and Kasiński [32] combined
spike-timing-dependent plasticity (STDP) and anti-STDP to
supervised training for SNs, and proposed a classical remote
supervised method (ReSuMe) in 2010. Later, Xu et al. [33]
proposed a perceptron-based SN learning rule (PBSNLR) with
temporal encoding, which transforms supervised learning into
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a classification problem. In 2016, Lin et al. [34] proposed
a spiking training kernel learning rule (STKLR) suitable for
SNs. Futhermore, in the study of supervised learning methods
for memristive SNN circuits, a supervised learning model
was proposed in [35] to implement error backpropagation for
the SNN circuit, where memristors act as electronic synaptic
devices to store simulated synaptic weights. Recently, Chen
et al. [36] designed a three-terminal memristive synapse in
the SNN circuit, where the ReSuMe is performed in the
SNN for image classification. Duan et al. [37] reported a
SNN consisting of volatile NbOx memristor-based neurons
and nonvolatile TaOx memristor-based synapses for supervised
online learning. Zhou et.al [38] proposed a memristive spiking
neural network trained with backpropagation through time
(BPTT) learning rules for supervised learning.

The selective attention mechanism is the ability of biological
vision to selectively process visual information in the envi-
ronment. The selective attention mechanism can be divided
into top-down (TD) approach for goal-driven mechanism and
bottom-up (BU) approach for stimulus-driven mechanism [39],
[40]. In visual scenes, the TD selective attention not only
selectively enhances the attention of target objects, but also se-
lectively suppresses neuronal responses evoked by other non-
target objects. When the features of objects in the scene are
relatively salient, the BU selective attention is automatically
stimulated. The selective attention mechanism can effectively
alleviate the problem of information overload, allowing the
brain to dynamically learn real-time information with limited
attention resources [41]. Recently, a memristor-based full-
circuit implementation of transformer network (TN) with
multi-heads and single attention layer was proposed [42], but it
focus on the BU attention approach and lack of consideration
for the TD attention approach. Therefore, how to combine the
TD approach and the BU approach of the selective attention
mechanism into the memristive SNN circuit is still an unsolved
problem.

The main contributions of this paper are as follows:

1) Combining the selective attention mechanism with super-
vised learning, a selective supervised attention algorithm
(SSAA) is proposed. The SSAA includes a TD selec-
tive supervision method and a BU selective supervision
method. Compared with other supervised algorithms, the
SSAA has faster learning speed, less learning time and
higher learning accuracy on sequence learning.

2) Based on the SSAA and memristors, a selective super-
vised memristive spiking neuron citcuit (SSMSNC) is
designed, and a selective supervised memristive spiking
neural network citcuit (SSMSNNC) is constructed for
image classification. In addition, TD and BU attention
encoding circuits are designed to extract and encode
attention spikes from images.

3) The SSMSNNC can perform accurate classification on
the MNIST dataset and the Fashion-MNIST dataset af-
ter learning a small number of labeled samples, and
has superior classification accuracy compared with other
memristive SNN circuits. This work greatly reduces the
cost of manual annotation and improves the supervised

learning efficiency of memristive SNN circuits.
The rest of this paper is organized as follows. In Section

II, the design of the SSAA is proposed, and performance
analysis and comparison of sequence learning are performed.
In Section III, the memristor model used in PSPICE simula-
tions is introduced, and then the SSMSNC is designed and
analyzed. In Section IV, attention encoding circuits for the
SSMSNC are designed and analyzed. In Section V, application
of the SSMSNNC in image classification is presented, and the
robustness for classification is analyzed. In Section VI, power
consumption, parameter effects, circuit comparison and non-
ideality are discussed. Finally, Section VII summarizes the
work of this paper.

II. ALGORITHM DESIGN AND ANALYSIS

A. The Selective Supervised Attention Algorithm

With limited information processing resources, the human
eyes receive tens of millions of bits of visual information from
the real world. The selective attention mechanism of human
vision tends to focus on the desired captured information
and ignore relatively irrelevant information, thereby reducing
the amount of information that needs to be processed and
recognizing the external environment more quickly [43].

Inspired by the selective attention mechanism of biological
vision principles, the SSAA combines the TD attention ap-
proaches of the goal-driven mechanism and the BU attention
approaches of the stimulus-driven mechanisms to dynamically
modify synaptic weights of the SN. The working flow of the
SSAA is shown in Fig. 1. The SSAA includes a TD selective
supervised attention algorithm (TDSSAA) and a BU selective
supervised attention algorithm (BUSSAA). All samples need
to be encoded to make the TDSSAA and the BUSSAA work
correctly. The encoding method for samples is introduced in
Section IV.

TDSSAA

A small scale 
labeled samples

A part of 
unlabeled 
samples

TD attention 
spike signal

Selection
BUSSAA

Training Classification

All unlabeled 
samples

Selected 
data

Classified 
samples

BU attention 
spike signal

BU attention 
spike signal

Fig. 1. The working flow of the SSAA. TD attention spike signals are obtained
from a small scale of labeled samples. In the learning stage, the TDSSAA
selects images similar to TD attention spikes from the BU attention spike
signals of a part of unlabeled samples. The BU attention spike signals of the
selected samples constitute the selected data, which are used as training data
for the BUSSAA to modify synaptic weights. After training, the BUSSAA
classifies all unlabeled samples in the testing stage.

The number of synapses in the SN is set to n, each synapse
receives corresponding synaptic spikes in parallel. The SSAA
is defined as:

∆wi(t) = (−1)

(
1−xi(t)

)
αixsi(t)xc(t), (1)

xsi(t) = 1− xTDSSAA(t)
(
1− xBUi(t)

)
, (2)

xi(t) =

{
xTDi(t)xBUi(t), xTDSSAA(t) = 1

xBUi(t), xTDSSAA(t) = 0,
(3)
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where ∆wi(t) is the variation of the ith synaptic weight, αi is
the learning rate of the ith synaptic weight. xi(t) is the synap-
tic control signal of the ith synapse, where i = 1, 2, . . . , n.
xc(t) is the control signal for the SSAA to learn or test. If
xc(t) = 1, the SSAA performs learning and the synaptic
learning occurs, otherwise the SSAA performs testing and
synaptic weights are unchanged. xTDi(t) and xBUi(t) are
the TD and BU attention spike signals of the ith synapse,
respectively. xTDSSAA(t) is a pulse signal for the SSAA to
perform the TDSSAA. xsi(t) is the transmission control signal
of the ith synapse. In the SSAA, the amplitudes of all spikes
and pulses are set to 1.

The presence or absence of pulses in xTDSSAA(t) is the
criterion for distinguishing between TDSSAA and BUSSAA.
During the pulse of xTDSSAA(t), the SSAA performs the
TDSSAA. If a spike occurs in xTDi(t) and xBUi(t) simultane-
ously, then a spike is generated in xi(t). Without the pulse of
xTDSSAA(t), the SSAA performs the BUSSAA, and the spike
occurring in xi(t) is consistent with xBUi(t). The transmission
control signal xsi(t) of the ith synapse is produced by the
interaction of xTDSSAA(t) and xBUi(t). If xTDSSAA(t) = 1
and xBUi(t) = 0, then xsi(t) = 0, the transmission channel of
the ith synapse is turned off. In other cases, the transmission
channel of the ith synapse is turned on.

Algorithm 1 The Selective Supervised Attention Algorithm
1: i← 1
2: while i ≤ n do
3: if xc(t) = 1 then
4: if xTDSSAA(t) = 1 then
5: xi(t) = xTDi(t)xBUi(t)
6: end if
7: if xTDSSAA(t) = 0 then
8: xi(t) = xBUi(t)
9: end if

10: if xTDSSAA(t) 6= 1 and xBUi(t) 6= 0 then
11: xsi(t) = 1
12: end if
13: if xTDSSAA(t) = 1 and xBUi(t) = 0 then
14: xsi(t) = 0
15: end if
16: if xsi(t) = 1 then
17: if xi(t) = 1 then
18: ∆wi = αi
19: end if
20: if xi(t) = 0 then
21: ∆wi = −αi
22: end if
23: end if
24: if xsi(t) = 0 then
25: ∆wi = 0
26: end if
27: end if
28: if xc(t) = 0 then
29: ∆wi = 0
30: end if
31: end while

In the learning stage of the SSAA, if the transmission
channel of the ith synapse is turned on, then the synaptic
weight of the ith synapse increases corresponding to xi(t) = 1
and decreases corresponding to xi(t) = 0. The weights of all
synapses are modified globally in parallel during the learning
stage. The detailed process of synaptic weight modification in
the SSAA is shown in Algorithm 1.

During the learning stage and the testing stage, the output
signals of the SSAA is defined as:

xo(t) =


∂1

n∑
i=1

(
wi(t)xsi(t)

)
, xc(t) = 1

∂2

n∑
i=1

(
wi(t)xsi(t)xi(t)

)
, xc(t) = 0,

(4)

so(t) =

{
1, xo(t) ≥ xth

0, xo(t) < xth,
(5)

where xo(t) is the output signal of the SSAA, wi(t) is the
weight of the ith synapse. ∂1 is the output gain coefficient in
the case of xc(t) = 1 and ∂2 is the output gain coefficient
in the case of xc(t) = 0. so(t) is the output spikes of the
SSAA after the threshold comparison of xo(t), and xth is the
threshold of the SSAA.

When xc(t) = 1, all synaptic output signals are accumulated
with the output gain coefficient of ∂1 to obtain xo(t). When
xc(t) = 0, only synaptic output signals under the condition of
xi(t) = 1 are accumulated with the output gain coefficient of
∂2 to get xo(t). If xo(t) ≥ xth, then a spike occurs in so(t),
otherwise no spike occurs.

B. Sequence Learning and Performance Analysis

In order to quantitatively evaluate the learning accuracy of
sequence learning, a correlation-based metric C is used to
represents the correlation between two spike trains [44]. C
is calculated as follows:

C =

−→
h1 ·
−→
h2∣∣∣−→h1

∣∣∣ ∣∣∣−→h2

∣∣∣ , (6)

where
−→
h1 and

−→
h2 are the vectors representing a convolution

of the two spike trains with a low-pass Gaussian filter.
−→
h1 ·
−→
h2

is the inner product.
∣∣∣−→h1

∣∣∣ and
∣∣∣−→h2

∣∣∣ are the Euclidean norms

of
−→
h1 and

−→
h2, respectively. The Guassian filter function with

the parameter σ is given by f(t, σ) = exp(−t2/2σ2), where
σ is the width of the Guassian filter function. The two spike
trains are uncorrelated at C = 0, and completely correlated at
C = 1.

To analyze the learning performance of the SSAA, we
perform supervised sequence learning on multi-spike input
pattern by the TDSSAA. Some work uses the SNNs trained by
DNN-to-SNN conversion for supervised learning [45], [46],
but the key disadvantage of these SNNs is high latency.
Although a DNN-to-SNN conversion and finetuning algorithm
was proposed in [47] to reduce the conversion error for small
number of time steps by minimizing the difference between
SNN and DNN activation functions. However, compared with
the SNNs that directly implement supervised algorithms, the
SNNs trained by DNN-to-SNN conversion still have higher
conversion costs. In traditional supervised learning methods,
the aim of sequence learning is to make the SN learn and
fire a specific spike train with the precise firing times of
spikes [32], [33]. If running time is considered, supervised
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learning of SNs is equivalent to temporal spike learning and
classification problems. As we all know, the human brain has a
high degree of parallelism, where neurons and synapses need
to process large amounts of information in parallel. Obviously,
temporal spike learning cannot meet the needs of large-scale
real-time and parallel information processing. Different from
the traditional supervised learning methods of the SN, the
desired output spike pattern in our algrithm is input into
each synapse in parallel at each learning epoch. In traditional
supervised learning methods, the length of the spike train is
determined by the length of time. In our algorithm, the length
of the spike train is defined by the number of spike sites that
occur at the same time. Due to the parallel computation, the
number of spike sites for the desired output spike pattern and
input spike pattern is consistent with the number of synapses,
and one learning epoch in our algorithm only occupies one
spike site in each pattern. Different input spike patterns are
input into the corresponding synapses at different learning
epochs. The schematic diagram of sequence learning in our
algorithm is shown in Fig. 2. Therefore, all synaptic weights
are modified simultaneously according to the TDSSAA in each
learning epoch, and the output spike pattern is obtained in each
learning epoch.

Since the modification of the synaptic weight corresponds
to the adjustment of the output result, the synaptic weight is
served as the basis for the output spike as follows:

swi(t) =

{
1, ∂3wi(t) ≥ xwthi

0, ∂3wi(t) < xwthi,
(7)

where ∂3 is the output gain coefficient of synapses. xwthi is
the threshold of the ith synapse. If ∂3wi(t) ≥ xwthi, then a
spike occurs in the swi(t), otherwise no spike occurs.
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Fig. 2. The illustration of sequence learning for the SSAA. The length of the
spike train is defined by the number of spike sites. The number of spike sites
for the desired output spike pattern and input spike patterns is consistent with
the number of synapses, and one learning epoch only occupies one spike site
in each pattern. The time sequences of the desired output spikes are input
into synapses as the TD attention spike signals, and the time sequences of the
input spikes are input into synapses as the BU attention spike signals.

We define that C is calculated from the desired output
spike pattern and the output spike pattern. Fig. 3(a) and (b)
show the desired output spike pattern and the input spike
patterns for simulation. The simulated output spike patterns
are shown in Fig. 3(c). In sequence learning of the TDSSAA,
xc(t) = 1 and xTDSSAA(t) = 1. The simulation parameters of
the SSAA for sequence learning are set as follows: αi = 0.1,
∂3 = 0.1, xwthi = 0.05 (i = 1, 2, . . . , n). In the simulations,
the SSAA with 300 synaptic inputs is trained on the spike

patterns of the desired output spikes and the input spikes with
the Poisson process at about 150 Hz. The spike duration is
set to 0.1 ms, and a learning epoch is set to 1 ms. The
simulation time step is set to 1 ms, thus the number of
time steps is consistent with the number of learning epochs.
The spikes are fired at the corresponding spike sites. Since
the physical implementation of synaptic weights has weight
boundaries, such as memristors, therefore, the variation range
of the synaptic weights in the SSAA is set to [0, 1].

The initial synaptic weights are set as the random dis-
tribution in the interval [0, 1], as shown in Fig. 4(a). The
synaptic weights after the simulation are shown in Fig. 4(b),
where the synaptic weights corresponding to the desired output
spikes are trained to reach the maximum weight of 1, and the
other synaptic weights are reduced to the minimum weight of
0. This result reflects selective modification of synapses. As
shown in Fig. 4(b), the output spike pattern exactly matches
the desired output spike pattern at the 17th learning epoch,
and the learning accuracy reaches C = 1. Since one learning
epoch in the TDSSAA is 1 ms, the learning time of sequence
learning is greatly saved and the learning efficiency is greatly
improved.

Fig. 3. The schematic diagram of spike patterns. (a) The input spike patterns.
(b) The desired output spike pattern. (c) The output spike patterns.
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Fig. 4. The simulation results of sequence learning. (a) Initial synapse weights
and final synapse weights. (b) The learning accuracy of sequence learning.

Considering the influence of parameters on the learning
performance, learning epochs required for the SSAA to learn
to reach C = 1 under different parameters are simulated, as
shown in Fig. 5. With the increase of number of synapses in
Fig. 5(a), learning epochs to reach C = 1 increase accordingly,
and the floating range of learning epochs also increases
accordingly. Thereby the more the number of synapses, the
longer the learning time. In Fig. 5(b), the number of synapses
is set to 500. As αi (i = 1, 2, . . . , n) increases, learning epochs
to reach C = 1 decrease rapidly, and the floating range of
learning epochs decreases accordingly. Too small αi makes
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Fig. 5. Learning performance analysis under different parameters. (a) Differ-
ent number of synapses. (b) Different learning rate αi (i = 1, 2, . . . , n) of
synaptic weights. (c) Different synaptic threshold xwthi (i = 1, 2, . . . , n) of
synapses.

the update of synaptic weights slow, and the time cost of
learning is greater. While too large αi leads to fast update of
synaptic weights, the fine weight modification process cannot
be observed. In Fig. 5(c), the number of synapses is set to
500. As xwthi (i = 1, 2, . . . , n) increases, learning epochs
to reach C = 1 decrease before xwthi = 0.05 and increases
afterwards. The floating range of learning epochs decreases
before xwthi = 0.07 and increases afterwards. Therefore,
how to balance the number of synapse, αi and xwthi to
achieve optimal learning in practical applications is a key
consideration.

C. Comparison of Learning Performance

In this section, the supervised learning performances of the
TDSSAA, the ReSuMe, the PBSNLR and the STKLR are
compared. The firing of spikes at equidistant time points in the
other algorithms corresponds to the firing of spikes at the spike
site of the spike pattern in the TDSSAA. First, the learning
performances of the four algorithms with different lengths of
spike trains are compared. In the simulations, the length of
the spike train ranges from 400 ms to 2800 ms with the time
interval of 400 ms. The firing rate of spike trains is set to 1

2Ls
,

where Ls is the length of spike train. The generation of all
spikes follows the homogeneous Poisson process. As shown
in Fig. 6(a), the TDSSAA can reach the maximum learning
accuracy C = 1 in any length of the spike trains, while
the maximum learning accuracy of the other three algorithms
decreases gradually with the increase of the sequence length.
Meanwhile, learnnig epochs of the TDSSAA compared to the
other three algorithms are also the least as shown in Fig. 6(b).

Second, the learning performances of the four algorithms
with different firing rates of spike trains are compared. In the
simulations, the number of synapses is set to 500. The firing
rate of the spike train ranges from 100 Hz to 400 Hz with the
rate interval of 100 Hz. The generation of all spikes follows
the homogeneous Poisson process. As shown in Fig. 7, the
TDSSAA can always reach the maximum learning accuracy
C = 1 at different firing rates, while the maximum learning
accuracy of the other three algorithms are limited by the firing
rate of the spike train. Learning epochs of the other three
algorithms are significantly larger than that of the TDSSAA.

Therefore, compared with the other traditional supervised
algorithms, the proposed SSAA has better performance in
learning speed, learning time and learning accuracy.
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Fig. 6. The comparison of the learning performance in the different length
of spike trains. (a) Learning accuracy. (b) Learnnig epoch.
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III. CIRCUIT DESIGN AND ANALYSIS OF THE SSMSNC

A. Memristor Model

In recent years, many memristor models have been proposed
based on the experimental data or device characteristics,
such as TiO2 memristor model [48], TEAM model [49],
VTEAM model [50] and AIST-based memristor model [14].
The TiO2 memristor model lacks threshold voltages and thus
cannot keep the memristance unchanged in the presence of
an input voltage. The TEAM model is current-controlled,
which is inconsistent with most practical voltage-controlled
memristive devices. The VTEAM model is an extension of
the TEAM model to a voltage-controlled memristor model,
but the derivative of its state variable is constant when the
input voltage is a pulse. The AIST-based memristor model
is a voltage-controlled threshold memristor model in which
the memristance could be modified only when the applied
voltage exceeds the threshold, and the memristance can be
controlled by the spike voltage. The AIST-based memristors
can describe memristor devices at a level of abstraction
sufficient for efficient circuit simulation, which is well suited
for the simulation of memristive SNN circuit. The AIST-based
memristor model is expressed as:

dw(t)

dt
=


µv

RON

D
ioff

i(t)−i0F (w(t)) , v(t) > VT+ > 0

0, VT+ ≥ v(t) ≥ VT−

µv
RON

D
i(t)
ion
F (w(t)) , 0 > VT− > v(t),

(8)

f (w(t)) = 1−
(

2w(t)

D
− 1

)2p

, (9)
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where i0, ioff , and ion are constants, w(t) donates the state
variable of memristor, µv is the average ion mobility and
D is semiconductor film thicknesses. RON and ROFF are
low memristance and high memristance of the memristor
respectively. f(w(t)) is a window function. p is a positive
integer. VT+ and VT− are positive and negative threshold
voltages, respectively. The PSPICE simulation parameters of
memristors are shown in Table I.

TABLE I
SIMULATION PARAMETERS OF MEMRISTORS

Parameter Value
RON (kΩ) 1
ROFF (kΩ) 10
VT+ (V) 0.05
VT− (V) -0.05
µv (m2s−1Ω−1) 1e-12
D (nm) 10
i0 (A) 1e-6
ioff (A) 5e-3
ion (A) 5e-8
p 10

The change curves of the simulated memristor are shown
in Fig. 8. The simulation results show that if the applied
voltage is positive and exceeds the positive threshold voltage
of the memristor, the memristance decreases. If the applied
voltage is negative and exceeds the negative threshold voltage
of the memristor, the memristance increases. Furthermore,
with a positive voltage applied, the memristance decreases
rapidly and then slowly. With a negative voltage applied,
the memristance increases rapidly and then slowly. These
properties of the simulated memristor are consistent with the
actual memristor device.
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Fig. 8. The change curves of the simulated memristor under applied positive
and negative voltages.

B. Circuit Design of the SSMSNC

Based on the SSAA, we design a memristive SN circuit
as shown in Fig. 9, which consists of a memristive synapse
module, a power supply module and an output module.

The memristive synapse module contains n memristive
synapses (MSs) for parallel computing. The circuit of the ith
memristive synapse (MSi) consists of a memristor (Mi), five
NMOSs (Nsi, Ni1, Ni2, Ni3, Ni4) and two CMOS NOT logic
gates. Mi is the memristor of MSi, and the conductance of
Mi represents the synaptic weight. xi(t) is the synaptic control
signal of the MSi, which is used to control the direction of the

current flowing through the MSi. xsi(t) is the control signal
of Nsi in the MSi.

MS1

MS2

x1(t) x1(t)

x2(t) x2(t)

xn(t) xn(t)

ET EL

M2
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—
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Fig. 9. The structure diagram of the SSMSNC. The ith memristive synapse in
the memristive synapse module is illustrated at the bottom right. The power
supply module and the output module are indicated in the SSMSNC. The
generation circuit of xsi(t) and xi(t) are displayed at the upper right.

The generation circuit for xi(t) is illustrated in the upper
right of Fig. 9, where xTDi(t) and xBUi(t) are the TD atten-
tion and BU attention spike signal of the MSi, respectively.
xTDSSAA(t) is the pulse signal for the SSMSNC to learn with
the TDSSAA. xsi(t) is the result of the OR logic operation
between xBUi(t) and NOT-xTDSSAA(t). xTi(t) is the result of
the AND logic operation between xTDi(t) and xBUi(t). NBUi

and NTDi are NMOSs.
In the power supply module, the two supply voltages (EL,

ET) are the learning voltage and testing voltage of the SSM-
SNC, respectively. The synaptic supply voltage is recorded as
u1(t) and u2(t). NL1, NL2 and NT are NMOSs controlled by
xc(t). NL1 and NL2 are turned on during the learning stage
and turned off during the testing stage. NT is turned on during
the testing stage and turned off during the learning stage.

In the output module, the operational amplifier (OPAMP)
U1, the resister Rf and MSs form an inverting summation
OPAMP circuit that accumulates the synaptic voltage of MSs.
Then the inverting voltage is input to an inverting OPAMP
circuit to obtain the output signal xo(t) of the SSMSNC.
The OPAMP U3 and the resisters R3 and R4 constitute a
comparison OPAMP circuit, and the comparison threshold
voltage is Vth. If the voltage of xo(t) is greater than that of Vth,
then a spike occurs in the spike output signal so(t), otherwise
no spike occurs.

The circuit simulations are all completed in PSPICE. In the
simulations of the SSMSNC, ET = 0.03 V, EL = 0.07 V, R1,
R2, R3 and R4 are set to 1 kΩ. Rf is adjusted with the number
of MSs. In addition, the positive supply of U1, U2, U3 and
CMOS logic gates is +5 V, the negative supply of U1 and U2

is −5 V, and the negative supply of U3 and CMOS logic gates
is electrical grounding. The turn-on voltages of CMOS logic
gates and NMOSs are 3 V. In the SSMSNC, the amplitudes
of all spikes and pulses are set to 5 V.

C. Circuit Analysis of the SSMSNC

In the power supply module, xc(t) controls the turn-on and
turn-off of the NMOSs NL1, NL2 and NT. If xc(t) = 5 V,
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the SSMSNC is in the learning stage. NL1 and NL2 are turned
on, and NT is turned off, then u1(t) = u2(t) = EL. Since
|EL| is larger than the threshold voltages |VT+| and |VT−|
of memristors, the weights of MSs are modified during the
learning stage. If xc(t) = 0 V, the SSMSNC is in the testing
stage. NT is turned on, NL1 and NL2 are turned off, then
u1(t) = ET and u2(t) = 0 V. Since |ET| is smaller than the
threshold voltages |VT+| and |VT−| of memristors. Thereby
the weights of MSs are unchanged under the testing stage.
The simulation results of the power supply module are shown
in Fig. 10.
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Fig. 10. The simulation results of the power supply module. In the first 10
ms, xc(t) = 5 V. In the last 10 ms, xc(t) = 0 V.
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Fig. 11. The simulation results of the MSi circuit in the learning stage.
During the first 5 ms, xsi(t) = 5 V and xi(t) = 5 V, Mi decreases. During
5 ms to 10 ms, xsi(t) = 5 V and xi(t) = 0 V, Mi increases. During 10 ms
to 20 ms, xsi(t) = 0 V, Mi is unchanged.

In the MSi circuit, xi(t) controls the turn-on and turn-off
of the NMOSs Ni1, Ni2, Ni3 and Ni4, and xsi(t) controls
the turn-on and turn-off of the NMOS Nsi. If xsi(t) = 5
V and xi(t) = 5 V, then Nsi, Ni2 and Ni3 are turned on
and the synaptic current is transmitted in the path of 3 →
2. If xsi(t) = 5 V and xi(t) = 0 V, then Nsi, Ni1 and Ni4
are turned on and the synaptic current is transmitted in the
path of 4 → 1. In the learning stage, if xsi(t) = 5 V and
xi(t) = 5 V, then the applied voltage of the memristor Mi is
u1(t) and exceeds the positive threshold voltage of memristor.
Thereby the memristance of Mi decreases and GMi increases.
If xsi(t) = 5 V and xi(t) = 0 V, then the applied voltage of
the memristor Mi is u2(t) and exceeds the negative threshold
voltage of memristor. Thus the memristance of Mi increases
and GMi decreases. In addition, if xsi(t) = 0 V, then the
Mi disconnect from the SSMSNC, and no current flows in the
MSi. In the testing stage, the memristance of Mi is unchanged.
The simulation results of the MSi circuit are shown in Fig. 11,
where the initial memristance of the Mi is set to 8 kΩ.
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Fig. 12. The simulation results of the signal generation of xsi(t) and
xi(t). During the first 5 ms, the SSMSNC learns with BUSSAA due to
xTDSSAA(t) = 0 V, thus xi(t) is the same as xBUi(t) and xsi(t) = 5
V. During the last 5 ms, the SSMSNC learns with TDSSAA due to
xTDSSAA(t) = 5 V, and xi(t) is the same as xTi(t). xTi(t) = 5 V is
obtained by xTDi(t) = 5 V and xBUi(t) = 5 V. When xTDSSAA(t) = 5
V and xBUi(t) = 0 V, xsi(t) = 0 V.

In the generation circuit of xi(t), on one hand, NTDi is
turned on and NBUi is turned off in the pulse of xTDSSAA(t),
then xTDi(t) and xBUi(t) jointly input an AND logic gate and
output xTi(t) as xi(t). On the other hand, without the pulse
of xTDSSAA(t), NBUi is turned on and NTDi is turned off,
then xi(t) is the same as xBUi(t). In addition, xTDSSAA(t) is
inverted by the NOT logic gate and then input to the OR logic
gate together with xBUi(t), and the output signal is xsi(t). The
simulation results of the signal generation of xsi(t) and xi(t)
are shown in Fig. 12.

In the output module, the output voltage xo(t) of the
SSMSNC can be expressed as:

xo(t) =

P∑
r=1

( RfR2

Mr(t)R1
Xsr(t)

)
u1(t)

+

Q∑
q=1

( RfR2

Mq(t)R1
Xsq(t)

)
u2(t),

(10)

where P is the number of MSs with the applied voltage
u1(t), Q is the number of MSs with the applied voltage
u2(t), and P + Q = n. Xsi(t) = xsi(t)

A , where A is the
amplitude of spikes in xsi(t). If the memristance increases,
then the synaptic weight decreases and xo(t) decreases. If
the memristance decreases, then the synaptic weight increases
and xo(t) increases. In the learning stage, since xc(t) = 5 V,
then u1(t) = u2(t) = EL. Thereby the voltage of xo(t) is
accumulated by all MSs. In the testing stage, since xc(t) = 0
V, then u1(t) = ET and u2(t) = 0 V. Thereby the voltage of
xo(t) will only be accumulated by the MSs under the condition
of xi(t) = 5 V. In addition, if xsi(t) = 5 V, the MSi is turned
on and participates in the voltage accumulation of xo(t). If
xsi(t) = 0 V, the MSi is turned off and out of action.

The simulation results of the SSMSNC for the TDSSAA
learning are shown in Fig. 13, where the number of MSs
in the SSMSNC is set to n = 5, Rf is set to 100 Ω and
the initial memristances of the memristors are set randomly.
In each learning period, xTD1(t) = 5 V, xTD2(t) = 5 V,
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Fig. 13. The TDSSAA learning of the SSMSNC with five MSs.

xTD3(t) = 0 V, xTD4(t) = 5 V, xTD5(t) = 5 V. Mean-
while, the patterns of xBU1(t), xBU2(t), xBU3(t), xBU4(t),
xBU5(t) are set randomly. Synaptic weights are modified
during learning periods and output xo(t) of the SSMSNC.
The simulation results show that M3 gradually increases and
reaches the maximum value, while M1, M2, M4 and M5

gradually decrease and reach the minimum value. Then, when
the pattern of the BU attention spike signals is the same as
the TD attention spike signals at 90 ms, the output voltage of
xo(t) is the maximum.
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Fig. 14. The BUSSAA learning and testing of the SSMSNC with five MSs.
In the learning stage, five MSs respectively learn under decreasing numbers
of spikes and the memristances of the five memristors are modified. In the
testing stage, x1(t), x2(t), x3(t), x4(t), x5(t) have a spike at 22 ms, 26 ms,
30 ms, 34 ms and 38 ms, respectively.

The simulation results of the SSMSNC for the BUSSAA
learning and testing are shown in Fig. 14, where the number
of the MS is set to n = 5, Rf is set to 1 kΩ and the
initial memristances of all memristors are set to 9 kΩ. In
the learning stage, spikes with decreasing numbers occur in
x1(t), x2(t), x3(t), x4(t), x5(t), respectively. The simulation
results show that the weight of the MS1 is the largest after the
BUSSAA learning. In the testing stage, the voltage of xo(t)
for the MS1 is the largest due to the largest synaptic weight.
Therefore, the voltage amplitude of xo(t) in the testing stage
can be used as the basis for classification.

IV. ATTENTION ENCODING CIRCUIT FOR THE SSMSNC

Recently, some efficient spike encoding methods have been
proposed, such as rate encoding method [51], hybrid spike
encoding method [52] and direct input encoding method [46].
Among these, the rate coding method requires a large number
of time steps to obtain high accuracy. The mapping between
image pixel intensities and individual neuron firing times in the
hybrid spike encoding method lead to inconvenience for circuit
implementation. The direct input encoding method feeds the
analog pixel values directly into the first layer of the SNN,
but the first layer in direct coded SNNs requires multiply-
and-accumulates (MAC), which results in an expensive cost.
Although an SRAM-based processing-in-memory (PIM) ar-
chitecture was proposed in [5] to alleviate the cost of the first
layer in direct coded SNNs, the software-hardware co-design
method is less simple than the circuit-based encoding method.
Therefore, in this section we propose a BU attention encoding
circuit and a TD attention encoding circuit for the SSMSNC.

A. BU Attention Encoding Circuit

BU attention is the key for the SSMSNC to capturing
external information. The realization of the TDSSAA and
BUSSAA in the SSMSNC is premised on the BU atten-
tion spike signal. Therefore, a BU attention encoding circuit
(BUAEC) is proposed in this section.

The size of the captured image is set to N×N , and the BU
attention field is set to m×m. The image is divided into (Nm )2

sub-blocks by the BU attention field. The gray value of the
k pixel in the jth sub-block can be converted into a voltage
value as follows:

Vpj k = γj(pj k − pIm), (11)

where Vpj k is the converted voltage of the kth pixel in the
jth sub-block, k = 1, 2, . . . ,m2 and j = 1, 2, . . . , (Nm )2. pj k
is the gray value of the kth pixel in the jth sub-block, and
pk ∈ [0, 255]. pIm is the mean gray value of the image. γj
is the conversion factor of the jth sub-block. Therefore, m2

gray values of pixels in each sub-block can be converted into
the corresponding voltage values. The difference operation
between pj k and pIm can eliminate the effect of the mean
gray of the image and make the BU attention only focus on
the dominant features in the field of view. It should be noted
that the size of the BU attention field can be adjusted with
the size of the image, and it is necessary to ensure that the
size of the image is an integer multiple of the size of the BU
attention field.

Fig. 15(a) shows a handwritten digit image of size 28 × 28,
which is obtained from the MNIST dataset [53]. The image is
divided into 16 sub-blocks by the 4 × 4 BU attention field, and
the size of each sub-block is 7 × 7 with 49 pixels. As shown
in Fig. 15(b), the gray values of pixels in the jth sub-block
are converted into voltages with γj = 0.0001 as the voltage
amplitude of the input signals vp1(t), vp2(t), . . . , vp49(t) and
transmitted to the jth BUAEC. The spike duration in input
signals is set to 1 ms. The OPAMP Ubj and the resisters
Rbj , Rbj 1, Rbj 2, . . . , Rbj 49 form an inverting summation
OPAMP circuit. Therefore, the gray values of all pixels in



IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS 9

the jth sub-block can be synchronously converted into a
corresponding sub-block voltage signal. The output signal
vbj(t) of the jth sub-block can be expressed as:

vbj(t) = −
49∑
k1=1

Rbj

Rbj k1
vpj k1(t). (12)

Then vbj(t) is compared in the comparison OPAMP circuit
consisting of the OPAMP Uaj and the resisters Raj 1 and
Raj 2. If the voltage of vbj(t) exceeds 0 V, a spike is generated
in xBUj(t), otherwise no BU attention spike occurs. After all
sub-blocks of the image complete the voltage conversion syn-
chronously, (Nm )2 converted sub-block voltages are obtained
and then input into (Nm )2 MSs of the SSMSNC in parallel.
The number of MSs in the SSMSNC is equal to the number
of sub-blocks.

jth sub-block

Pixel 1

Pixel 2

 

Pixel 49

Image (28×28)

BU attention 

field (7×7)

+
—

Ubj
Rbj_49

Rbj

Rbj_2

Rbj_1

 

xBUj(t)

vbj(t)
+
—

Raj_1 Uaj

Raj_2

vpj_1(t)

vpj_2(t)

vpj_49(t)

(a) (b)

BUAEC-j

Fig. 15. (a) The handwritten digit image divided into 16 sub-blocks by the
BU attention field, and each sub-block containing 49 pixels. (b) The circuit
structure of the jth BUAEC.

Fig. 16 shows the simulation results of vbj(t) and xBUj(t)
after encoding the handwritten digit image shown in Fig. 15(a),
where xBU3(t) xBU6(t), xBU7(t), xBU10(t), xBU11(t), xBU14(t),
xBU15(t) generate a BU attention spike. In the simulation, all
resistors in BUAECs are set to 1 kΩ. The positive supply of
Ubj and Uaj is +5 V, the negative supply of Ubj is -5 V,
and the negative supply of Uaj is electrical grounding, where
j = 1, 2, . . . , 16.
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Fig. 16. The simulation results of 16 BUEACs encoding the handwritten digit
image in Fig. 15(a).

B. TD Attention Encoding Circuit

Assume a total of r images of size N × N are processed
by BUAECs with the BU attention field of size m×m. Each
image obtains (Nm )2 sub-block signals, which is the same as
the number of n MSs in SSMSNCs. As shown in Fig. 17(a),
vbj(t) of each image are corresponding input into the jth TD
attention encoding circuit (TDAEC-j) for encoding to obtain
the TD attention spike signals, where j = 1, 2, . . . , n. The
circuit structure of TDAEC-j is introduced in Fig. 17(b). The

OPAMP Ucj and the resisters Rcj , Rcj 1, Rcj 2, . . . , Rcj r

form an inverting summation OPAMP circuit. The OPAMP
Udj and the resisters Rdj 1, Rdj 2 form an inverting OPAMP
circuit. The jth sub-block signals of all images are simultane-
ously transmitted to the TDAEC-j for superposition, and the
superimposed signal vdj(t) can be described as follows:

vdj(t) =

r∑
k2=1

RcjRdj 2

Rcj k2Rdj 1
vbj k2(t). (13)
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Fig. 17. (a) The schematic diagram of n TDAECs encoding r images to obtain
n TD attention spike signals. (b) The circuit structure of the jth TDAEC.

In the simulation, all resistors in TDAECs are set to 1
kΩ. The OPAMP Uej and the resisters Rej 1 and Rej 2 are
composed of a comparison OPAMP circuit. If the voltage of
vej(t) exceeds 0 V, a spike is generated in xTDj(t), otherwise
no TD attention spike occurs. The positive supply of Ucj , Udj

and Uej is +5 V, the negative supply of Ucj and Udj is -5 V,
and the negative supply of Uej is electrical grounding.

V. APPLICATION OF IMAGE CLASSIFICATION

In this section, we construct a four-layer SNN circuit
consisting of 20 SSMSNCs for supervised learning and clas-
sification on the MNIST dataset [53] and the Fashion-MNIST
dataset [54]. The four-layer of SSMSNNC is divided as: input
layer, TDSSA layer, BUSSA layer and output layer. The
structure of the SSMSNNC is shown in Fig. 18. The size of
sample images is set to 30 × 30, the size of the BU attention
field is set to 6 × 6, thereby a SSMSNC contains 25 MSs.

The input layer is divided into the TDSSA input layer and
the BUSSA input layer. The TDSSA input layer consists of
25 BUAECs to encode a part of sample images and transmits
the encoded BU attention spike signals into the SSMSNCs in
the TDSSA layer for TD selection. The TDSSA layer consists
of 10 SSMSNCs with TD attention spike signals. The TD
attention spikes resulted from TDAECs encoding of a small
scale labeled class images. Meanwhile, xTDSSAA(t) of the
SSMSNCs are always maintained at 5 V in the TDSSA layer.
The BUSSA input layer consists of 25 BUAECs to encode
all unlabeled images and transmits the encoded BU attention
spikes into SSMSNCs of the BUSSA layer for classification.
The BUSSA layer consists of 10 SSMSNCs without TD
attention spike signals. The training data of the SSMSNCs
in the BUSSA layer are the BU attention spike signals of
selected images from the TDSSA layer. In the BUSSA layer,
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xTDSSAA(t) of SSMSNCs are always maintained at 0 V. In the
learning stage of the TDSSA layer and the BUSSA layer, xc(t)
of SSMSNCs are kept at 5 V. After the training of SSMSNCs
in the BUSSA layer is completed, the BUSSA layer performs
classification on all unlabeled images in the testing stage with
xc(t) = 0 V. Then the classification results are analyzed in
the output layer.
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Fig. 18. The structure of the SSMSNNC.

In the simulations of the SSMSNNC, Rf of each SSMSNC
is set to 100 Ω. The initial memristance of all memristors is
set to 9 kΩ. The resistances of all the resistors in BUAECs
and TDAECs are set to 1 kΩ. The other parameter settings
are the same as Section III and IV. In the simulation of image
learning, 10000 sample images are obtained from the MNIST
training set and the Fashion-MNIST training set, respectively.
In the simulation of image testing, 10000 images are obtained
from the MNIST test set and the Fashion-MNIST test set,
respectively.

A. The TDSSA layer and Image Selection

In the simulations of the TDSSA layer, the number of
unlabeled images used for selection is set to 2000. Ten sample
images of each digit in the MNIST training set are labeled as
the labeled images, which are respectively encoded as the TD
attention spike signals of each SSMSNC in the TDSSA layer.
Each SSMSNC in the TDSSA layer corresponds to a class.
The BU attention signals of the labeled image are shown in
Fig. 19(a). The TD attention spikes encoded by 25 TDAECs
on the labeled images are shown in Fig. 19(b). Similarly, the
BU attention signals of the labeled images in the Fashion-
MNIST training set are obtained as shown in Fig. 20(a). The
TD attention spikes encoded by 25 TDAECs on the labeled
images are shown in Fig. 20(b). Then 2000 unlabeled images
of the MNIST training set and 2000 unlabeled images of the
Fashion-MNIST training set are encoded by the BUAECs and
input synchronously into the 10 SSMSNCs of the TDSSA
layer for TD selection, respectively.

The learning time for each image is set to 1 ms in a
learning epoch, and 2000 unlabeled images are learned by
each SSMSNC in the TDSSA layer during 100 s for 50
learning epochs. The final amplitude of the output signal
xo(t) after learning for each image is used to compare with
the neuron threshold of the corresponding SSMSNC. The
number of spikes generated in the output spike signal so(t)
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Fig. 19. (a) The BU attention spikes of the 10 labeled images for each digit
of the MNIST dataset. The circles represent attention spikes. The ordinate
represents 25 MSs of the SSMSNC for receiving the corresponding BU
attention spike signals. (b) The schematic diagram of the TD attention spikes
signals in the TDSSA layer. The abscissa represents digits from 0 to 9.
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Fig. 20. (a) The BU attention spikes of the 10 labeled images for each class
of the Fashion-MNIST dataset. (b) The schematic diagram of the TD attention
spikes signals in the TDSSA layer. Each class is described on the abscissa.

of each SSMSNC in the TDSSA layer can be adjusted by
changing the neuron threshold of the corresponding SSMSNC.
In the simulation, we set the number of selected images for
each SSMSNC of the BUSSA layer to 100. By continuously
adjusting the neuron threshold voltage of the SSMSNC, when
the number of output spikes of the SSMSNC reaches 100,
the corresponding unlabeled image is selected based on the
spike position in so(t). Then the BU attention spike signals of
the 100 selected images are used as the training data for the
corresponding SSMSNC in the BUSSA layer.

B. The BUSSA layer and Image Classification

After each SSMSNC in the TDSSA layer selects 100 images
from 2000 unlabeled images, the BU attention spike signals of
the selected images are input into the corresponding SSMSNC
in the BUSSA layer for training, and the training time for
each image is 1 ms. Fig. 21(a) and (b) show the trained
memristances of 25 MSs in each SSMSNC of the BUSSA
layer when learning the selected images of the MNIST dataset
and the Fashion-MNIST dataset, respectively. Fig. 22 and
Fig. 23 show the output voltages of 10 SSMSNCs in the
BUSSA layer obtained by classifying a set of test images
during the testing stage. The simulation results show that when
the test images are input, the output voltage amplitude of
the corresponding class of SSMSNC in BUSSA layer is the
highest, which indicates the SSMSNNC successfully classified
the test images.

C. Classification Performance

To study the noise robustness of the SSMSNNC, we add dif-
ferent levels of Gaussian noise and salt-pepper noise to 10000
test sample images of the MNIST dataset and the Fashion-
MNIST dataset, respectively. The intensity of Gaussian noise
is represented by the variance σ2. The mean of Gaussian noise
is set to 0. The intensity of salt-pepper noise is represented
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Fig. 22. The schematic diagram of BU attention spikes for 100 selected
images of the Fashion-MNIST dataset input into each SSMSNC in the BUSSA
layer.

during the testing stage. The simulation results show that when
the test images are input, the SSMSNC in the BUSSA layer
trained on images selected by the TD attention spike signal
of corresponding labeled images has the highest output volt-
age amplitude, which indicates the SSMSNNC successfully
classified the test images.

C. Classification Performance

To study the noise robustness of the SSMSNNC, we add dif-
ferent levels of Gaussian noise and salt-pepper noise to 10000
test sample images of the MNIST dataset and the Fashion-
MNIST dataset, respectively. The intensity of Gaussian noise
is represented by the variance σ2. The mean of Gaussian noise
is set to 0. The intensity of salt-pepper noise is represented
by the density d. The higher the classification accuracy of the
algorithm on noisy images in the testing stage, the better the
robustness of the algorithm.

Fig. 27(a) shows the images of the MNIST dataset and the
Fashion-MNIST dataset with different variances of Gaussian
noise. The gray value of the noise pixel is between 0 and 255.
The larger the variance σ2, the more noise points. The salt-
pepper noise randomly changes some pixel values of the image
to 0 or 255 as shown in Fig. 27(b). The larger the density d,
the more pixels are changed. In the simulations, the size of test

Fig. 23. The memristive modification process of the 25 MSs in each SSMSNC
of the BUSSA layer when learning 100 selected images of the MNIST dataset.

sample images is set to 30 × 30, the size of the BU attention
field is set to 6 × 6.

In the classification of no noise images, the MNIST testing
accuracy is 93.9% and the Fashion-MNIST testing accuracy
is 80.7%. When the intensity of the Gaussian noise is small,
the noise effect is eliminated in the BU attention encoding
process in our work. When the variance σ2 is large enough, the
classification accuracy of the SSMSNNC is greatly affected,
as shown in Table IV. The salt-pepper noise is to convert
the original pixel value of the test image to black (0) or
white (255). In the process of the BU attention encoding, the
conversion of pixel to black results in easier generation of BU
attention spikes, and the conversion of pixel to white results
in harder generation of BU attention spikes. The increase or
decrease of BU attention spikes can affect the classification
accuracy of the SSMSNNC. The classification accuracy in
our work can be maintained at a high level when the salt-
pepper noise intensity is weak. When the salt-pepper noise is
dense enough, the classification accuracy of the SSMSNNC
decreases greatly.

(a)

Fig. 23. The memristive modification process of the 25 MSs in each SSMSNC of the BUSSA layer. (a) The training of images selected from the MNIST
dataset. (b) The training of images selected from the Fashion-MNIST dataset.

Fig. 23. The memristive modification process of the 25 MSs in each SSMSNC of the BUSSA layer when learning 100 selected images of the MNIST dataset.
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Fig. 22. The schematic diagram of BU attention spikes for 100 selected
images of the Fashion-MNIST dataset input into each SSMSNC in the BUSSA
layer.

during the testing stage. The simulation results show that when
the test images are input, the SSMSNC in the BUSSA layer
trained on images selected by the TD attention spike signal
of corresponding labeled images has the highest output volt-
age amplitude, which indicates the SSMSNNC successfully
classified the test images.

C. Classification Performance

To study the noise robustness of the SSMSNNC, we add dif-
ferent levels of Gaussian noise and salt-pepper noise to 10000
test sample images of the MNIST dataset and the Fashion-
MNIST dataset, respectively. The intensity of Gaussian noise
is represented by the variance σ2. The mean of Gaussian noise
is set to 0. The intensity of salt-pepper noise is represented
by the density d. The higher the classification accuracy of the
algorithm on noisy images in the testing stage, the better the
robustness of the algorithm.

Fig. 27(a) shows the images of the MNIST dataset and the
Fashion-MNIST dataset with different variances of Gaussian
noise. The gray value of the noise pixel is between 0 and 255.
The larger the variance σ2, the more noise points. The salt-
pepper noise randomly changes some pixel values of the image
to 0 or 255 as shown in Fig. 27(b). The larger the density d,
the more pixels are changed. In the simulations, the size of test

Fig. 23. The memristive modification process of the 25 MSs in each SSMSNC
of the BUSSA layer when learning 100 selected images of the MNIST dataset.

sample images is set to 30 × 30, the size of the BU attention
field is set to 6 × 6.

In the classification of no noise images, the MNIST testing
accuracy is 93.9% and the Fashion-MNIST testing accuracy
is 80.7%. When the intensity of the Gaussian noise is small,
the noise effect is eliminated in the BU attention encoding
process in our work. When the variance σ2 is large enough, the
classification accuracy of the SSMSNNC is greatly affected,
as shown in Table IV. The salt-pepper noise is to convert
the original pixel value of the test image to black (0) or
white (255). In the process of the BU attention encoding, the
conversion of pixel to black results in easier generation of BU
attention spikes, and the conversion of pixel to white results
in harder generation of BU attention spikes. The increase or
decrease of BU attention spikes can affect the classification
accuracy of the SSMSNNC. The classification accuracy in
our work can be maintained at a high level when the salt-
pepper noise intensity is weak. When the salt-pepper noise is
dense enough, the classification accuracy of the SSMSNNC
decreases greatly.

(a)

Fig. 23. The memristive modification process of the 25 MSs in each SSMSNC of the BUSSA layer. (a) The training of images selected from the MNIST
dataset. (b) The training of images selected from the Fashion-MNIST dataset.

Fig. 24. The memristive modification process of the 25 MSs in each SSMSNC of the BUSSA layer when learning 100 selected images of the MNIST dataset.

(b)

Fig. 21. The memristive modification process of the 25 MSs in each SSMSNC
of the BUSSA layer. (a) The training of images selected from the MNIST
dataset. (b) The training of images selected from the Fashion-MNIST dataset.
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Fig. 22. The output voltage xo(t) of 10 SSMSNCs in the BUSSA layer
tested on a set of digit images from 0 to 9 in the MNIST test set.
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Fig. 23. The output voltage xo(t) of 10 SSMSNCs in the BUSSA layer
tested on a set of different classes of test images in the Fashion-MNIST test
set.
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Fig. 24. The example of test images of the MNIST dataset and the Fashion-
MNIST dataset with different noise. (a) The images with different variances of
Gaussian noise. (b) The images with different densities of salt-pepper noise.

by the density d. The higher the classification accuracy of the
algorithm on noisy images in the testing stage, the better the
robustness of the algorithm.

Fig. 24(a) shows the images of the MNIST dataset and the
Fashion-MNIST dataset with different variances of Gaussian
noise. The gray value of the noise pixel is between 0 and 255.
The larger the variance σ2, the more noise points. The salt-
pepper noise randomly changes some pixel values of the image
to 0 or 255 as shown in Fig. 24(b). The larger the density d,
the more pixels are changed. In the simulations, the size of
sample images is set to 30 × 30, the size of the BU attention
field is set to 3 × 3.

TABLE II
IMAGE CLASSIFICATION PERFORMANCE OF THE SSMSNNC

UNDER DIFFERENT NOISE LEVELS

Noise level MNIST testing
accuracy

Fashion-MNIST
testing accuracy

No noise - 98.1% 86.4%

Gaussian noise
σ2 = 0.01 92.6% 76.1%
σ2 = 0.05 83.1% 63.7%
σ2 = 0.09 67.6% 51.5%

Salt-pepper noise
d = 0.1 91.8% 75.2%
d = 0.2 72.5% 58.6%
d = 0.3 49.3% 45.2%

In the classification of no noise images, the MNIST testing
accuracy is 98.1% and the Fashion-MNIST testing accuracy
is 86.4%. When the intensity of the Gaussian noise is small,
the noise effect is eliminated in the BU attention encoding
process in our work. When the variance σ2 is large enough, the
classification accuracy of the SSMSNNC is greatly affected,
as shown in Table II. The salt-pepper noise is to convert
the original pixel value of the test image to black (0) or
white (255). In the process of the BU attention encoding, the
conversion of pixel to black results in easier generation of BU
attention spikes, and the conversion of pixel to white results
in harder generation of BU attention spikes. The increase or
decrease of BU attention spikes can affect the classification
accuracy of the SSMSNNC. The classification accuracy in
our work can be maintained at a high level when the salt-
pepper noise intensity is weak. When the salt-pepper noise is
dense enough, the classification accuracy of the SSMSNNC
decreases greatly.

VI. DISCUSSION

A. Power Consumption

The power consumption of the SSMSNNC is derived from
SSMSNCs, BUAECs and TDAECs, where the SSMSNC is
mainly composed of the MSs, the generating circuits of xi(t),
the output circuit and the power supply circuit. The power
consumption in Table III is obtained by PSPICE simulation
reports of the SSMSNNC in Section V. During the learning
stage, power consumption occurs in BUAECs and TDAECs
when an image is input. Power consumption of the SSMSNCs
in the TDSSA layer and the BUSSA layer occurs when atten-
tion spikes are input. In the testing stage, only the SSMSNCs
of the BUSSA layer and the BUAECs of the BUSSA input
layer work.
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TABLE III
POWER CONSUMPTION OF SUBCIRCUITS IN THE SSMSNNC

Circuit component Power consumption

Per SSMSNC

Per MS circuit 0.15 mW
Per generating circuit of xi(t) 0.20 mW

Output circuit 0.35 mW
Power supply circuit 0.05 mW

Per BUAEC 36 inputs 0.59 mW
Per TDAEC 25 inputs 0.60 mW

B. Impacts of Parameters on Power Consumption and Clas-
sification Performance

Different sizes of BU attention fields result in different
numbers of sub-blocks in images and MSs in the SSM-
SNC. Different numbers of sub-blocks affect the classification
accuracy, and different numbers of MSs affect the power
consumption of the SSMSNC. As shown in Table IV, the size
of images is set to 30 × 30, the size of the BU attention field is
set to 3 × 3, 5 × 5 and 10 × 10, respectively. Thus the number
of sub-blocks in a image is 100, 36 and 9, respectively. The
number of MSs in the SSMSNC is the same as the numbers
of sub-blocks. In a SSMSNNC, the numbers of MSs of the
SSMSNC in the TDSSA layer and the BUSSA layer are the
same as the numbers of BUAECs in the TDSSA input layer
and the BUSSA input layer, respectively.

TABLE IV
IMPACT OF PARAMETERS ON POWER CONSUMPTION AND

CLASSIFICATION PERFORMANCE

N ×N 30 × 30
m×m 3 × 3 5 × 5 10 × 10

Number of sub-blocks in an image 100 36 9
Number of MSs in a SSMSNC 100 36 9

Number of BUAECs in a SSMSNNC 200 72 18
Power consumption of a SSMSNNC

with 20 SSMSNC
771.4
mW

309.6
mW

94.2
mW

MNIST testing accuracy 98.1% 93.2% 65.6%
Fashion-MNIST testing accuracy 86.4% 80.9% 52.3%

The decrease in the size of the BU attention field leads to
the increase in the number of MSs. The greater the number of
MSs, the higher the power consumption of the SSMSNC, and
the larger the number and power consumption of BUAECs.
Thereby the total power consumption decreases as the size
of the BU attention field increases and the number of MSs
decreases. However, the increase in the size of the BU attention
field and the decrease in the number of MSs lead to the de-
crease of classification accuracy. Therefore, the classification
of a SSMSNNC with appropriate size of the BU attention field
and number of MSs to achieve optimal performance needs to
be considered.

C. Comparison with Other Memristive SNN Circuits

The comparison of our work with other memristive SNN
circuits is shown in Table V. The memristive SNN circuit
designed in this work adopts the proposed SSAA based
on the selective attention mechanism, which is a selectively
supervised learning method. Compared to other memristive
SNN circuits with supervised learning methods, this work only
requires labeled images that account for less than 5% of the
training sample images to classify the MNIST dataset and the
Fashion-MNIST dataset with superior classification accuracy,
which greatly reduces the cost required for sample labeling
and improves the efficiency of supervised learning. Compared
to other memristive SNN circuits with unsupervised learning
methods, although this work requires a small scale of labeled
images, it is better in classification performance.

D. Non-Ideality Analysis

Considering that the non-ideality (such as device variation)
in the memristive devices will affect the classification accuracy
of the SSMSNNC, the non-ideality in the memristive devices
is modeled as a Gaussian variation in the memristance with σ

µ
[55], [56]. The memristive devices with different σ

µ are used
for training and testing of image classification in the SSM-
SNNC, and the classification results are shown in Table VI.
In the simulation, the size of the BU attention field is set to 3 ×
3. The simulation results show that the classification accuracy
of the SSMSNNC on both the MNIST dataset and Fashion-
MNIST dataset gradually decreases with the increase of σ

µ ,
which means that the more significant the non-ideality in the
memristive devices, the worse the classification performance.

TABLE VI
IMPACT OF MEMRISTORS WITH DIFFERENT NON-IDEALITIES

ON CLASSIFICATION ACCURACY

σ
µ

MNIST testing
accuracy

Fashion-MNIST
testing accuracy

10% 84.3% 71.7%
20% 61.5% 42.6%
30% 36.2% 27.5%

VII. CONCLUSION

In this paper, we report a selective supervised attention algo-
rithm for SNs inspired by the selective attention mechanism of
biological vision principles, and design a selective supervised
spiking neuron circuit based on memristors, which has the
advantages of algorithm-based rules and physical realizability.
Algorithm performance analysis shows that the proposed al-
gorithm has better learning performance compared with other

TABLE V
COMPARISON WITH OTHER MEMRISTIVE SNN CIRCUITS

Works Duan et.al [37] Chen et.al [36] Zhao et.al [30] Zhou et.al [38] This work
Learning method Supervised Supervised Unsupervised Supervised Selective supervised

Biological mechanism Spatiotemporal dynamics
and gain modulation

Synaptic
complementation

Lateral inhibition
and homeostasis - Selective attention

Learning algorithm Simplified δ-rule ReSuMe STDP BPTT SSAA
Percentage of labeled samples in the

training set 100% 100% 0% 100% <5%

Maximum MNIST testing accuracy 83.2% 94.0% 91.7% 97.5% 98.1%
Maximum Fashion-MNIST testing accuracy - - - 75.2% 86.4%
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supervised algorithms. Meanwhile, we design selective atten-
tion encoding circuits to provide the hardware foundation for
the image processing of the designed SN circuit. Furthermore,
a selectively supervised memristive SNN circuit is designed.
The simulation results show that the proposed memristive
SNN circuit can perform accurate classification on the MNIST
dataset and the Fashion-MNIST dataset after learning a small
number of labeled samples and has excellent classification ac-
curacy as well as robustness. Compared with other memristive
SNN circuits, this work greatly reduces the time and cost of
supervised learning and improves the real-time working ability
of the SNN hardware in practical applications. In the future,
we will further optimize the performance and design methods
of the memristive SNN circuit to achieve higher robustness
and higher classification accuracy.
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