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A B S T R A C T 

We present 850 μm imaging of the XMM -LSS field observed for 170 h as part of the James Clerk Maxwell Telescope SCUBA- 
2 Large eXtragalactic Surv e y (S2LXS). S2LXS XMM -LSS maps an area of 9 deg 

2 , reaching a moderate depth of 1 σ � 

4 mJy beam 

−1 . This is the largest contiguous area of e xtragalactic sk y mapped by James Clerk Maxwell Telescope (JCMT) at 
850 μm to date. The wide area of the S2LXS XMM -LSS surv e y allows us to probe the ultra-bright ( S 850 μm 

� 15 mJy ), yet rare 
submillimetre population. We present the S2LXS XMM -LSS catalogue, which comprises 40 sources detected at > 5 σ significance, 
with deboosted flux densities in the range of 7–48 mJy . We robustly measure the bright-end of the 850 μm number counts at flux 

densities > 7 mJy , reducing the Poisson errors compared to existing measurements. The S2LXS XMM -LSS observed number 
counts show the characteristic upturn at bright flux es, e xpected to be motivated by local sources of submillimetre emission 

and high-redshift strongly lensed galaxies. We find that the observed 850 μm number counts are best reproduced by model 
predictions that include either strong lensing or source blending from a 15-arcsec beam, indicating that both may make an 

important contribution to the observed overabundance of bright single dish 850 μm selected sources. We make the S2LXS 

XMM -LSS 850 μm map and > 5 σ catalogue presented here publicly available. 

Key words: catalogues – surv e ys – galaxies: high-redshift – submillimetre: galaxies. 
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 I N T RO D U C T I O N  

istorically our knowledge of how galaxies form and evolve has 
een driven by observations made at optical wav elengths. Howev er, 
 v er the past 50 yr, helped by the boom in infrared/millimetre
acilities (both ground based and in space), the study of the Universe
t infrared/millimetre wavelengths has quickly gained momentum. 
he first infrared observations targeted a small number of known 
xtragalactic sources revealing that some galaxies emit the same 
mount of energy in the infrared as at optical wavelengths (e.g. 
ow & Kleinmann 1968 ; Kleinmann & Low 1970 ). Over the course
f the following decade the scale of infrared surv e ys dramatically
xpanded, with the first all-sky infrared survey (the Infrared Astro- 
omical Satellite mission; Neugebauer et al. 1984 ) detecting ∼20 000 
ocal starburst galaxies, the majority of which were too faint to 
e included in previous optical catalogues (Beichman et al. 1988 ). 
n the 1990’s, the NASA Cosmic Background Explorer (Boggess 
t al. 1992 ) gave us the first measurements of the cosmic infrared
ackground (CIB; the integrated infrared emission from all galaxies 
n the history of the Universe). These data (e.g. Puget et al. 1996 ;
ixsen et al. 1998 ; Hauser et al. 1998 ), along with measurements
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f the CIB at mid-infrared wavelengths (e.g. Papovich et al. 2004 ;
ole et al. 2006 ) revealed that the extragalactic background light has

omparable intensities at optical ( λ < 8 μm) and infrared ( λ > 8 μm)
avelengths, meaning that around half the optical and ultraviolet 

mission from galaxies is absorbed by interstellar dust and re-emitted 
n the far-infrared (e.g. Hauser & Dwek 2001 ; Dole et al. 2006 ). 

The most luminous infrared galaxies are known as ultra luminous 
nfrared galaxies (ULIRGs) and hyper luminous infrared galaxies 
HyLIRGs) with integrated infrared luminosities of L IR > 10 12 and 
 IR > 10 13 L �, respectively, and star formation rates commonly

n excess of 50 M � yr −1 (e.g. Sanders & Mirabel 1996 ; Casey,
arayanan & Cooray 2014 ). In these dusty star-forming galaxies 

ight from young, short-lived, massive stars is absorbed by the 
urrounding dust and re-radiated at infrared wavelengths. 

Dusty star-forming galaxies detected at submillimetre wavelengths 
re commonly known as submillimetre galaxies (SMGs). Since the 
rst observations of SMGs in the late 1990’s (e.g. Smail, Ivison
 Blain 1997 ; Barger et al. 1998 ; Hughes et al. 1998 ) there has

een considerable progress in our understanding of their physical 
roperties and cosmological significance in the context of galaxy 
volution (see Casey et al. 2014 ; Hodge & da Cunha 2020 , for
etailed re vie ws). We no w kno w that SMGs selected at 850 μm
re intrinsically highly infrared luminous ( L IR > 10 12 L �) with star
ormation rates in excess of 100 M � yr −1 (e.g. Chapman et al.
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005 ; Magnelli et al. 2012 ; Swinbank et al. 2014 ; Ikarashi et al.
015 ; Michałowski et al. 2017 ; Miettinen et al. 2017 ), have a
umber density which peaks at 〈 z〉 ≈ 2–3 (e.g. Chapman et al.
005 ; Pope et al. 2005 ; Wardlow et al. 2011 ; Simpson et al. 2014 ;
hen et al. 2016 ; Miettinen et al. 2017 ), have high stellar masses
 M ∗ > 10 10 M �; e.g. Swinbank et al. 2004 ; Hainline et al. 2011 ;

ichałowski et al. 2012 ; da Cunha et al. 2015 ; Michałowski et al.
017 ), are gas-rich (e.g. Frayer et al. 1998 ; Greve et al. 2005 ; Tacconi
t al. 2006 ; Ivison et al. 2011 ; Thomson et al. 2012 ; Bothwell et al.
013 ), often host active galactic nuclei (e.g. Alexander et al. 2005 ;
ope et al. 2008 ; Johnson et al. 2013 ; Wang et al. 2013 ), and with a
olume density three orders of magnitude greater than that of local
LIRGS (e.g. Smail et al. 1997 ; Chapman et al. 2005 ) contribute

pproximately 20 per cent of the total star formation rate density
 v er a redshift range 1–4 (e.g. Casey et al. 2013 ; Swinbank et al.
014 ). These properties make SMGs excellent candidates for the
rogenitor population of massive elliptical galaxies seen in the local
niverse today. 
Submillimetre astronomy benefits from a strong ne gativ e K cor-

ection that arises from the shape of the intrinsic spectral energy
istribution (SED) of a typical star-forming galaxy, which peaks
t 100 μm. When we observe emission from a local star-forming
alaxy at a wavelength of 850 μm we are probing the Rayleigh–
ean’s tail (the rest-frame cold dust continuum emission) of the
alaxy’s intrinsic SED, and so, as we observe star-forming galaxies
t increasing cosmological distances the rest-frame emission we
bserve at 850 μm moves up the Rayleigh–Jeans tail, closer to
he peak of the intrinsic SED. The increasing power of rest-frame
mission with increasing cosmological distance compensates for
osmological dimming. This means that submillimetre galaxies of
qual luminosity that lie at 1 < z < 8 will have similar observed
uxes at 850 μm, making SMGs a useful probe of the early
niverse. 
The first extragalactic submillimetre surveys were conducted with

he Submillimeter Common User Bolometer Array camera (SCUBA;
olland et al. 1999 ) mounted on the James Clerk Maxwell telescope

JCMT), providing the first census of dust-obscured star formation
n distant galaxies at submillimetre wavelengths (Smail et al. 1997 ;
arger et al. 1998 ; Hughes et al. 1998 ). Subsequent extragalactic

ubmillimetre surv e ys built on the success of these early observa-
ions, and aided by the development of new submillimetre/millimetre
nstruments such as the Large Apex BOlometer Camera Array
LABOCA; Siringo et al. 2009 ), AzTEC (Wilson et al. 2008 ), and
he MAx-Planck Millimeter BOlometer (MAMBO; Kreysa et al.
998 ), the scale of e xtragalactic surv e ys at submillimetre/millimetre
av elengths e xpanded (e.g. Eales et al. 2000 ; Coppin et al. 2006 ;
cott et al. 2008 ; Weiß et al. 2009 ). Ho we ver, the limited field of view
nd sensitivity of the early submillimetre/millimetre instruments
ade it difficult to map large areas of the sky (i.e. > 1 deg 2 ), with

he largest and deepest of these surv e ys detecting around 100 sources
Coppin et al. 2006 ; Weiß et al. 2009 ), insufficient numbers for
obust statistical studies of this cosmologically important population
f galaxies. 
A breakthrough in single-dish submillimetre astronomy came with

he introduction of SCUBA-2 (Holland et al. 2013 ), the second-
eneration bolometer array on the JCMT. SCUBA-2 is a dual wave-
ength camera with two arrays of 5120 pixels that simultaneously
ap the sky at wavelengths of 450 and 850 μm, covering a field of

iew of 8 arcmin 2 . With a mapping speed that is o v er an order of
agnitude faster than that of its predecessor (at equi v alent depth),
CUBA-2 opened the door for wide area (i.e. > 1 deg 2 ) surv e ys at
ubmillimetre wavelengths. The first such survey was the SCUBA-
NRAS 520, 3669–3687 (2023) 
 Cosmology Le gac y Surv e y (S2CLS; Geach et al. 2017 ), which
egan shortly after the commissioning of SCUBA-2. This survey,
he largest of seven JCMT Le gac y Surv e y programs, mapped a total
rea of 5 deg 2 o v er sev en e xtragalactic fields to a median depth (at
50 μm) of 1 σ � 1 mJy beam 

−1 . Owing to the wide-area and depth
f S2CLS, this surv e y detected almost 3000 sources at a significance
f > 3.5 σ in the 850 μm maps, a sample an order of magnitude larger
han in previous submillimetre surv e ys, allowing the single dish
50 μm number counts to be measured to unprecedented accuracy.
he S2CLS 850 μm number counts are well fit by a Schechter ( 1976 )

unction of the form 

d N 

d S 
= 

(
N 0 

S 0 

) (
S 

S 0 

)−γ

exp 

(
− S 

S 0 

)
, (1) 

ith N 0 = 7180 ± 1200 deg −2 , S 0 = 2 . 5 ± 0 . 4 mJy beam 

−1 , and γ
 1.5 ± 0.4. Ho we v er, at intrinsic flux es abo v e 15 mJy there is
 clear upturn in the S2CLS source counts, which lie abo v e the
chechter ( 1976 ) function fit. An o v erabundance of bright sources is
lso seen at far-infrared wavelengths in the Herschel Astrophysical
erahertz Large Area Surv e y (H-ATLAS; Eales et al. 2010 ; Negrello
t al. 2010 ) and the Herschel Multi-tiered Extragalactic Survey
HerMES; Oliver et al. 2012 ; Wardlow et al. 2013 ), and at millimetre
a velengths (b ut only at high flux densities, S 1 . 4 mm 

� 10 mJy ,
orresponding to S 850 μm 

� 40 mJy ) in the South Pole Telescope
un yaev–Zel’do vich surv e y (SPT–SZ; Vieira et al. 2010 ; Mocanu
t al. 2013 ), and is attributed to the presence of local objects and
igh-redshift gravitationally lensed sources. It has been demonstrated
hat a simple flux density cut at 100 mJy in the Herschel 500 μm
and is almost 100 per cent ef fecti ve at selecting strongly lensed
alaxies, after local ( z < 0.1) sources of emission have been removed
Negrello et al. 2010 ; Wardlow et al. 2013 ). S2CLS (Geach et al.
017 ) provides tentative evidence that a flux cut at 850 μm may
ield a similar result – the brightest 850 μm selected sources in this
urv e y are a lensed high-redshift galaxy (‘Orochi’; Ikarashi et al.
011 ) and a well-known Galactic object (the Cat’s Eye Nebula).
o we ver, with only six 850 μm selected sources in S2CLS with

ntrinsic flux es abo v e 15 mJy , the bright end of the number counts
emains poorly constrained and the potential of a flux cut at this
avelength to select strongly lensed galaxies barely explored. The
rightest submillimetre galaxies selected at 850 μm are also observed
o be the most distant (e.g. Stach et al. 2019 ; Simpson et al. 2020 ;
hen et al. 2022 ), but with so few single dish selected 850 μm

ources with flux densities S 850 μm 

> 15 mJy the redshift distribution
f sources in this flux regime is poorly constrained, and the trend
f increasing redshift with submillimetre flux density is untested for
hese ultrabright sources. Intrinsically bright submillimetre sources
re rare, with abundances for sources with flux densities > 20 mJy
urrently estimated to be only ≈0.5–5 galaxies per square degree (e.g.
 ́ethermin et al. 2012 ; Geach et al. 2017 ), and so a moderate depth

urv e y at 850 μm with an area > 10 deg 2 is needed to properly probe
his far-infrared luminous, and potentially high-redshift population of
alaxies. 

The SCUBA-2 Large eXtragalactic Surv e y (S2LXS) is a JCMT
arge Program (PI: J. E. Geach and Y. Tamura) and co v ers an
rea of 10 deg 2 split o v er two fields – the X-ray Multi-Mirror
arge-Scale Structure Surv e y field ( XMM -LSS; Pierre et al. 2004 )
nd the Extended Cosmic Evolution Surv e y field (E-COSMOS;
coville et al. 2007 ). In the context of other JCMT Large Programs
2LXS can be seen as a wide, moderately deep tier, complementing

he SCUBA-2 Cosmology Le gac y Surv e y (S2CLS; Geach et al.
017 ), the SCUBA-2 COSMOS surv e y (S2COSMOS; Simpson
t al. 2019 ), and the SCUBA-2 Ultra Deep Imaging East Asian
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Table 1. Summary of ancillary multiwavelength data for the S2LXS XMM -LSS field. Note that a region of this field (central coordinates α = 34 . ◦4542, δ = 

−5 . ◦0986) was observed at 850 μm in S2CLS (Geach et al. 2017 ). Observations of this region are not repeated in S2LXS. 

Surv e y/instrument Abbreviation Band Reference 

X-ray Multi-Mirror Large Scale Structure Surv e y XMM -LSS (0.5–2) keV Pierre et al. ( 2004 ) 
X-ray Multi-Mirror Spitzer Extragalactic Representative Volume 
Surv e y 

XMM -SERVS (0.5–10) keV Chen et al. ( 2018 ) 

Canada–France–Hawaii Telescope Large Area U -band Deep Survey CFHT CLAUDS u ∗ Sawicki et al. ( 2019 ) 
Hyper Suprime-Cam Subaru Strategic Program HSC-SSP grizy Aihara et al. ( 2018 ) 
Visible and Infrared Surv e y Telescope for Astronomy Deep 
Extragalactic Observations surv e y 

VISTA VIDEO YJHK Jarvis et al. ( 2013 ) 

United Kingdom infrared telescope Infrared Deep Sky Survey Deep 
eXtragalactic Surv e y 

UKIDSS DXS YJHK Lawrence et al. ( 2007 ) 

Spitzer Extragalactic Representative Volume Survey SERVS 3 . 6 μm, 4 . 5 μm Mauduit et al. ( 2012 ) 
Spitzer surv e y of the Deep Drilling Fields Deep Drill 3 . 6 μm, 4 . 5 μm Lacy et al. ( 2021 ) 
Spitzer Wide-area InfraRed Extragalactic surv e y SWIRE 3 . 6 μm, 4 . 5 μm, 5 . 8 μm, 8 . 0 μm, 

24 μm, 70 μm, 160 μm 

Lonsdale et al. ( 2003 ) 

Herschel Multi-tiered Extragalactic Survey HerMES 250 μm, 350 μm, 500 μm Oliver et al. ( 2012 ) 
LOw Frequency ARray LOFAR 120–168 MHz Hale et al. ( 2019 ) 
MeerKAT International GigaHertz Tiered Extragalactic Explorations MIGHTEE 856–1712 MHz Heywood et al. ( 2022 ), Jarvis 

et al. ( 2016 ) 
Very Large Array 1–2 GHz surv e y – 1–2 GHz Heywood et al. ( 2020 ) 
SCUBA-2 Cosmology Le gac y Surv e y S2CLS 450 μm, 850 μm Geach et al. ( 2017 ) 
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bservatory Surv e y (STUDIES; Wang et al. 2017 ), which map
maller areas to higher sensitivity. S2LXS co v ers an area 2 × larger
han S2CLS, is ef fecti vely 2 × deeper than SPT–SZ (Vieira et al.
010 ; Mocanu et al. 2013 ) and at a wavelength of 850 μm is more
ensitive to dust emission from high redshift ( z � 4) SMGs than
ar-infrared surv e ys (i.e. H-ATLAS, HerMES; Eales et al. 2010 ;
liver et al. 2012 ). The primary aims of S2LXS are to detect the
ost luminous and highest redshift submillimetre sources, thus 

roviding robust constraints on the bright-end of the single-dish 
50 μm number counts and unveiling a new distant population of
MGs. 
In this paper, we present the results of the S2LXS XMM -LSS

eld and provide the map and source catalogue for public use. This
aper is organized as follows: in Section 2 , we define the surv e y
nd describe the data reduction; in Section 3 , we present the maps
nd describe the cataloguing procedure; in Section 4 , we use these
ata to measure the bright-end of the 850 μm number counts and
ompare to recent results from model predictions; and in Section 5 
e summarize the paper. 

 T H E  SC U BA-2  L A R G E  E X T R A  G A L A  CTIC  

URV EY  

he SCUBA-2 Large eXtragalactic Surv e y (S2LXS) is a wide 
rea ( > 10 deg 2 ) surv e y at 850 μm split o v er two fields: XMM -LSS
9 deg 2 ); and E-COSMOS (3 deg 2 ). These fields were selected to take
dvantage of the wealth of le gac y multiwav elength data available
this data are essential for identifying SMG counterparts) and for 
he accessibility to key submillimetre/millimetre interferometers 
or follow-up observations. The S2LXS observations of the E- 
OSMOS field are currently less than 50 per cent complete and 
ontinue under programme ID M20AL026 (PI: J. E. Geach and 
. Tamura). The S2LXS map, catalogue and results for the E-
OSMOS field will be the subject of a future paper. Therefore, the

ocus of this paper is the S2LXS XMM -LSS field, which is mapped
t 850 μm to a median depth of 1 σ � 4 mJy beam 

−1 . Although
CUBA-2 simultaneously collects data at both 850 and 450 μm 

e do not process the complementary 450 μm data. At 450 μm, the
stimated sensitivity is 1 σ � 50 mJy beam 

−1 and so these data are not
 xpected to hav e sufficient depth to reliably detect (at > 3.5 σ ) even
he most luminous submillimetre sources in the S2LXS XMM -LSS 

eld. 
XMM -LSS benefits from being a well-studied deep field in the

yper Suprime-Cam (HSC) Subaru Strategic Program (HSC-SSP). 
he HSC-SSP is multiband ( grizy + narrow band) imaging surv e y

Aihara et al. 2018 ) conducted using the HSC digital imaging camera
n the 8 . 2 m Subaru Telescope. This surv e y comprises three tiers;
 wide tier (1400 deg 2 , r AB � 26), a deep tier (28 deg 2 , r AB � 27),
nd an ultradeep tier (13 . 5 deg 2 , r AB � 28). The XMM -LSS field is
lso co v ered by le gac y data sets at X-ray, ultraviolet, infrared, and
adio wavelengths (see Table 1 for a summary of the multiwavelength 
maging a vailable). Multiwa velength data is essential for identifying 
ounterparts and companions (e.g. satellite galaxies that are not 
usty) to sources detected at 850 μm. 

.1 Obser v ations 

he S2LXS XMM -LSS observations were conducted with SCUBA-2 
Holland et al. 2013 ) on the James Clerk Maxwell telescope (JCMT)
 v er 3 yr from 2017 July to 2020 January, totalling 170 h. The XMM -
SS field was mapped using the SCUBA-2 PONG mapping strategy 

Holland et al. 2013 ) for large fields in which the telescope array
racks across a target multiple times bouncing off the edges of a
efined rectangular map area. Once the PONG pattern fills the map
rea the map is rotated and the pattern is repeated at the new angle.
n Fig. 1 , we show an example of the telescope track to illustrate
he rotating PONG pattern. Observations were conducted for S2LXS 

MM -LSS using the SCUBA-2 PONG 1800 arcsec diameter map 
attern, which has a telescope scanning speed of 400 arcsec s −1 with 
 rotations of the map during each observation to ensure a uniform
o v erage of the field. The final S2LXS XMM -LSS field map is a
osaic of 42 hexagonally arranged 1800-arcsec diameter PONG 

iles with each tile o v erlapping with its neighbours. We show the
ayout of the PONG tiles in Fig. 1 . There is a gap in the observations
entred on α = 34 . ◦4542, δ = −5 . ◦0986. This absence of data reflects
he area of the deeper (1 σ = 1 mJy beam 

−1 ) S2CLS observations
MNRAS 520, 3669–3687 (2023) 



3672 T. K. Garratt et al. 

M

Figure 1. Layout of the S2LXS map showing the 42 hexagonally arranged 
PONG tiles. An exposure time crop is applied to each individual PONG tile 
(see Section 2.2 for details) before these are mosaicked. The colour map 
shows the number of PONG tiles that o v erlap across the map. The absence 
of data around α = 34 . ◦4542, δ = −5 . ◦0986 corresponds to the area of the 
deeper 1 σ = 1 mJy beam 

−1 S2CLS UKIDSS-UDS field observations (Geach 
et al. 2017 ). This region was not observed again in S2LXS. In the lower left 
of the figure, we also show an example of the telescope track for a PONG 

observation to illustrate the rotating PONG pattern (Holland et al. 2013 ). The 
blue line shows the telescope track for a single rotation of the map, and the 
red line shows the complete PONG pattern (i.e. 8 rotations of the map). 
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f the UKIRT Infrared Deep Sky Survey-Ultra Deep Survey field
S2CLS UKIDSS-UDS; Geach et al. 2017 ). This region was not
bserved again in S2LXS XMM -LSS. 
The original objective of S2LXS was to map the XMM -LSS

eld to a depth of 1 σ � 2 mJy beam 

−1 at 850 μm. Progress of
he surv e y was slow due to ongoing bad weather conditions on

auna Kea and S2LXS XMM -LSS was consequently scaled back
ith the revised aim to map the S2LXS XMM -LSS field to a

arget sensitivity of 1 σ � 4 mJy beam 

−1 . At this depth the primary
bjective of S2LXS, to uncover the intrinsically rare, bright-end
f the SMG population, is still realised. The individual PONG
bservations were limited to an integration time of 40 min to allow
or accurate monitoring of variations in the observing conditions
ith regular pointing observations being made throughout the night.
ach of the 42 PONG tiles were observed over a minimum of 5 scans

a minimum combined observing time of 3 h) to achieve the target
ensitivity of 1 σ � 4 mJy beam 

−1 . The majority of observations (97
er cent) were conducted in band 1, 2, or 3 weather conditions (i.e.
225 GHz ≤ 0 . 12). The remaining 3 per cent of observations were taken
n band 4 conditions in which the opacity at 225 GHz is in the range
 . 12 < τ225 GHz < 0 . 16 (see Fig. 2 ). In the following section, we
escribe the process used to produce the S2LXS XMM -LSS maps. 

.2 Data reduction 

he SCUBA-2 bolometers each record a time-varying signal contain-
ng contributions from astronomical signal, atmospheric extinction,
nd noise. We reduce the S2LXS time-series data using the Dy-
amical Iterative Map-Maker ( DIMM ) tool, part of the Submillimetre
ommon User Reduction Facility software package ( SMURF ; Chapin
t al. 2013 ). The primary purpose of this data reduction is to extract
he astronomical signal from the SCUBA-2 bolometer time streams
nd to bin the resulting data into a 2D celestial projection. DIMM
NRAS 520, 3669–3687 (2023) 
ncludes a specialised ‘blank-field’ configuration with parameters
uned for data reduction in extragalactic surveys. These parameters
ere optimized in the SCUBA-2 Cosmology Le gac y Surv e y (S2CLS;
each et al. 2017 ). Taking this optimized configuration as the starting
oint we run several test data reductions using the S2LXS XMM -LSS
aw data, varying the DIMM parameters and analysing the output (the
educed data). Our aim is to find the combination of parameters that
est reduce residual noise in the S2LXS XMM -LSS map without
 v erly compromising the astronomical signal. For full details of
IMM see Chapin et al. ( 2013 ). Here, we provide a short description
f the main stages of DIMM data reduction (illustrated in the flow
hart in Fig. 3 ) and describe the specific parameters we use to reduce
he S2LXS XMM -LSS data. 

The first step in DIMM data reduction is the pre-processing stage
n which the time-stream data are down-sampled and cleaned. The
esponse of each bolometer to changing sky power is measured at
he beginning and end of each observation (flat-field scans). In the
re-processing stage, the raw data are first multiplied by a flat-
eld correction (estimated using the flat-field scans) to calibrate

he bolometers. The time-streams are then down-sampled to a rate
hat matches the pixel scale of the final map (2 arcsec). Next the
ime-stream data are cleaned for short-duration and high-amplitude
pikes. In this step, the signal from bright point sources can be
istaken for high-amplitude noise spikes and erroneously excluded.
o a v oid this, we adopt a conserv ati ve threshold of 5 σ and a box
idth of 50 time slices. At each time slice the median value of

amples within a box centred on the time slice is measured. A
ime slice is flagged as a spike if the residual between the time
lice value and this median value is greater than 5 × the local
oise (the standard deviation of values in the neighbouring ‘down-
tream’ box). Next any sudden steps in the time series are identified
nd remo v ed. Gaps are filled using a linear interpolation of the 50
ime slices preceding and the 50 time slices following the excluded
ata. An order 1 polynomial (i.e. linear) estimate of the base-line
s then remo v ed from each bolometer. In the final step of the DIMM
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Figure 3. Flowchart illustrating the main stages of DIMM data reduction. 
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re-processing stage each bolometer time stream is independently 
ltered. A high pass filter is used to remo v e frequencies that
orrespond to spatial scales of θ > 150 arcsec (to suppress large-scale 
tructures) and a low-pass filter used to exclude data corresponding 
o angular scales of θ < 2 arcsec (so that the beam is fully
ampled). 

Next DIMM begins an iterative process. First the common-mode 
ignal (the average signal seen by all bolometers) is independently 
odelled for each SCUBA-2 sub-array and subtracted from the 

leaned time-stream data. A multiplicative extinction correction 
derived from atmospheric opacity measurements from the JCMT 

ater vapour monitor) is then applied. In the second and any 
ubsequent iterations, the model of the astronomical signal estimated 
n the previous iteration is added back into the time series data at this
tage. The next step is to model the astronomical signal. To do this
he time series data are first binned onto a 2D celestial projection.
ach pixel in this 2D grid is sampled many times by independent
olometers owing to the PONG scanning pattern and so, assuming 
hat previous steps have removed all other sources of emission, the 
stronomical signal can be accurately estimated for a given pixel by 
aking the weighted average of the bolometer values that contribute to 
hat pixel. The astronomical signal model is inverted back to the time
tream and subtracted from the data, leaving just residual noise (made 
p of instrumental noise and atmospheric effects). This step in the 
terative process can also be used to perform map-based despiking 
n which the scatter in the samples of a given map pixel is used
o exclude outliers in the time-stream data. Since real astronomical 
ources have a fixed spatial location, bright point sources are unlikely 
o be falsely identified as spikes in this approach and so we can use
 more stringent threshold here. Time-series residuals that differ by 
ore than 3 σ from the mean value in a map pixel are flagged and

hese are not used in following iterations. Finally a noise model is
stimated for each bolometer by measuring the residual. This noise 
odel is only estimated on the first iteration and is used to weight

he data during the mapping process in subsequent iterations. This 
terative process continues until either 20 iterations have completed 
r the normalized mean change between consecutive maps is less 
han 0.05. If further iterations are needed then all models (except the
stronomical signal which is added back in later) are added back into
he time-stream residuals. 

To convert the map from units of pW to Jy beam 

−1 we apply a
ux conversion factor (FCF) to the reduced map. We use the recently
e vised v alues for the standard FCF from Mairs et al. ( 2021 ), and for
bservations taken before 2018 June 30 we adopt the standard FCF
alue of 516 Jy beam 

−1 pW 

−1 and for observations taken after this 
ate we use the standard FCF value of 495 Jy beam 

−1 pW 

−1 . We also
pply an upwards correction of 10 per cent (estimated in S2CLS,
ee Geach et al. 2017 ) to account for the loss of flux density due to
he filtering steps of the data reduction. The absolute flux calibration
s estimated to be accurate to within 15 per cent (e.g. Geach et al.
017 ). 
Each of the approximately 40 min PONG observations (PONG 

cans) are reduced independently to produce a set of individual maps
or each of the 42 PONG regions. We combine all scans for each
ONG region using the PICARD package within SMURF and the recipe
OSAIC JCMT IMAGES . This recipe combines the maps using inverse-
ariance weighting with the variance of the final map calculated from
he input variances. This gives us the 42 PONG tiles which will make
p the final S2LXS XMM -LSS map. 
The PONG mapping strate gy pro vides uniform co v erage within

he PONG diameter (i.e. within a 1800-arcsec diameter). Ho we ver, 
utside the PONG diameter (the o v erscan re gion) each map pix el
n the PONG scan is sampled less frequently. As the map pixels are
parsely sampled at the edges of the o v erscan re gion the steps taken in
he DIMM reduction to remo v e high amplitude spikes perform poorly.
onsequently, at the edges of this o v erscan re gion we see a multitude
f very high (lo w) v alue pixels. The paucity of the sampling also
esults in variance estimates which are not robust. This is problematic
s a very high pixel value combined with an inaccurate variance
stimate can masquerade as a bright point source in the outskirts of a
ONG tile (see Fig. 4 ). To mitigate this, we apply an exposure time
rop to the PONG tiles with the aim of eliminating these (obviously)
purious sources, whilst preserving as much of the data as possible.
e iterate through increasingly stringent exposure time cuts until 
e find the minimum exposure time limit that ef fecti v ely e xcludes

hese high (low) value pixels in the overscan regions. In Fig. 4 , we
ighlight the optimum exposure time limit of 1 . 7 s. 
We use the software package SWARP (Bertin et al. 2002 ) to

ndividually resample the PONG tiles (using nearest neighbour 
nterpolation) to match the astrometric projection and pixel grid of 
he final science map. The resampled PONG tiles are then combined
sing inverse variance weighting to produce a map of the S2LXS
MM -LSS field (see Fig. 1 for the layout of the PONG tiles). 
To optimize the detection of point sources, we apply a 
atched filter to the final mosaic using the PICARD recipe 

CUBA2 MATCHED FILTER . Matched filtering consists of two stages. 
irst, the S2LXS map is smoothed with a Gaussian of full-width-
alf-maximum (FWHM) 30 arcsec and the result is subtracted from 

he original map. The purpose of this step is to remo v e an y
arge-scale residual noise (i.e. on scales larger than the beam) 
ot remo v ed by the filtering applied during DIMM data reduction.
he same smoothing operation and subtraction are applied to 
 Gaussian kernel of FWHM 14 arcsec (i.e. equal to the Airy
isc radius at 850 μm). In the second and final step of matched
ltering the background-subtracted map is convolved with this 
ernel. 

We show the S2LXS XMM -LSS field matched filtered instrumental 
oise mosaic in Fig. 5 . S2LXS did not re-observe areas covered
n S2CLS, hence the absence of data in the region corresponding
MNRAS 520, 3669–3687 (2023) 
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Figure 4. An example PONG tile (matched-filtered flux density map). The 
colour bar shows the flux density in mJy and the dashed circle shows the 
PONG map diameter of 1800 arcsec. Contours plotted in a thin black line 
are at 5–25 s in steps of 5 s, and illustrate how the exposure time decreases 
in the o v erscan re gion (outside the diameter of the PONG). The optimum 

exposure time cut of 1.7s is shown in the thick black line (see text for details 
of how this limit is derived and used). We also plot all > 5 σ detections in this 
tile (crosses coloured with respect to the colour bar). All these (confirmed 
as spurious) detections lie in the o v erscan re gion of the PONG tile with flux 
densities > 200 mJy . These erroneous detections highlight the need to apply 
a crop to the o v erscan re gion of the PONG tiles. 
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o the S2CLS UKIDSS-UDS field ( α = 34 . 
◦
4542, δ = −5 . ◦0986).

e o v erplot the footprints of CFHT CLAUDS ( u ∗), SWIRE mid-
nfrared (24 μm) and near-infrared (4 . 5 μm) imaging (Lonsdale
t al. 2003 ), the HSC surv e y (Deep tier; Aihara et al. 2018 ),
nd the VISTA-VIDEO surv e y (Jarvis et al. 2013 ), highlighting
he extent of multiwavelength coverage for the S2LXS XMM -
SS field. We note that the area of the S2LXS XMM -LSS field

s fully encompassed by HerMES (Oliver et al. 2012 ), the HSC-
ide surv e y (Aihara et al. 2018 ), and XMM -LSS (Pierre et al.

004 ), and so the footprints of these surv e ys are not plotted. The
osition of the 40 > 5 σ sources that make up the S2LXS XMM -
SS catalogue are also shown (see Section 3.2 for details of the
atalogue). 

.3 Astr ometric r efinement and r egistration 

uring JCMT observations standard calibrators are regularly ob-
erved to identify and correct for drifts in the telescope pointing.
ypical corrections are of the order of 1–2 arcsec. To refine the
strometry of the S2LXS XMM -LSS map, we require archi v al data
rom a surv e y which offers full co v erage of the S2LXS XMM -LSS
eld. The HerMES and HSC-Wide surv e y both fully encompass the
rea of the S2LXS XMM -LSS science map. Ho we ver , HSC-W ide is
n optical surv e y and so samples a different population of galaxies
ompared to the population of dusty star-forming galaxies targeted in
2LXS XMM -LSS. In our tests (using the stacking method detailed
elow) with the HSC-Wide y -band data ( λeff = 0 . 9762 μm), we do
ot get an adequate signal-to-noise ratio in the final stack for a
obust measurement of the offset in α and δ. Therefore, to refine the
strometry of our final science map we make use of the HerMES data,
pecifically the release 4 (DR4) xID250 catalogue. which comprises
bout 70 000 sources. Sources in the HerMES catalogue are blind
etections at 250 μm with fluxes extracted in all Herschel Spectral
NRAS 520, 3669–3687 (2023) 
nd Photometric Imaging Receiver (SPIRE) bands (Roseboom et al.
010 , 2012 ; Oliver et al. 2012 ). We exclude sources that are detected
t the edge of the Herschel SPIRE map, sources with S 250 μm 

= 0
nd sources that fall outside the footprint of the S2LXS XMM -LSS
osaic, leaving us with a sample of approximately 30 000 sources.
he indi vidual PONG observ ations were taken o v er a prolonged
eriod of 3 yr and so we would expect the drift in the telescope
ointing to be different for indi vidual PONG scans. Ho we ver, there
re not a sufficient number of HerMES sources within the footprint
f each PONG tile to robustly measure the astrometry offset for each
bservation, noting that when we tested this using the individual
ONG scans the uncertainties in the of fsets deri ved were bigger than

he of fset v alues themselves. Therefore, our aim here is to identify
nd correct for any large-scale offset in the S2LXS XMM -LSS map.
o do this we centre 100 arcsec × 100 arcsec cutouts of the S2LXS
atched-filtered flux map at the positions of the HerMES sources

nd calculate the median value at each pixel position to create a
edian stack. We then use ASTROPY FIND PEAKS (see Section 3.2 for

etails of this function) to measure the centroid position of the peak
ignal in the stack. The offset in α and δ is taken as the difference
etween the coordinates of the peak signal and the coordinates of the
entre of the stack. We repeat this process several times, each time
pdating the world coordinate system reference pixel coordinates
ith the small changes in α and δ. The goal is to find the 
α and
δ that maximize the signal-to-noise ratio of the stack in the central

ixel and so this process is repeated until both 
α and 
δ converge.
e measure offsets of 
α � + 0.84 ± 0.17 arcsec and 
δ � −2.30
0.17 arcsec which are comparable to the expected magnitude of

he pointing drift. We apply these small systematic corrections to the
2LXS science maps. 

 ANALYSI S  

.1 Area co v erage 

n Fig. 5 , we show the S2LXS XMM -LSS instrumental noise map
hich has a median 1 σ depth of 1 σ � 4 mJy beam 

−1 . The instrumen-
al noise map is inhomogeneous, primarily due to (i) the variation in
he median 1 σ depth between the 42 PONG tiles that make up the
2LXS XMM -LSS map (see Section 2.2 for details of how the map
as made), which ranges from 3.2 to 7 . 7 mJy beam 

−1 and (ii) the
rrangement of the PONG tiles in an o v erlapping he xagonal pattern.
he difference in the median 1 σ depth of individual PONG tiles

s largely driven by the number of PONG scans that are stacked
o produce each PONG tile. The majority of the PONG tiles were
bserv ed o v er 5 PONG scans, ho we ver, due to the scheduling of
bservations 6 PONG tiles were observed more than 5 times, and
o we have a larger number of PONG scans for these tiles (i.e.
, 7, 10, 10, 18, 21 scans). The PONG tiles with additional scans
re deeper (i.e. with 21 scans we reach a median 1 σ depth of
 σ = 3 . 2 mJy beam 

−1 ) than the majority of PONG tiles that make up
he map. The depth of the individual PONG tiles is also influenced
y the weather conditions at the time of the observations and, in the
ase of one PONG tile (centred on α = 36.2566 ◦, δ = −3.8432 ◦)
s due to one scan with only half the typical observation time
20 minutes ). The instrumental noise across the S2LXS XMM -LSS
ap also varies depending on the number of o v erlapping PONG

iles. The median 1 σ depth in the regions of the S2LXS XMM -
SS map with no o v erlapping PONG tiles is 1 σ � 5 . 9 mJy beam 

−1 ,
ompared to 1 σ � 4 . 3 mJy beam 

−1 for regions with 2 overlapping
iles and 1 σ � 3 . 6 mJy beam 

−1 for regions with ≥3 o v erlapping
iles. The instrumental noise also increases rapidly (to a maximum
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Figure 5. S2LXS XMM -LSS matched filtered instrumental noise map. The mosaic is made up of 42 hexagonally arranged PONG tiles which are cropped 
to an exposure time of 1 . 7 s. The colour map shows the 1 σ depth in mJy beam 

−1 (horizontal colour bar). The S2LXS XMM -LSS map median rms is 
1 σ � 4 mJy beam 

−1 . The absence of data corresponds to the previously observed S2CLS UKIDSS-UDS field ( α = 34 . ◦4542, δ = −5 . ◦0986 – black outline; 
Geach et al. 2017 ), which was not observed in S2LXS. We o v erplot the footprints of CFHT CLAUDS ( u ∗), the HSC-Deep surv e y (Aihara et al. 2018 ), the 
VISTA-VIDEO surv e y (Jarvis et al. 2013 ), and SWIRE 4 . 5 μm and 24 μm imaging (Lonsdale et al. 2003 ) to demonstrate the co v erage of the multiwavelength 
data. The area of the S2LXS XMM -LSS field is fully encompassed by HerMES (Oliver et al. 2012 ), the HSC-Wide survey (Aihara et al. 2018 ), and XMM -LSS 
(Pierre et al. 2004 ), so the footprints of those surv e ys are not shown. The crosses in this figure indicate the positions of the 40 > 5 σ sources detected in the 
S2LXS XMM -LSS field, coloured with respect to the observed flux (vertical colour bar). We note that whilst some of the S2LXS XMM -LSS sources appear to 
cluster (potentially tracing large-scale structure), the location of these sources is more likely a consequence of the variation in instrumental noise across the map, 
in part due to the o v erlap of the PONG tiles, with the majority of sources (67.5 per cent) detected in regions where at least 3 tiles o v erlap. This is not unexpected 
given that map is more sensitive (1 σ � 3 . 6 mJy beam 

−1 ) in these overlap regions. 
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oise of 1 σmax = 27 . 0 mJy beam 

−1 ) in the outer edges of the S2LXS
MM -LSS mosaic, where the o v erscan re gions of individual PONG

iles do not o v erlap with neighbouring tiles. In Fig. 6 , we show
he cumulative area of the map as a function of depth highlighting
he contribution due to the number of o v erlapping PONG tiles. The
2LXS XMM -LSS science map has an approximate area co v erage
f 9 deg 2 . 
The confusion limit ( σ c ; Scheuer 1957 ) is the flux level at

hich pix el-to-pix el variance ( σ 2 ) ceases to reduce even with
ncreased exposure time, due to the crowding of faint sources 
ithin the telescope beam. The confusion limit of an image is

ypically reached when the surface density of sources exceeds 0.03 
er beam (e.g. Condon 1974 ; Hogg 2001 ). The confusion limit
s measured in previous SCUBA-2 surv e ys and estimated to be
c � 1 mJy beam 

−1 at 850 μm (e.g. Geach et al. 2017 ; Simpson
t al. 2019 ). With a median 1 σ depth of 1 σ � 4 mJy beam 

−1 the
ariance in our maps is dominated by instrumental noise (even in 
eeper o v erlap areas) and so we do not consider the sub-dominant
ffect of confusion noise on the S2LXS XMM -LSS surv e y an y
urther. 
.2 Source extraction 

he S2LXS XMM -LSS field has e xtensiv e multiwav elength co v erage
hat might ordinarily encourage a prior-based source extraction 
pproach. Ho we ver, about 20 per cent of SMGs that are detected
t 850 μm are undetected in sensitive near-infrared imaging at K �
5 . 7 mag AB (e.g. Dudzevi ̌ci ̄ut ̇e et al. 2019 ). To a v oid o v erlooking
his otherwise obscure minority of the SMG population we opt for
 blind source extraction approach, in keeping with S2CLS (Geach 
t al. 2017 ) and S2COSMOS (Simpson et al. 2019 ). We caveat that
 limitation of using a blind source extraction approach is that we
ill not separate out multiple discrete sources blended in the coarse
5 arcsec resolution of the SCUBA-2 beam (e.g. Simpson et al. 2015 ;
tach et al. 2018 ). 
The S2LXS XMM -LSS maps have already been optimized for the

etection of point source emission with the application of a matched-
lter (see Section 2.2 for details). We use PHOTUTILS , 1 an ASTROPY
MNRAS 520, 3669–3687 (2023) 
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Figure 6. Cumulative area of the S2LXS XMM -LSS field mosaic as a 
function of instrumental noise (black solid line). We also show the cumulative 
area for regions of the map with ≥2, ≥3, and 4 o v erlapping PONG tiles, to 
highlight how the arrangement of the PONG tiles influences the depth of the 
S2LXS XMM -LSS map. 
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48 arcsec and contains 2 per cent of the total flux (Dempsey et al. 2013 ). 
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ffiliated PYTHON package to detect sources in the S2LXS XMM -LSS
ignal-to-noise ratio matched-filtered map. This package includes a
unction FIND PEAKS to locate local maxima in an astronomical image
hat are abo v e a specified threshold value. We set a detection value
f 3.5 σ . Setting a low detection threshold allows us to explore the
tatistical properties of sources detected at the lowest significance in
he S2LXS map, noting that it is simple to e x ecute further cuts directly
n the source catalogue. We also impose a separation limit, requiring
ources to be separated by > 15 arcsec (equi v alent to the FWHM of
he SCUBA-2 beam). If more than one source is detected abo v e the
etection threshold in a box size of 15 arcsec only the coordinates of
he source with the highest signal-to-noise ratio are returned. This
revents double counting of bright sources if more than one pixel
ssociated with a source exceeds the detection threshold. Whilst
he bright-end of the 850 μm number counts is poorly constrained,
hese sources are expected to be rare (e.g. Cowley et al. 2015 ;
 ́ethermin et al. 2017 ), with approximately 10 sources with flux
ensities abo v e 10 mJy per square degree (e.g. Geach et al. 2017 ).
ssuming sources are randomly distributed the probability of finding

wo 10 mJy sources separated by < 15 arcsec is less than 0.1 per
ent, so we are unlikely to o v erlook an y bright sources by imposing
his separation limit. Ho we ver, we note that if bright sources are
lustered (as seen at fainter fluxes e.g. Cairns et al. 2022 ; Greenslade
t al. 2020 ) or are part of merging systems, imposing this separation
imit may potentially exclude some sources. To mitigate this we
an check for additional bright sources by visually inspecting the
2LXS XMM -LSS science map at the position of the sources in

he surv e y catalogue, searching for elongated sources or clearly
eparated > 5 σ signal-to-noise ratio peaks within the SCUBA-2 beam
noting that confirmation of multiple galaxies within the SCUBA-2
eam requires follow up by high-resolution interferometers). The
IND PEAKS function allows the user to input a user-defined centroid
unction to calculate the coordinates of a source to sub-pixel accuracy.
NRAS 520, 3669–3687 (2023) 
e create a function that calculates the centroid by fitting a model of
he SCUBA-2 instrumental point spread function 2 (Dempsey et al.
013 ) to the 2D distribution of the data. Using FIND PEAKS and
he parameters abo v e we detect 1966 sources at > 3.5 σ and 40 at
 5 σ . We inspect the S2LXS XMM -LSS images at the positions of

ources in the > 5 σ catalogue to check for multiple bright sources
lustered within the SCUBA-2 beam, but find no evidence for this.
he formal detection limit set for S2LXS XMM -LSS is 5 σ and this

s the threshold limit at which we define the surv e y catalogue. At
his threshold, we estimate that the false detection rate is 10 per cent
see Section 3.7 for details). We note that whilst some of the S2LXS
MM -LSS sources appear to cluster (potentially tracing large-scale
tructure), the location of these sources in the S2LXS XMM -LSS
ap is more likely a consequence of the variation in instrumental

oise across the map, in part due to the o v erlap of the PONG tiles,
ith the majority of sources (95 per cent) in the surv e y catalogue
etected in deeper regions where ≥2 PONG tiles overlap. 

.3 Simulated SCUBA-2 maps 

o test the reliability of our source extraction we create simulated
CUBA-2 maps projected on to the same pixel grid as the observed
2LXS XMM -LSS mosaic. To create our f ak e maps we must first
roduce a realistic instrumental noise map. We do this by creating a
ack-knife map, which are typically produced by randomly inverting
he flux densities for 50 per cent of the observed data before
ombining. This remo v es the astronomical signal from the stack and
reates a realistic realisation of the instrumental noise. The S2LXS
MM -LSS mosaic is made up of 42 PONG tiles that are produced
y stacking the ∼40 min PONG observations (i.e. the PONG scans,
ee Section 3 for details). For each PONG tile the simplest way to
nvert 50 per cent of the observed data is to invert the flux densities
f half the PONG scans before combining. We do this for all PONG
iles composed of an even number of observ ations. Ho we ver, the

ajority of the PONG tiles are observed over 5 scans and so for
hese tiles we cannot simply invert the flux densities of half the
ONG scans. Therefore, for these PONG tiles, we randomly select
ne PONG scan and reduce the data (using the dimm reduction
rocess and parameters described in Section 3 ) in two consecutive
alves, producing two reduced maps each composed of 50 per cent
f the data for the observation. For a PONG tile composed of 5 scans
for example), we can then invert 50 per cent of the observed data by
nverting the flux densities of 2 randomly selected scans and of one
f these ‘split’ scans (i.e. inverting the observed data for 2.5 scans). 
To create a corresponding jack-knife tile for each PONG tile we

nvert the flux densities for 50 per cent of the observed data (as
escribed abo v e) and then combine with the remaining observations
sing the PICARD recipe MOSAIC JCMT IMAGES . To produce the jack-
nife mosaic we then combine the 42 jack-knife tiles following the
ame method we used to create the S2LXS XMM -LSS mosaic (see
ection 2.2 ). In brief, we first apply a 1 . 7 s exposure time crop to
ach of the jack-knife tiles and then resample these individually to
atch the astrometric projection of the final science map. We then

se inverse–variance weighting to combine the 42 re-sampled jack-
nife tiles to produce the jack-knife mosaic. In Fig. 7 , we compare
he distribution of pixel values for the jack-knife signal-to-noise
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Figure 7. Distribution of pixel values in the matched-filtered signal-to-noise 
ratio jack-knife map (filled histogram). We also show the distribution of 
pixel values from the S2LXS XMM -LSS matched-filtered signal-to-noise ratio 
map (black stepped histogram) and the S2XLS XMM -LSS formal detection 
threshold of 5 σ (black dashed line). This figure illustrates the characteristic 
tail of astronomical signal at positive fluxes. We also see a small number 
of pixel values with a signal-to-noise of < −5 in the jack-knife map. This 
is likely caused by isolated pixels with very low flux values in the sparsely 
sampled o v erscan re gions of the PONG maps. 
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atio matched-filtered mosaic to the distribution of pixel values in 
he S2LXS XMM -LSS signal-to-noise ratio map. We also show the 
2LXS XMM -LSS > 5 σ detection limit. This figure highlights the 
haracteristic tail of astronomical signal, which is pronounced at 
 5 σ . 
The next step to create our simulated maps is to insert f ak e sources
atching a realistic source count model into the jack-knife noise 
ap. The faint end of the 850 μm number counts is well constrained

nd so we use the Schechter ( 1976 ) fit from Geach et al. ( 2017 )
o model the source counts belo w 15 mJy . Ho we ver, the bright-end
f the 850 μm number counts is not well constrained, with only 5
xtragalactic sources in S2CLS with S 850 μm 

> 15 mJy . Therefore, to 
odel the source counts abo v e 15 mJy we fit a simple power law to

he S2LXS XMM -LSS observed number counts. 
We simulate an observed SCUBA-2 source by convolving a point 

ource of a given flux with the SCUBA-2 instrumental PSF (Dempsey
t al. 2013 ), noting we impose a minimum flux limit of 1 mJy (in
eeping with Geach et al. 2017 ). The simulated SCUBA-2 sources
re then injected at random positions in the jack-knife noise map 
we do not apply any conditions on the positioning of sources,
hese are inserted purely at random) to generate a simulated map. 

e then use the PICARD recipe SCUBA2 MATCHED FILTER to apply 
 matched-filter to the simulated map and ASTROPY FIND PEAKS 

o detect sources in the map abo v e the floor detection threshold
alue ( > 3.5 σ ), mimicking the source extraction method used on
he S2LXS XMM -LSS mosaic (see Section 3.2 ). A f ak e source
s reco v ered if it is found abo v e the detection threshold and at a
aximum separation of 11 arcsec (0.75 × the FWHM of the SCUBA- 
 beam) from the input coordinates. We note that this matching 
hreshold is somewhat arbitrary, but is intentionally generous (and 
n keeping with the matching threshold used in Geach et al. 2017 ;
impson et al. 2019 ). If there are multiple detections within this
adius then the closest match is taken as the reco v ered source. If a
ource is reco v ered then the f ak e source catalogue will include the
eco v ered flux density, rms, and coordinates of the source, as well
s the signal-to-noise ratio of the detection. To allow us to fully
ample the flux regime we are interested in (i.e. S 850 μm 

> 15 mJy )
e repeat this process 100 000 times, creating 100 000 simulated
aps and corresponding f ak e source catalogues. For the source

xtraction on our simulated maps we use a floor detection limit of
 3.5 σ to investigate the statistical properties of the simulated sources

etected at low significance, and to compare to sources detected at
he same threshold in the S2LXS XMM -LSS mosaic. Ho we ver, for
he remainder of this paper we assume the formal detection limit of
2LXS XMM -LSS which is 5 σ . 

.4 Flux boosting 

he flux density of galaxies detected at a relatively low signal-to-
oise ratio is likely to be boosted upwards due to fluctuations in
he noise (e.g. Hogg & Turner 1998 ). We can estimate the effect
f flux boosting on the S2LXS XMM -LSS surv e y by comparing
he reco v ered flux density to the intrinsic flux density for each
ource detected at > 5 σ in the f ak e source catalogue. In Fig. 8 , we
how average flux boosting as a function of observed flux density
nd local instrumental noise, and as a function of signal-to-noise 
atio. As expected the effect of flux boosting is most significant
t a relatively low signal-to-noise ratio. At 5 σ the observed flux
ensity is approximately 66 per cent higher on average than the
ntrinsic flux density. We find that the relation between boosting ( B 

 S obs / S true ) and signal-to-noise ratio is well described by a power
aw (equation 2 ). In keeping with Geach et al. ( 2017 ), we use a power
aw of the form y = 1 + a x k , where a and k are constants, y = B and
 = (SNR/5): 

 = 1 + 0 . 66 

(
SNR 

5 

)−3 . 83 

(2) 

In Fig. 8 , we compare the average effect of flux boosting in S2LXS
MM -LSS to S2CLS (Geach et al. 2017 ), and find that the average
ffect of flux boosting is stronger in S2LXS XMM -LSS. We attribute
his difference to the higher instrumental noise of the S2LXS XMM -
SS map. 
Due to the statistical nature of flux boosting the intrinsic (true) flux

ensity of a source with an observed flux density S obs is drawn from
 distribution p ( S true ). We can empirically estimate the effect of flux
oosting by measuring the histogram of injected flux densities of 
 ak e sources in bins of observed flux density and instrumental noise
see Fig. 9 for example). This empirical approach has been shown
o be comparable (e.g. Geach et al. 2017 ) to traditional Bayesian
echniques (e.g. Jauncey 1968 ; Coppin et al. 2005 ). To estimate the
eboosted (true) flux density for each source in our > 5 σ catalogue
e draw 1000 samples from the p ( S true ) distribution measured from
ur simulations for an observed flux density and local instrumental 
oise corresponding to that of the real source. We take the mean of
he samples as the deboosted flux density of the real source and the
tandard deviation of the sample as the error on the deboosted flux
ensity. 

.5 Completeness 

e investigate the completeness of the S2LXS XMM -LSS survey 
y comparing the number of sources injected into the simulated 
MNRAS 520, 3669–3687 (2023) 
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M

Figure 8. Flux boosting is measured by comparing the reco v ered flux density 
to the injected flux density for each source in the f ak e source catalogue. 
The top panel shows average flux boosting as a function of recovered (i.e. 
observed) flux density and local instrumental noise. In the bottom panel, 
we show average flux boosting (uncertainties shown as ±1 σ ) as a function 
of reco v ered signal-to-noise ratio (teal circles). We also plot the power-law 

relation from S2CLS (Geach et al. 2017 , dashed curve) and the power-law fit 
from this work (solid curve, see equation 2 ). The dotted line shows S reco v ered 

= S input . The average effect of flux boosting is stronger in S2LXS XMM -LSS 
compared to S2CLS, which is likely moti v ated by the higher instrumental 
noise of the S2LXS XMM -LSS surv e y. As e xpected the effect of flux boosting 
is most significant for sources detected at relatively low signal-to-noise ratio. 
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CUBA-2 maps to the number of sources reco v ered at > 5 σ ,
 v aluated in bins of input flux density and local instrumental noise. In
ig. 10 , we show the injected source counts and the estimated S2LXS
MM -LSS surv e y completeness as a function of input (true) flux
ensity and local instrumental noise. The surv e y 50 per cent (90 per
ent) completeness at the median map depth (1 σ � 4 mJy beam 

−1 )
s 19 . 8 mJy (26 . 0 mJy ). In Fig. 10 , we plot the surv e y completeness
cross a range of map depths (2.0–6 . 5 mJy ) to demonstrate the
ariation in surv e y completeness o v er the full surv e y area. Our binned
ompleteness values act as a lookup table and we use 2D spline
nterpolation to estimate the completeness rate at the de-boosted flux
NRAS 520, 3669–3687 (2023) 
ensity and local instrumental noise for each source in the S2LXS
MM -LSS > 5 σ catalogue. 

.6 Positional uncertainty 

ositional uncertainties are expected to scale with signal-to-noise
atio for a given Gaussian-like beam (Condon 1997 ; Ivison et al.
007 ). We measure the positional offset ( 
θ ) for each source
n our f ak e catalogue by calculating the difference between the
njected and reco v ered coordinates. In Fig. 11 , we show the average
ositional offset as a function of signal-to-noise ratio for sources in
he f ak e catalogue reco v ered at > 5 σ . We find that the relation is well
escribed by a simple power law of the form 

θ = 2 . 17 arcsec ×
(

SNR 

5 

)−1 . 19 

. (3) 

The average positional offset for sources detected at 5 σ in S2LXS
MM -LSS is approximately 2 arcsec. This offset is consistent with

heoretical predictions (e.g. equation B8 of Ivison et al. 2007 ), and
he results of some SCUBA-2 wide-field surv e ys (e.g. Simpson et al.
019 ; Shim et al. 2020 ). Ho we ver, this is almost double the average
ositional uncertainty found in S2CLS (see Fig. 11 ), possibly due to
2CLS being a much deeper surv e y (1 σ � 1 mJy ). The positional
ffset (equation 3 ) should be taken into account when identifying
ultiwavelength counterparts to sources in the S2LXS XMM -LSS
 5 σ catalogue. 

.7 False detection rate 

o estimate the false detection rate for the S2LXS XMM -LSS surv e y
e compare the number of sources detected abo v e a giv en threshold

n the S2LXS XMM -LSS match-filtered signal-to-noise ratio map to
he number of ‘sources’ (i.e. spurious detections) detected abo v e
he same threshold in the matched-filtered jack-knife map (see
ection 3.3 for details of how the jack-knife map is created). In
ig. 12 , we show the number of sources detected in the S2LXS
MM -LSS science map compared to the number of sources detected

n the jack-knife map as a function of signal-to-noise ratio. We plot
he purity rate ( P ) calculated as P = ( N p − N n )/ N p , where N p is the
umber of real + spurious sources detected abo v e a given threshold
n the S2LXS XMM -LSS mosaic and N n is the number of jack-knife
source’ detections abo v e the same limit. We find a false detection
ate (purity rate) of 10.0 per cent (90.0 per cent) at > 5 σ and 41.23
er cent (58.77 per cent) at > 4.5 σ . 

As a check we repeat our analysis but instead of using the jack-
nife map to estimate the number of spurious detections, we use the
nverse of the S2LXS XMM -LSS match-filtered signal-to-noise map.
he match-filtering process creates ne gativ e bowling around bright
ources, and so we mask areas of ne gativ e bowling in the inverse
ap to a v oid this contaminating our results. The estimated purity

ate using this inverse method is comparable to that obtained using
he jack-knife approach. We show the results from both methods in
ig. 12 . In keeping with recent SCUBA-2 wide-field surv e ys (e.g.
each et al. 2017 ; Simpson et al. 2019 ), we use the false detection

ate estimates from the jack-knife approach for the remainder of this
ork. The S2LXS XMM -LSS surv e y formal detection threshold of
 5 σ is chosen to give a 90 per cent purity rate. At this purity rate
e expect ∼4 of the 40 sources in the > 5 σ catalogue to be spurious.
e note that the false detection rate in S2XLS XMM -LSS is higher

han expected at a detection threshold of 5 σ (comparing to previous
CUBA-2 surv e ys, e.g. Geach et al. 2017 ; Simpson et al. 2019 ).
his is possibly moti v ated by the steep slope of the 850 μm number
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Figure 9. Distribution of injected (true) flux densities of sources in the f ak e source catalogue in bins of S obs (shown in legend) and σinst = 4 mJy (approximately 
the 1 σ median map depth). We also show a normal distribution centred on S obs with a standard deviation of 4 mJy (dashed line). As expected for sources that 
are observationally bright (i.e. observed at higher signal-to-noise ratio with σ inst fixed) the effect of flux boosting is diminished. 
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ounts; at > 15 mJy there are very few real sources and so even a
mall number of spurious detections dramatically increases the false 
etection rate. 

 DISCUSSION  

.1 Bright-end number counts of the 850 μm population 

n Table 2 , we present the S2LXS XMM -LSS catalogue, which
ontains 40 sources with intrinsic flux densities in the range 7–
8 mJy detected at a significance of > 5 σ . This catalogue includes
bserved and deboosted flux densities, completeness levels, posi- 
ional uncertainties, and purity rates. 

Number counts describe the surface density of sources per ob- 
erved flux density interval (d N /d S ), providing a simple measure
f source abundance and a valuable tool to compare with model 
redictions. We estimate the 850 μm number counts for S2LXS 

MM -LSS from the surv e y catalogue, correcting for the effects of
ux boosting, incompleteness and the probability that an individual 
ource is a false detection. We provide a brief description of this
rocess here. For each of the 40 sources in the > 5 σ catalogue
Table 2 ), we first estimate the deboosted (true) flux density by
rawing a random sample from a p ( S true ) distribution (estimated from
ur simulated maps, see Section 3.4 for details) consistent with the 
bserved flux density and local instrumental noise of the source. We 
hen apply a completeness correction, retrieving the completeness 
ate (which is estimated in bins of deboosted flux density and local
nstrumental noise) via 2D spline interpolation from the look up 
able generated in Section 3.5 . Next we correct for the probability
hat a source is spurious based on the signal-to-noise ratio of the
ource detection (see Section 3.7 ). Once we have applied these 
orrections, we e v aluate the corrected counts for the S2LXS XMM -
SS catalogue in flux intervals of 
 log 10 ( S ) = 0.1, and then divide
y the area of the S2LXS XMM -LSS science map 3 to measure the
umber counts (d N /d S ) per flux interval per square degree. Since the
bserved flux density of a source maps on to a range of intrinsic
ux densities, we e v aluate d N /d S 1000 times (following the process
 To calculate the number counts per square degree we divide by the full 
rea of the S2LXS XMM -LSS mosaic, as given the statistical nature of flux 
oosting a source in even the lowest flux bin could be found at any position 
n the S2LXS XMM -LSS mosaic. 

c
o  

a  

b  

m  

s  
bo v e), each time randomly drawing the deboosted flux density for a
ource from the full intrinsic flux distribution ( p ( S true )). We take the
nal number counts as the mean of d N /d S across the 1000 realizations
nd the standard deviation of d N /d S in each flux bin as an additional
ncertainty (to the Poisson error; Gehrels 1986 ). We note that the
orrections for flux boosting and completeness are estimated in bins 
f flux density and instrumental noise to account for the variation in
he instrumental noise in the S2LXS XMM -LSS mosaic. 

The purpose of the various corrections we make is to reco v er
he ‘true’ underlying source distribution. Ho we ver, the simulations 
e use to derive the corrections are imperfect; i.e. the source count
odel we use at S 850 μm 

> 15 mJy is based on the observed source
ounts of the S2LXS XMM -LSS surv e y. Therefore, it is important
o test if any systematic biases remain. We also note that owing
o the variation in instrumental noise across the S2LXS XMM -LSS

osaic we detect 95 per cent of sources in deeper regions of the map
here at least 2 PONG tiles o v erlap, and so it is also crucial to test
hether the location of sources detected in our map will influence ou

 results. 
To do this we inject a realistic source count model into our jack-

nife map (see Section 3.3 for details of how the jack-knife map
s created). The faint-end of the number counts is well constrained
nd so we use the Schechter ( 1976 ) fit from Geach et al. ( 2017 )
o model the source counts below 15 mJy . To produce a realistic
umber counts model abo v e 15 mJy (noting that the bright-end of
he 850 μm number counts is not well constrained in previous work)
e fit a simple power law of the form y = ax k to the S2LXS XMM -
SS corrected number counts (see equation 4 ). We make an arbitary
istinction between the ‘faint’ and ‘bright’ source count models at 
5 mJy as this is consistent with the S2CLS results, which show an
pturn in the 850 μm number counts abo v e this flux density (Geach
t al. 2017 ). We reco v er sources in an identical manner to the real data,
dopting the formal detection threshold of the S2LXS XMM -LSS 

urv e y ( > 5 σ ). We then apply the various corrections (Sections 3.4 ,
.5 , and 3.7 ) to estimate the number counts. By comparing the
eco v ered counts (before and after corrections) to the exact model
ounts injected into the maps we can test the ef fecti veness of our
orrections. To check that our number counts corrections are not 
 v erly biased by the input source count model, we repeat the process
bo v e for two more extreme source count models (at the bright-end)
y varying the slope k of the power law fit (in equation 4 ), using a
odel with a steeper slope k = −6.60 and a model with a shallower

lope k = −4.60. We produce 100 simulated maps for each source
MNRAS 520, 3669–3687 (2023) 
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Figure 10. S2LXS XMM -LSS surv e y completeness estimated by comparing 
the number of sources injected into our f ak e maps to the number reco v ered at 
a detection threshold of 5 σ . In the top panel, we show the injected f ak e source 
counts and in the centre panel the completeness ratio, both as a function of 
input flux density and local instrumental noise. In the bottom panel, we plot 
the surv e y completeness at the median map depth ( σinst � 4 mJy beam 

−1 , 
black solid line) and at a range of map depths (see legend) to show the 
variation in completeness across the full S2LXS XMM -LSS surv e y area. 

Figure 11. Positional offset ( 
θ ) estimated by calculating the difference 
between the injected and reco v ered coordinates for each source in the f ak e 
catalogue. The average positional offset is shown (with ±1 σ uncertanties) 
as a function of signal-to-noise ratio (teal circles). We plot the power-law 

relation from Geach et al. ( 2017 ) (dashed line) and the power-law fit from 

this work (solid line, see equation 3 ). The positional offset is almost double 
the average positional uncertainty found in S2CLS, possibly due to S2CLS 
being a much deeper surv e y (1 σ � 1 mJy ). 

Figure 12. Purity rate estimated by comparing the number of sources in the 
S2XLS XMM -LSS science map to the number of spurious detections in the 
jack-knife map (solid line) abo v e a signal-to-noise threshold. The purity rate 
is also estimated by comparing to the ‘source’ counts in the inverted S2XLS 
XMM -LSS science map (dashed line). We show the counts obtained from the 
S2XLS XMM -LSS science map (light purple), the inverse map (dark purple), 
and the jack-knife map (hatched histogram). 
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Table 2. S2LXS XMM -LSS catalogue. This catalogue contains 40 sources detected at a significance of > 5 σ . Coordinates are J2000. 
The S obs 

850 μm 

± σinst column gives the observed flux density and instrumental noise, the S/N column gives the signal-to-noise ratio of the 

detection, and the S deb 
850 μm 

± σtot column gives the estimated deboosted (true) flux density and combined total (instrumental and deboosting) 
uncertainty. Column C gives the completeness level, 
θ the positional uncertainty (calculated from equation 3 ), and the final column P 

gives the purity rate. 

S2LXS ID RA Dec. S obs 
850 μm 

± σinst S/N S deb 
850 μm 

± σtot C 
θ P 

(mJy) (mJy) (arcsec) 

S2LXSJ021831 −053131 a , d 02 18 30.7 −05 31 31.3 49.7 ± 4.3 11.5 48.1 ± 6.3 1.00 0.80 1.00 
S2LXSJ022700-052405 02 27 00.3 −05 24 05.2 26.0 ± 4.5 5.7 20.3 ± 7.4 0.37 1.85 1.00 
S2LXSJ021735 −054854 02 17 34.9 −05 48 53.6 25.9 ± 4.8 5.4 18.5 ± 7.9 0.19 1.99 0.97 

S2LXSJ022548 −041751 b 02 25 47.7 −04 17 51.5 25.9 ± 3.3 7.7 23.1 ± 5.4 0.97 1.29 1.00 
S2LXSJ021520 −053222 02 15 19.9 −05 32 21.8 25.4 ± 4.6 5.5 18.4 ± 7.7 0.22 1.95 0.99 
S2LXSJ022252 −042412 02 22 51.8 −04 24 12.0 25.3 ± 4.9 5.2 16.8 ± 8.0 0.10 2.09 0.93 
S2LXSJ022324 −042602 02 23 23.8 −04 26 01.7 25.1 ± 4.7 5.4 17.9 ± 7.7 0.19 1.99 0.98 
S2LXSJ022735 −051558 02 27 35.2 −05 15 58.0 23.8 ± 4.1 5.9 18.6 ± 6.5 0.43 1.79 1.00 
S2LXSJ022322 −033747 02 23 22.1 −03 37 47.5 21.5 ± 4.1 5.3 14.1 ± 6.8 0.10 2.04 0.95 
S2LXSJ022614 −045616 02 26 13.7 −04 56 15.5 21.0 ± 3.7 5.6 15.2 ± 6.2 0.25 1.89 1.00 
S2LXSJ022854 −042445 02 28 54.0 −04 24 45.2 20.0 ± 3.6 5.6 13.8 ± 5.9 0.19 1.90 1.00 
S2LXSJ021826 −041900 02 18 26.4 −04 18 59.1 19.9 ± 3.8 5.2 13.1 ± 6.2 0.10 2.07 0.94 
S2LXSJ022342 −044501 02 23 41.8 −04 45 01.0 19.8 ± 3.5 5.7 14.0 ± 5.9 0.23 1.85 1.00 
S2LXSJ022332 −042948 02 23 31.5 −04 29 47.6 19.8 ± 3.9 5.1 12.7 ± 6.3 0.08 2.11 0.92 
S2LXSJ022649 −035146 02 26 49.3 −03 51 46.0 19.7 ± 3.4 5.8 14.1 ± 5.8 0.26 1.83 1.00 
S2LXSJ021938 −042930 02 19 37.9 −04 29 30.4 19.4 ± 3.1 6.3 14.9 ± 5.3 0.47 1.65 1.00 
S2LXSJ022400 −034623 02 24 00.3 −03 46 22.6 19.1 ± 3.4 5.6 13.4 ± 5.8 0.21 1.89 1.00 
S2LXSJ022042-053806 02 20 42.0 −05 38 05.7 18.6 ± 2.4 7.9 16.4 ± 4.1 0.96 1.26 1.00 

S2LXSJ021943 −052436 c 02 19 42.8 −05 24 35.8 18.4 ± 2.0 9.3 16.7 ± 3.7 0.99 1.03 1.00 
S2LXSJ022256 −051816 02 22 56.1 −05 18 15.6 17.9 ± 3.6 5.0 11.5 ± 5.5 0.07 2.16 0.90 
S2LXSJ022044 −044641 02 20 43.8 −04 46 40.8 17.8 ± 3.0 6.0 12.8 ± 5.2 0.28 1.74 1.00 
S2LXSJ022508 −045914 02 25 07.5 −04 59 13.7 17.4 ± 3.5 5.0 10.6 ± 5.3 0.05 2.16 0.91 
S2LXSJ022122 −042315 02 21 21.9 −04 23 15.1 17.0 ± 3.2 5.4 11.0 ± 5.1 0.11 1.98 0.98 
S2LXSJ022426 −042736 02 24 26.2 −04 27 36.1 17.0 ± 3.3 5.2 10.8 ± 5.1 0.08 2.07 0.94 
S2LXSJ021501 −050817 02 15 00.6 −05 08 16.6 16.8 ± 3.2 5.3 10.6 ± 5.1 0.08 2.04 0.95 
S2LXSJ021536 −045218 02 15 36.4 −04 52 17.9 15.9 ± 3.1 5.2 10.0 ± 4.8 0.07 2.08 0.94 

S2LXSJ021921 −045651 d 02 19 20.9 −04 56 51.1 14.2 ± 2.3 6.1 10.3 ± 3.9 0.36 1.73 1.00 
S2LXSJ022039 −053937 02 20 39.3 −05 39 37.3 14.2 ± 2.6 5.5 9.5 ± 4.1 0.16 1.94 1.00 
S2LXSJ021957 −053406 02 19 56.5 −05 34 06.4 13.7 ± 2.5 5.6 9.4 ± 4.0 0.19 1.91 1.00 
S2LXSJ022032 −053615 02 20 31.7 −05 36 15.3 13.6 ± 2.3 5.8 9.6 ± 3.7 0.28 1.80 1.00 
S2LXSJ021938 −052502 02 19 37.9 −05 25 02.1 13.4 ± 2.1 6.5 9.9 ± 3.5 0.46 1.60 1.00 
S2LXSJ022134 −053558 02 21 34.5 −05 35 58.2 13.3 ± 2.3 5.7 9.3 ± 3.7 0.26 1.84 1.00 

S2LXSJ021907 −052202 d 02 19 07.1 −05 22 01.6 12.7 ± 2.5 5.1 8.5 ± 3.9 0.10 2.14 0.91 
S2LXSJ021910 −051532 d 02 19 09.8 −05 15 32.0 12.4 ± 2.4 5.1 8.4 ± 3.7 0.11 2.12 0.92 
S2LXSJ021939 −052315 d 02 19 39.3 −05 23 15.0 11.1 ± 2.0 5.6 7.5 ± 3.1 0.15 1.89 1.00 

S2LXSJ022122 −051113 02 21 22.4 −05 11 13.0 11.0 ± 2.2 5.1 7.6 ± 3.3 0.12 2.14 0.91 
S2LXSJ022018 −051124 02 20 18.4 −05 11 23.9 10.9 ± 1.8 6.1 7.7 ± 3.0 0.18 1.72 1.00 
S2LXSJ022150 −052835 02 21 49.8 −05 28 34.6 10.8 ± 2.1 5.3 7.4 ± 3.1 0.13 2.03 0.96 
S2LXSJ022133 −051558 02 21 33.2 −05 15 57.5 10.4 ± 2.0 5.2 7.2 ± 3.1 0.12 2.09 0.93 
S2LXSJ022003 −052000 02 20 03.1 −05 19 59.5 9.8 ± 1.8 5.6 6.8 ± 2.9 0.09 1.91 1.00 

a Ultrabright lensed submillimetre galaxy known as ‘Orochi’ (Ikarashi et al. 2011 ). 
b Lensed hyperluminous infrared galaxy (HXMM05; Oliver et al. 2012 ; Bussmann et al. 2015 ). 
c The SCUBA-2 source has five ALMA counterparts (Oliver et al. 2012 ; Bussmann et al. 2015 ). 
d S2CLS UKIDSS-UDS source (Geach et al. 2017 ) with ALMA follow up observations (Stach et al. 2019 ). 
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ount model, and take an average of the counts before and after the
orrections. 

In Fig. 13 , we show the average ((d N /d S ) rec −
d N /d S ) true )/(d N /d S ) true before and after corrections have been
pplied for all three source count models. In the absence of
orrections the number counts are underestimated by up to 99 per 
ent in the faintest flux bins ( S 850 μm 

≤ 18 mJy ), largely influenced
y the incompleteness of the S2LXS XMM -LSS surv e y at these flux
ensities. For brighter flux bins, we generally see an o v erestimation
f the number counts due to flux boosting. Once we apply corrections
he right-hand panel of Fig. 13 shows that we can reliably reco v er
he true source counts for all three source count models, noting that
or the brightest flux bins S 850 μm 

> 30 mJy the corrections appear
ess ef fecti ve, likely due to lo w number statistics (e videnced by the
arge Poisson errors). 

The S2LXS XMM -LSS 850 μm dif ferential and cumulati ve num-
er counts are presented in Table 3 and Fig. 14 . We show our
esults for intrinsic flux densities > 7 mJy , with the minimum flux
onsistent with the deboosted flux density of the faintest source in
he S2LXS XMM -LSS catalogue. Since the bright-end ( > 15 mJy ) of
he 850 μm differential number counts are no longer well represented
y a Schechter ( 1976 ) function, we fit the S2LXS XMM -LSS 850 μm
MNRAS 520, 3669–3687 (2023) 
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Figure 13. Comparison of reco v ered number counts to the ‘true’ number counts in simulated maps. We inject a realistic source count model into a jack-knife 
realization of the S2LXS XMM -LSS mosaic and then reco v er sources detected at > 5 σ (the formal detection threshold of S2LXS XMM –LSS). To check that 
our number counts corrections are not o v erly biased by the input source count model we repeat this for two more extreme models by varying the slope k of 
the power law that we use to model the bright-end source count. In the left-hand panel, the reco v ered counts are not corrected for the effects of flux boosting, 
incompleteness or the probability that a source is a false detection. We show that in the absence of corrections the number counts are underestimated by up to 
99 per cent in the faintest flux density bins ( S 850 μm 

≤ 18 mJy ) in which incompleteness dominates. At brighter flux densities the number counts are generally 
o v erestimated due to flux boosting. In the right-hand panel, we show these counts with the various corrections applied, illustrating that the ‘true’ number counts 
can be robustly reco v ered. We note that in the brightest flux density bins ( S 850 μm 

> 30 mJy ) the corrections are less ef fecti ve, likely due to the low number 
statistics in these bins (evidenced by the large Poisson errors). The error bars in both panels show Poisson uncertainties (Gehrels 1986 ) only. 

Table 3. Differential (d N /d S ) and cumulative ( N > S ′ ) 850 μm number counts measured from the S2LXS XMM -LSS 
surv e y. We e v aluate d N /d S 1000 times taking the mean as the final number counts estimate. The flux density bin widths 
are 
 log 10 ( S ) = 0.1, with S and S ′ the flux bin centres and edges, respectively. The first set of errors shown are the 
Poisson uncertainties (Gehrels 1986 ) and the second set are the standard deviation on the number counts estimates o v er 
the 1000 realizations (see text for details). 

log 10 ( S /mJy) S S ′ dN / dS N > S ′ 
(mJy) (mJy) (10 −3 deg −2 mJy −1 ) (10 −3 deg −2 ) 

0.9 7.9 7.1 18 , 637 + 203 
−131 ± 28 , 569 61 , 807 + 735 

−618 ± 53 , 964 

1.0 10.0 8.9 7 , 762 + 179 
−123 ± 6 , 564 27 , 644 + 684 

−566 ± 14 , 965 

1.1 12.6 11.2 2 , 221 + 138 
−93 ± 1 , 460 9 , 733 + 605 

−485 ± 4 , 056 

1.2 15.8 14.1 525 + 103 
−67 ± 291 3 , 281 + 520 

−398 ± 981 

1.3 20.0 17.8 204 + 79 
−50 ± 91 1 , 361 + 433 

−306 ± 403 

1.4 25.1 22.4 47 + 50 
−25 ± 28 421 + 329 

−191 ± 165 

1.5 31.6 28.2 6 + 30 
−6 ± 9 149 + 264 

−111 ± 64 

1.6 39.8 35.5 2 + 23 
−2 ± 5 106 + 248 

−88 ± 13 

1.7 50.1 44.7 7 + 21 
−6 ± 4 85 + 240 

−75 ± 44 
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ifferential number counts (see Table 3 for values) with a power law
Fig. 14 , solid black line): 

d N 

d S 
= (2 . 8 ± 0 . 3 ) × 10 6 ×

(
S 850 μm 

mJy 

)−5 . 6 ±0 . 5 

. (4) 

In Fig. 14 , we also plot the observational constraints from S2CLS
Geach et al. 2017 ), S2COSMOS (Simpson et al. 2019 ) and the
ther main 850 μm wide-area surv e ys (e.g. Coppin et al. 2006 ; Weiß
t al. 2009 ; Casey et al. 2013 ; Chen et al. 2013 ; Shim et al. 2020 )
or comparison. The results from S2XLS XMM -LSS are in good
greement with these previous surv e ys for the flux range probed.
e note that since the S2LXS XMM -LSS surv e y has a contiguous

urv e y area of 9 deg 2 cosmic variance will have a smaller affect on our
NRAS 520, 3669–3687 (2023) 
umber count estimates compared to previous work, with Simpson
t al. ( 2019 ) finding no significant variation in the 850 μm number
ounts on scales of 0.5–3 deg 2 . 

Owing to a slight o v erlap in the S2LXS XMM -LSS and S2CLS
KIDSS-UDS maps these surv e ys hav e 5 sources in common. One of

hese sources is an ultrabright lensed galaxy (‘Orochi’; Ikarashi et al.
011 ); with a flux density of S 850 μm 

� 50 mJy this is the brightest
xtragalactic source detected in either surv e y. Geach et al. ( 2017 ) find
n excess in the S2CLS differential number counts [i.e. above the
chechter ( 1976 ) function fit] at S 850 μm 

> 15 mJy (see Fig. 14 ). We
nd a similar upturn in the S2LXS XMM -LSS differential number
ounts, but with a surv e y area of 9 deg 2 we detect double the number
f S 850 μm 

> 15 mJy extragalactic sources (with 11 sources detected
t > 5 σ ), and so we are able to reduce the Poisson errors on these

art/stad307_f13.eps
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Figure 14. Number counts of 850 μm sources measured from the S2LXS XMM -LSS surv e y 5 σ catalogue (white circles with black outline). In the left-hand 
panel, we present the differential number counts from this work along with observational constraints from S2CLS (Geach et al. 2017 ), S2COSMOS (Simpson 
et al. 2019 ), and the other main blank-field surv e ys (Coppin et al. 2006 ; Weiß et al. 2009 ; Casey et al. 2013 ; Shim et al. 2020 ), as well as from Chen et al. 
( 2013 ) who combine data from two cluster lensing fields and three blank fields. The S2XLS XMM -LSS differential number counts are consistent with these 
previous studies within the uncertainties for the flux range probed. We find an excess in the number counts [abo v e the Schechter ( 1976 ) function fit of Geach 
et al. ( 2017 )] at � 15 mJy , similar to that found in S2CLS (Geach et al. 2017 ). In the right-hand panel, we present the S2LXS XMM -LSS cumulative number 
counts, comparing both to observations and several simulated galaxy models. For clarity, we only plot the observational constraints from S2LXS XMM -LSS and 
S2CLS, and the model fits from S2COSMOS and Casey et al. ( 2013 ). We show the 850 μm number counts from semi-analytical models (Cowley et al. 2015 ; 
Lagos et al. 2019 ), empirical models (Cai et al. 2013 ; B ́ethermin et al. 2017 ; Negrello et al. 2017 ) and the cosmological hydrodynamical simulation SIMBA 

(Lo v ell et al. 2021 ). The results from Lo v ell et al. ( 2021 ) and Cowley et al. ( 2015 ) both take into account blending from a 15-arcsec beam. The B ́ethermin et al. 
( 2017 ) standard model has a star formation rate limit of 1000 M � yr −1 . We show the results both with and without this limit. The B ́ethermin et al. ( 2017 ) models 
shown do not take account of blending, but do include a prescription for lensing. The Cai–Negrello model combines the counts of unlensed and strongly lensed 
galaxies. The excess in the S2LXS XMM -LSS number counts at � 15 mJy is most consistent with the results from the Cai–Negrello empirical model (Cai et al. 
2013 ; Negrello et al. 2017 ), the semi-analytical model of Cowley et al. ( 2015 ), and the standard empirical model of B ́ethermin et al. ( 2017 ). The error bars in 
both panels show Poisson uncertainties (Gehrels 1986 ). 
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easurements. The S2LXS XMM -LSS catalogue only includes one 
ource with an observed flux density S 850 μm 

> 30 mJy , and so our
urv e y is hampered by low number statistics in this flux regime. This,
oupled with our correction for the effects of flux boosting, 4 means 
e see large Poisson uncertainties on our number counts estimates 

t flux densities abo v e 30 mJy . 
An excess at the bright end of the number counts is also observed

n studies at shorter (e.g. Hersc hel 500 μm; Ne grello et al. 2010 ;
ardlow et al. 2013 ) and longer (e.g. South Pole Telescope 1 . 4 mm ;
ieira et al. 2010 ; Mocanu et al. 2013 ) wavelengths, and is attributed

o the presence of local objects and high-redshift gravitationally 
ensed sources (e.g. Negrello et al. 2010 ; Vieira et al. 2010 ). S2CLS
ro vides tentativ e evidence that the o v er -ab undance of sources at
he bright-end of the 850 μm number counts is similarly influenced 
 We e v aluate d N /d S 1000 times each time randomly drawing the deboosted 
ux density for a source from a p ( S true ) distribution (estimated from our 
imulated maps, see Section 3.4 for details) consistent with the observed flux 
ensity and local instrumental noise of the source. As we are sampling the 
ull intrinsic flux distribution for a source, o v er the course of 1000 iterations, 
he estimated deboosted flux densities may map to more than one flux density 
in. This is the reason we reco v er a number counts estimate for intrinsic flux 
ensities 30 mJy < S 850 μm 

< 48 mJy despite no sources with observed flux 
ensities in this range. 

t
S
g  

(  

b
i  

d  

L  

l
b  
Geach et al. 2017 ); of the three sources detected abo v e 20 mJy in
2CLS the brightest ( S 850 μm 

� 200 mJy ) is a well-known Galactic
bject in the Akari -North Ecliptic Pole (the Cat’s Eye Nebula) and
nother is a known ultra-bright lensed submillimetre galaxy (‘Orochi’ 
karashi et al. 2011 ) which lies at z phot � 3.5, (Dudzevi ̌ci ̄ut ̇e et al.
019 ). The S2XLS XMM -LSS > 5 σ catalogue includes at least two
ravitationally lensed sources; ‘Orochi’ (Ikarashi et al. 2011 ) and 
 high-redshift ( z spec ∼ 3) hyperluminous infrared galaxy from 

erMES (Oliver et al. 2012 ; Bussmann et al. 2015 ; Leung et al.
019 ). We visually inspect the available multiwavelength imaging 
see Table 1 ) centred on the position of each S2LXS XMM -LSS
ource and query the NASA/IPAC Extragalactic Database (NED) for 
earby z < 0.1 sources, allowing us to confirm that there are no
alactic objects in the S2LXS XMM -LSS catalogue. We also search

he multiwavelength imaging and NED around the position of each 
2LXS XMM -LSS source to identify bright, massive foreground 
alaxies, which are indicative of strong lensing. We find that for 16
40 per cent) sources in the S2LXS XMM -LSS catalogue there is a
right, massiv e fore ground galaxy within the SCUBA-2 beam. Whilst 
t is reasonable to expect (based on previous work) that the overabun-
ance of sources observed at high flux densities in the S2LXS XMM -
SS surv e y is, at least in part, moti v ated by the presence high-redshift

ensed galaxies, we cannot rule out a contribution from intrinsically 
right sources (i.e. similar to GN20 a S 850 μm 

> 20 mJy galaxy
MNRAS 520, 3669–3687 (2023) 
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etected in the SCUBA surv e y of the GOODS-North field; Pope
t al. 2005 ; Daddi et al. 2009 ) or protocluster core type objects such
s the Distant Red Core (DRC; Ivison et al. 2016 ; Oteo et al. 2018 ).
t is also well known that a fraction of single dish 850 μm selected
ources are the product of multiple fainter submillimetre galaxies that
re blended in the coarse 15 arcsec resolution of the SCUBA-2 beam
e.g. Simpson et al. 2015 ; Stach et al. 2018 ). The multiplicity fraction
ncreases with the brightness of the single dish source, with an
stimated multiplicity fraction of 44 per cent for single dish 850 μm
elected sources with flux densities S 850 μm 

> 9 mJy (e.g. Stach et al.
018 ). Surv e ys following up observations of single dish selected
50 μm sources with sub-arcsecond resolution interferometers find
 systematic reduction in the estimated number counts by a factor of
pproximately 41 per cent at S 870 μm 

≥ 7 mJy and 24–30 per cent at
 870 μm 

≥ 12 mJy , though due to small number statistics the latter is
ot well constrained (e.g. Hill et al. 2018 ; Stach et al. 2018 ). We will
xplore the nature of the S2LXS XMM -LSS sources via follow up
LMA observations (Project ID: 2022.1.01030.S, PI: T. K. Garratt)
f the brightest sources in the S2LXS XMM -LSS catalogue. With
he exquisite resolution of ALMA we expect to pinpoint the position
f multiwavelength counterparts to the brightest S2LXS XMM -LSS
ources, allowing us to constrain the relative contributions of source
lending, lensing, and intrinsically bright sources to the bright-end
f the 850 μm number counts. 

.2 Comparison to models 

n Fig. 14 , we compare our results to: semi-analytical models
ALFORM (Cowley et al. 2015 ; Lacey et al. 2016 ) and SHARK (Lagos
t al. 2019 ); empirical models SIDES (B ́ethermin et al. 2017 ), and
he Cai-Negrello model (Cai et al. 2013 ; Negrello et al. 2017 ); and
he cosmological hydrodynamical simulation SIMBA (Lo v ell et al.
021 ). These models are all able to broadly reproduce the faint-end
f the 850 μm number counts (e.g. Geach et al. 2017 ; Simpson et al.
019 ). 
The blending of multiple faint submillimetre galaxies in the

oarse 15 arcsec resolution of the SCUBA-2 beam is known to
oost estimates of the 850 μm number counts, with follow up
urv e ys (using sub-arcsecond resolution interferometers) finding a
ystematic reduction in the estimated number counts by a factor
f approximately 41 per cent at S 870 μm 

≥ 7 mJy . Of the models
iscussed here the semi-analytical model GALFORM , the empirical
odel SIDES and the hydrodynamical simulation SIMBA all simulate

he effects of source blending in a 15 arcsec beam, which allows
s to make a more ‘lik e-for-lik e’ comparison with the observed
2LXS XMM -LSS number counts. Lo v ell et al. ( 2021 ) use a 3D
ust continuum radiative transfer code to estimate the submillimetre
uxes of galaxies in the cosmological hydrodynamic simulation
IMBA . To model the effects of source blending a projected SIMBA

50 μm light cone is convolved with the SCUBA-2 point spread
unction (Dempsey et al. 2013 ) to produce an ‘observed’ SCUBA-2
ap. The SIMBA predicted 850 μm number counts are more than a

actor of 2 below the observed S2LXS XMM-LSS counts. The semi-
nalytical model GALFORM (Lacey et al. 2016 ) invokes a mildly top-
eavy initial mass function in starbursts to reproduce the observed
umber counts and redshift distribution (e.g. Wardlow et al. 2011 ;
impson et al. 2014 ) of 850 μm selected sources (although we note

his model is unable to reproduce the redshift distribution of bright
MGs with flux densities S 850 μm 

> 9 mJy ; Chen et al. 2022 ). Sources
re extracted from the simulated maps using a top-down peak-finding
pproach and the number counts derived from the source-extracted
NRAS 520, 3669–3687 (2023) 
atalogue. The GALFORM model is in good agreement with the
bserved S2XLS XMM -LSS counts within the uncertainties. 
The upturn in the 850 μm number counts is moti v ated, at least in

art, by the presence of high-redshift gravitationally lensed sources.
 prescription for lensing is included in the empirical model of
 ́ethermin et al. ( 2017 ), which uses an updated version of the

wo star-formation modes (B ́ethermin et al. 2012 ; Sargent et al.
012 ) galaxy evolution model to derive global galaxy properties
sing empirical relations from observations. Taking the galaxy
roperties generated from this model, B ́ethermin et al. ( 2017 ) use
n abundance matching technique to populate dark matter haloes
ith galaxies to produce a 2 deg 2 simulation of the extragalactic sky.
he simulation includes a simple estimate of lensing that depends
n redshift but does not account for the mass distributions in the
oreground. Intrinsic number counts are estimated from the simulated
atalogue. The standard model includes a sharp star formation limit
f 1000 M � yr −1 . In Fig. 14 , we plot the predicted intrinsic counts
rom B ́ethermin et al. ( 2017 ) for the standard model and the model
ith no star formation limit. We note that B ́ethermin et al. ( 2017 ) also

stimate the number counts from a source-extracted catalogue to take
nto account source blending. The source-extracted counts mirror the
ntrinsic counts at bright flux densities and so for clarity we do not
lot the source extracted counts in Fig. 14 . The standard model
s broadly in agreement with the S2LXS observed number counts
elow 30 mJy , but fails to reproduce the observed counts at higher
ux densities. The model without a star-formation limit significantly
 v erpredicts the counts by up to a factor 20 across the flux density
ange probed, which indicates that including a star formation limit
n some form is necessary for this model to reproduce the observed
ounts. The Cai–Negrello empirical model (Cai et al. 2013 ; Negrello
t al. 2017 ) also takes into account the influence of strongly lensed
alaxy, by combining theoretical counts for late-type, unlensed and
trongly lensed galaxies. The maximum magnification assumed for
alculating the strongly lensed number counts is μmax = 15. We
ote that the Cai model (Cai et al. 2013 ) presented here has been
e-calibrated in line with recent number counts measurements from
each et al. ( 2017 ) and Simpson et al. ( 2019 ). The Cai–Negrello
odel o v erpredicts the S2LXS XMM -LSS observed number counts

y a factor of approximately 2, apart from in the brightest flux bins
here the counts are consistent within the uncertainties. 
The semi-analytical model SHARK does not include a prescription

or lensing or model the effects of source blending, and so, given these
re known to be important influences, boosting the bright-end of the
ingle-dish 850 μm, we might expect this model to underpredict
he number counts compared to the observed S2LXS XMM-LSS
ounts. Lagos et al. ( 2019 ) combine the SHARK semi-analytical model
Lagos et al. 2018 ) with attentuation curv es deriv ed from EAGLE using
he 3D dust radiative transfer code SKIRT (Trayford et al. 2017 ) to
odel the emission of galaxies from far -ultra violet to far-infrared
avelengths. In Fig. 14 , we show that the SHARK semi-analytical
odel o v erpredicts the bright-end of the number counts compared

o the S2LXS XMM -LSS observed counts by up to a factor of 20. 
The S2LXS XMM -LSS number counts are in broad agreement

ith the Cai–Negrello empirical model, the empirical model SIDES
at flux densities below 30 mJy ) and the semi-analytical model
ALFORM , which include gravitational lensing and/or the effects
f source blending in a low-resolution single dish telescope beam,
ndicating that both may be important moti v ators for the observed
 v erabundance of bright single dish selected 850 μm sources. With
ollow up ALMA observations (Project ID: 2022.1.01030.S) of the
rightest sources in the S2LXS XMM -LSS catalogue we aim to place
trong constraints on the contribution of instrinsically bright, lensed
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nd blended sources to the bright-end of the 850 μm counts, vital to
nform future models. 

 SU M M A RY  

e have presented the 850 μm maps and catalogue for the JCMT
CUBA-2 Large Extragalactic Surv e y of the XMM -LSS field. The
2LXS XMM -LSS surv e y maps a contiguous area of 9 deg 2 to a
oderate depth of about 4 mJy beam 

−1 . This is the largest extra- 
alactic area at 850 μm mapped with the JCMT to date. The wide
rea of the S2LXS XMM -LSS surv e y allows us to detect ultrabright
 S 850 μm 

> 15 mJy ), but intrinsically rare sources, with approximately 
hree sources expected per square degree with deboosted flux densi- 
ies > 15 mJy . The S2LXS XMM-LSS > 5 σ catalogue comprises 40 
ources, of which 11 have deboosted fluxes above 15 mJy . This is
wice the number of bright ( S 850 μm 

> 15 mJy ) extragalactic sources
etected in S2CLS. We use the S2LXS XMM -LSS > 5 σ catalogue to
stimate the number counts at intrinsic flux densities abo v e 7 mJy ,
ignificantly reducing the Poisson errors on existing measurements 
e.g. Coppin et al. 2006 ; Chen et al. 2013 ; Geach et al. 2017 ; Simpson
t al. 2019 ; Shim et al. 2020 ). We observe the distinctive upturn in
he number counts that is expected to be caused by submillimetre 
mission from Galactic objects and gravitationally lensed high- 
edshift galaxies. We note that at least two sources in the S2LXS
MM -LSS 5 σ catalogue are already known, lensed, high-redshift ( z 
 3) galaxies (Bussmann et al. 2015 ; Geach et al. 2017 ). Follow-up
LMA observations (Project ID: 2022.1.01030.S, PI: T. K. Garratt) 
f the brightest sources in the S2LXS XMM -LSS catalogue will be
 key step in unravelling the nature of the sources that contribute
o the o v erabundance observ ed at the bright-end of the single dish
50 μm number counts. With the exquisite resolution of ALMA, 
e aim to constrain the relative contributions of source blending, 

ensing, and intrinsically bright sources to the bright-end of the 
50 μm number counts; measure the redshift distribution for these 
are, highly luminous galaxies; and explore whether a simple flux cut 
t 850 μm is an ef fecti ve selection method to identify high-redshift,
ravitationally lensed galaxies (Garratt et al. in preparation). 
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