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A B S T R A C T 

We use NIRCam imaging from the JWST Advanced Deep Extragalactic Surv e y (JADES) to study the ionizing properties of a 
sample of 14 652 galaxies at 3 ≤ z phot ≤ 9, 90 per cent complete in stellar mass down to log(M � /[M �]) ≈ 7 . 5. Out of the full 
sample, 1620 of the galaxies have spectroscopic redshift measurements from the literature. We use the spectral energy distribution 

fitting code Prospector to fit all available photometry and infer galaxy properties. We find a significantly milder evolution 

of the ionizing photon production efficiency ( ξion ) with redshift and UV magnitude than previously reported. Interestingly, we 
observe two distinct populations in ξion , distinguished by their burstiness (given by SFR 10 /SFR 100 ). Both populations show the 
same evolution with z and M UV 

, but have a different ξion normalization. We convolve the more representative log ( ξion ( z, M UV 

)) 
relations (accounting for ∼ 97 % of the sample), with luminosity functions from literature, to place constraints on the cosmic 
ionizing photon budget. By combining our results, we find that one of our models can match the observational constraints from 

the Ly α forest at z � 6. We conclude that galaxies with M UV 

between −16 and −20, adopting a reasonable escape fraction, can 

produce enough ionizing photons to ionize the Universe, without exceeding the required ionizing photon budget. 

K ey words: galaxies: e volution – galaxies: general – galaxies: high-redshift – dark ages, reionization, first stars. 
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 I N T RO D U C T I O N  

he Epoch of Reionization (EoR) is one of the major phase transitions
f the Universe, when it went from being dark and neutral to highly
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onized, allowing Lyman Continuum (Ly C; with energies abo v e
3.6 eV) radiation to travel through the intergalactic medium (IGM).
bservations place the end of this epoch at z ∼ 6 (Becker et al.
001 ; Fan et al. 2006 ; Yang et al. 2020 ), with some fa v ouring a
ater reionization at z ∼ 5 (Keating et al. 2020 ; Bosman et al. 2022 ;
hu et al. 2024 ). There is a debate regarding which sources are the
ain responsible agents in ionizing the Universe. The community
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idely agrees that young massive stars within galaxies are key, since 
hey produce copious amounts of ionizing photons, which might 
e able to escape the interstellar medium (ISM), and eventually 
onize the IGM (Hassan et al. 2018 ; Rosdahl et al. 2018 ; Trebitsch,
olonteri & Dubois 2020 ). Ho we ver, the nature of the galaxies that
rive reionization: bright and massive, faint and low-mass, or a 
ombination of them, is still uncertain (Finkelstein et al. 2019 ; Naidu
t al. 2020 ; Robertson 2022 ; Yeh et al. 2023 ). Moreo v er, it is unclear
ow much active galactic nuclei (AGNs) contribute to reionization 
Dayal et al. 2020 ; Maiolino et al. 2024a ; Madau et al. 2024 ). 

The stellar mass of galaxies has been seen to correlate with 
o w ef ficiently ionizing photons are produced (Simmonds et al. 
024a ). Simulations indicate that it also relates how these ionizing 
hotons escape (Paardek ooper, Khochf ar & Dalla Vecchia 2015 ). The 
atter is measured through their Lyman Continuum escape fractions 
f esc (Ly C)), defined as the ratio between the H-ionizing radiation 
hat is emitted intrinsically, and that which reaches the IGM. In order
or galaxies to account for the reionization of the Universe, either 
 significant average f esc value is required (f esc = 10–20 per cent;
uchi et al. 2009 ; Robertson et al. 2013 , 2015 ; Finkelstein et al.
019 ; Naidu et al. 2020 ), or a high ionizing photon production
fficiency. These ranges of f esc have been observed for individual 
tar-forming galaxies at z � 4 (e.g. Borthakur et al. 2014 ; Bian et al.
017 ; Vanzella et al. 2018 ; Izotov et al. 2021 ), but not usually in
arge numbers (Leitet et al. 2013 ; Leitherer et al. 2016 ; Steidel et al.
018 ; Flury et al. 2022 ). An alternative to high escape fractions is a
igh ionizing photon production efficiency ( ξion ), given by the ratio 
etween the rate of ionizing photons being emitted ( ̇n ion ), and the
onochromatic non-ionizing ultra-violet (UV) luminosity density. 

ndeed, observational studies up to z ∼ 9 have found ξion to increase 
s a function of redshift (e.g. Endsley et al. 2021 ; Stefanon et al.
022 ; Atek et al. 2024 ; Simmonds et al. 2023 ; Tang et al. 2023 ;
arshan et al. 2024 ; Pahl et al. 2024 ; Saxena et al. 2024 ; Simmonds

t al. 2024a ). 
The behaviour of ξion as a function of redshift has important 

onsequences on the cosmic budget of reionization (e.g. Mu ̃ noz 
t al. 2024 ), defined as the number of ionizing photons produced per
omoving volume unit of the Universe ( Ṅ ion ). Three ingredients must
e provided in order to study Ṅ ion : (1) a prescription for f esc , (2) a UV
uminosity density function, ρUV , describing the number of galaxies 
er unit volume that have a given UV luminosity, as a function
f redshift (e.g. Bouwens et al. 2021 ; Adams et al. 2024 ; Donnan
t al. 2024 ; Robertson et al. 2024 , Whitler et al., in preparation),
nd (3) constraints on ξion . In addition, the IGM clumping factor of
he Universe has to be considered (e.g. Madau, Haardt & Rees 1999 ;
aurov & Gnedin 2014 ; So et al. 2014 ). This factor is a measure of the
niformity of the matter distribution in the Universe, and has crucial 
mplications on reionization since it relates to the amount of atomic 
ecombinations taking place in the IGM. Briefly, a higher clumping 
actor implies that more ionizing photons need to be emitted per unit
olume at a given redshift in order to sustain hydrogen ionization. 

Before the launch of the JWST (Gardner et al. 2023 ), it was
ommon practice to set f esc and ξion as constants. Fortunately, the 
WST has given us an unprecedented view of the early Universe 
t rest-frame optical wavelengths, which has allowed us to place 
etter constraints on ξion . In particular, Simmonds et al. ( 2024a )
tudied a sample of emission-line galaxies (ELGs) at z ∼ 4 –9 using
hotometry obtained with the Near Infrared Camera (NIRCam; Rieke 
t al. 2023 ), on board the JWST. The mean redshift of reionization
s at z = 7 . 68 ± 0 . 79 (Planck Collaboration VI 2020 ), meaning that
his study (and the many others enabled by JWST) probe deep into the
oR. Through H α and [O III ] emission line fluxes, Simmonds et al.
 2024a ) estimated ξion for a sample of 677 galaxies. In parallel, they
nferred the same quantity by using the spectral energy distribution 
SED) fitting code Prospector (Johnson et al. 2019 , 2021 ). They
nd that the ξion measurements estimated by emission line fluxes 
gree with the values obtained by Prospector . Additionally, they 
onclude that ξion increases with redshift, and that this increase is 
ue to low-mass faint galaxies having more bursty star formation 
istories (SFHs). Here, burstiness is quantified by the ratio between 
ecent (averaged over 10 Myr) and past (averaged over 100 Myr)
tar formation rates (SFRs), which is associated with low stellar 
asses (Weisz et al. 2012 ; Guo et al. 2016 ; Looser et al. 2023a ),
ainly due to the increased importance of stellar feedback. At 

igh redshifts, ho we ver, burstiness can also be explained by the
mbalance between gas accretion and supernovae (SNe) feedback 
ime-scales, which prevent star formation equilibrium in the ISM 

F aucher-Gigu ̀ere 2018 ; Tacchella, F orbes & Caplar 2020 ). We note
hat the SFR 10 /SFR 100 ratio is a direct measure of the recent SFH,
nd its variance for an ensemble of galaxies measures short-term star
ormation variability (‘burstiness’; Caplar & Tacchella 2019 ). 

The sample constructed in Simmonds et al. ( 2024a ) suffered from
ne main limitation: since emission lines were required, and with 
 sufficient strength so that they were measurable from photometry, 
his sample was biased towards star-forming galaxies with significant 
 α and/or [O III ] emission. In fact, Laseter et al. (in preparation)
emonstrate ξion is consistently high (log( ξion /[Hz erg −1 ]) ≈ 25 . 5)
own to [O III ] equivalent widths of 200 Å due to low metallicities
 Z � 1 / 10 Z �), further demonstrating this bias from the past results.
iven the agreement found between Prospector and the emission 

ine measurements of ξion , in this work, we use Prospector to fit
he full JWST Advanced Deep Extragalactic Surv e y (JADES; Bunker 
t al. 2024 ; Eisenstein et al. 2023a ) photometry set for a sample of
ADES galaxies in the Great Observatories Origins Deeps Surv e y
outh (GOODS-S; Giavalisco et al. 2004 ). Our sample is 90 per cent
omplete in stellar mass down to masses of log(M � /[M �]) ∼ 7 . 5,
roviding us a deep statistical view of the ionizing properties of
alaxies. 

The structure of this paper is the following. In Section 2 , we present
he data used in this work, along with the sample selection criteria.
n Section 3 , we present our Prospector fitting method. Some
eneral properties of the sample are given in Section 4 , followed by
ur constraints on the ionizing properties of galaxies in Section 5 .
mplications for reionization are discussed in Section 6 , while the
aveats and limitations of our methods are discussed in Section 7 .
inally, brief conclusions are presented in Section 8 . Throughout 

his work we assume �0 = 0 . 315 and H 0 = 67 . 4 km s −1 Mpc −1 ,
ollowing Planck Collaboration VI ( 2020 ). 

 DATA  A N D  SELECTI ON  CRI TERI A  

n this section, we describe the data and selection criteria applied to
uild our sample of galaxies, with the goal to construct a stellar mass
omplete sample between redshifts 3 and 9. 

.1 Data 

e use the full JADES (Bunker et al. 2024 ; Eisenstein et al. 2023a )
hotometry set in the GOODS-S region, including the publicly 
vailable NIRCam Deep imaging (Rieke et al. 2023 ), and the JADES
rigins Field (JOF; Eisenstein et al. 2023b ), co v ering an area
f ∼ 45 arcmin 2 with an average exposure time of 130 h. When
vailable, we also use photometry from the JWST Extragalactic 
edium-band Surv e y (JEMS; Williams et al. 2023 ), and from the
MNRAS 535, 2998–3019 (2024) 
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Figure 1. Top panel: Throughputs of the HST and NIRCam filters used in the SED fitting in this work for galaxies at 3 ≤ z phot ≤ 9. It is important to note 
that not all of these filters are available for every galaxy studied in this work. The hatched areas show the HST ACS bands: F435W , F606W , F775W , F814W , 
F850LP, and the HST IR bands: F105W , F125W , F140W , and F160W . While the filled regions are labelled and show the JWST NIRCam bands, from left to 
right: F070W , F090W , F115W , F150W , F162M, F182M, F200W , F210M, F250M, F277W , F300M, F335M, F356W , F410M, F430M, F444W , F460M, and 
F480M. The lines show the observed wavelengths of selected emission lines (Ly α, [O II ], [O III ], and H α) with redshift. Bottom panel: percentage of sources in 
our final, stellar mass-complete sample that are co v ered by each JWST NIRCam filter. The medium bands are shown as dotted areas. 
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irst Reionization Epoch Spectroscopic Complete Surv e y (FRESCO;
esch et al. 2023 ). 

.1.1 Photometry 

he photometric catalogue used in this work has been produced in
he same way as the one used in Simmonds et al. ( 2024a ). In brief, the
ource detection and photometry leverage both the JEMS NIRCam
edium band and JADES NIRCam broad and medium band imaging.
etection was performed using the PHOTUTILS (Bradley et al. 2022 )

oftware package, identifying sources with contiguous regions of the
NR mosaic with signal > 3 σ and five or more contiguous pixels.
e also use PHOTUTILS to perform circular aperture photometry with

lter-dependent aperture corrections based on model point-spread-
unctions following the method of Ji et al. ( 2024 ), as described in
obertson et al. ( 2024 ). In addition to the NIRCam observations,
ST images from the Hubble Le gac y Field programme (Illingworth

t al. 2016 ; Whitaker et al. 2019 ), and the Cosmic Assembly Near-
nfrared Deep Extragalactic Le gac y Surv e y (CANDELS; Grogin
t al. 2011 ; Koekemoer et al. 2011 ), as well as reductions of GOODS-
 from Giavalisco et al. ( 2004 ), are used. The details of the catalogue
eneration and photometry will be presented in Robertson et al. (in
reparation). In this work, we use a Kron aperture placed on images
hat have been convolved to a common resolution, and impose an
rror floor of 5 per cent in each band. Our photometry does not take
NRAS 535, 2998–3019 (2024) 
nclude the EAZY derived photometric offsets, however, we find that
he NIRCam photometric offsets are small given the uncertainty of
he photometry (see Appendix A ). The throughputs of the filters used
n this work are shown in Fig. 1 , as well as emission lines of interest
nd how their observed wavelength evolves with redshift. 

.1.2 Redshifts 

ue to the richness of the photometry set, photometric redshifts
 z phot ) can be obtained with great accuracy (Hainline et al. 2024 ).

hen fitting SEDs in this work, we use the z phot inferred by the
emplate-fitting code EAZY (Brammer, van Dokkum & Coppi 2008 ),
s described in Hainline et al. ( 2024 ) and Rieke et al. ( 2023 ).
dditionally, when available, we make use of spectroscopic redshifts

 z spec ) from the Near-Infrared Spectrograph (NIRSpec; Jakobsen
t al. 2022 ), as well as those reported in literature (Pusk ́as et al. in
reparation), including the JADES NIRSpec redshifts from Bunker
t al. ( 2024 ) and D’Eugenio et al. ( 2024 ). In particular, they have
een compiled from the Atacama Large Millimeter/submillimeter
rray (ALMA) Spectroscopic Surv e y in the Hubble Ultra-Deep Field

ASPECS; Walter et al. 2016 ), CANDELS (Grogin et al. 2011 ), the
D-Hubble Space Telescope ( HST ) Surv e y (Momche v a et al. 2016 ),
he Multi Unit Spectroscopic Explorer (MUSE; Bacon et al. 2010 )
ltra-Deep Field DR2 (Bacon et al. 2023 ), and a redshift catalogue

F. Sun pri v ate communication) produced from grism data of the
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irst Reionization Epoch Spectroscopic Complete Surv e y (FRESCO; 
esch et al. 2023 ). 
We selected galaxies that were matched to JADES NIRCam 

ositions within 0.25 arcsec, and that were flagged as reliable by 
ach team. Since galaxies often have multiple z spec measurements, we 
efined four categories to collate the several redshift measurements 
nto one, which we call z best : 

(i) Category A: Only one redshift labelled as having the highest 
uality. We use this redshift as z best . 
(ii) Category B: Multiple redshifts with the same (highest) quality 

hat agree when rounded to the second decimal. We use this rounded
alue as z best . 

(iii) Category C: Multiple solutions with the same (highest) 
uality that have a non-dramatic disagreement (with a difference 
maller than 1). We define z best as the mean between the solutions
nd add errors reflecting the difference. 

(iv) Category D: Multiple solutions with the same (highest) 
uality that have a dramatic disagreement ( � > 1). In these cases,
e keep all the highest quality redshifts and follow up with a visual

nspection. 

.2 Sample selection criteria 

n order to build a sample as complete as possible, we only impose
wo conditions that have to be met: (1) an S/N of at least 3 in the
444W band, and (2) redshifts 3 ≤ z ≤ 9. Based on the nature of

he redshift used (photometric or spectroscopic), we construct two 
amples, that we now introduce. 

The photometric sample is initially composed of 37 272 galaxies. 
e use the SED fitting code PROSPECTOR (Johnson et al. 2019 , 2021 )

o fit the full sample (see Section 3 ), yielding a total sample of
5 442 galaxies. The cases that failed ( ∼ 5%) were due to either
oor photometric co v erage ( < 6 NIRCam photometric points) or to
hem being false detections (e.g. a diffraction spike). In order to have
eliable inferred galaxy properties, we only use the results which 
ave a reduced χ2 ≤ 1, resulting in a final photometric sample with 
5 319 galaxies. The completeness in stellar mass and UV magnitude 
s discussed in Section 4 . We note that if we extend the limit up to χ2 

 10, we obtain 29 323 galaxies instead. Ho we ver, the final stellar
ass complete sample is virtually unchanged from the one discussed 

n this work. The spectroscopic sample is composed of 1620 galaxies, 
ll of which are also part of the photometric sample. Their redshift
lassification is as follows: 1234 in Category A, 363 in category B,
2 in category C, and 11 in category D. 

 SED  FITTING  WITH  PROSPECTOR  

s demonstrated in Simmonds et al. ( 2024a ), the ionizing properties
nferred with the SED fitting code PROSPECTOR (Johnson et al. 2019 ,
021 ) are in good agreement with those obtained by emission line
ux es, when such flux es are detected. Therefore, in this work, we fit

he entirety of our samples with PROSPECTOR , without introducing 
n additional selection bias (i.e. by only selecting emission line 
alaxies). 

PROSPECTOR uses photometry and/or spectroscopy as an input 
n order to infer stellar population parameters, from UV to IR
avelengths. We use photometry from the HST ACS bands: F435W, 
606W , F775W , F814W , F850LP, and from the HST IR bands:
105W , F125W , F140W , and F160W . In addition, we use the
ADES NIRCam photometry from: F090W , F115W , F150W , F162M, 
200W, F250M, F277W, F300M, F335M, F356W, F410M, and 
444W. Finally, when available, we include JEMS photometry: 
182M, F210M, F430M, F460M, and F480M. The same Kron 
onvolved aperture is used to extract the HST, JADES and JEMS
hotometry. 
For the photometric redshift sample, we adopt a clipped normal 

istribution using the EAZY z phot as the redshift mean, with the sigma
iven by the z phot errors. Whereas for the spectroscopic redshift 
ample we fix the redshift to z spec for galaxies in Categories A, B,
nd D, and use the same prior as for the photometric sample for
alaxies in Category C. 

We vary the dust attenuation and stellar population properties 
ollowing Tacchella et al. ( 2022a ). In summary, we use a two com-
onent dust model described in Charlot & Fall ( 2000 ) and Conroy,
unn & White ( 2009 ). This model accounts for the differential

ffect of dust on young stars ( < 10 Myr) and nebular emission lines,
hrough different optical depths and a variable dust index (Kriek &
onroy 2013 ). We adopt a Chabrier (Chabrier 2003 ) initial mass

unction (IMF), with mass cutoffs of 0.1 and 100 M �, respectively,
llowing the stellar metallicity to explore a range between 0.01–
 Z �, and include nebular emission. The continuum and emission
roperties of the SEDs are provided by the Flexible Stellar Population 
ynthesis (FSPS) code (Byler et al. 2017 ), based on CLOUDY models
v.13.03; Ferland et al. 2013 ) using MESA Isochrones & Stellar
racks (MIST; Choi et al. 2016 ; Dotter 2016 ), and the MILES stellar

ibrary (Vazdekis et al. 2015 ). We note that he UV extension of
he MILES library is based on the Basel Stellar Library (BaSeL;
astennet et al. 2002 ). These CLOUDY grids introduce an upper

imit on the permitted ionization parameters (log 〈 U〉 max = −1 . 0).
e briefly remark here that this upper limit might not be appropriate

or high-redshift galaxies (see e.g, Cameron et al. 2023 ). Due to
he stochastic nature of the IGM absorption, we set a flexible IGM
odel based on a scaling of the Madau model (Madau 1995 ), with

he scaling left as a free parameter with a clipped normal prior
 μ = 1 . 0 , σ = 0 . 3, in a range [0.0, 2.0]). Last but not least, we
se a non-parametric SFH (continuity SFH; Leja et al. 2019 ). This
odel describes the SFH as eight different SFR bins, the ratios

nd amplitudes between them are in turn, controlled by the bursty-
ontinuity prior (Tacchella et al. 2022b ). For a general view of the
oodness of fits of our stellar mass complete sample (described in
ection 4.2 ), we direct the reader to Appendix A , where we show
 comparison between the modelled and observed photometry, as a 
unction of the bands being used. 

Fig. 2 shows example SEDs and best-fitting spectra for our sample.
rom top to bottom the redshift increases from 3.5 to 8.5, as indicated
n the top left of each panel. The markers show HST (triangles) and
WST NIRCam (circles) photometry with their corresponding errors. 
he purple shaded area corresponds to the rest-frame spectral region 
t λrest−frame = 1250 –2500 Å, used to estimate the rest-frame UV
ontinuum slope ( β; Calzetti, Kinney & Storchi-Bergmann 1994 ), 
efined as F λ ∝ λβ . We obtain β by fitting a line to the best-fit
ED provided by PROSPECTOR . We stress that there are important

imitations to the measurements of β without spectra (for a full 
e vie w, see Austin et al. 2024 ). Finally, the vertical dashed lines
how the observed wavelength of Ly α, [O II ], [O III ], and H α. We
ote that not all galaxies have obvious emission lines detected in their
hotometry, illustrating the advantage of our sample selection (see 
or example, the second panel: JADES-GS + 53.06045 −27.82581). 

 SAMPLE  G E N E R A L  PROPERTIES  

n this section, we discuss some of the general properties of our
amples. We first compare the photometric redshifts inferred by EAZY 
MNRAS 535, 2998–3019 (2024) 
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Figure 2. Representativ e e xample SEDs and best-fitting spectra for galaxies in our sample, assuming a continuity (i.e. non-parametric) SFH. From top to 
bottom the redshift increases from z = 3 . 5 to 8.5, in steps of 1, the galaxy identifiers, along with their z phot and reduced χ2 (for the JWST NIRCam photometry), 
are shown in the top left corner of each panel. The symbols show the photometric points for HST (open squares), JWST NIRCam (open circles), and model 
photometry (orange diamonds), respectively. The grey curves show the best-fitting spectra obtained by PROSPECTOR , with the spectral region used to estimate 
UV continuum slope ( β; λrest−frame = 1250 –2500 Å) shaded in purple. The observed wavelengths of Ly α, [O II ], [O III ], and H α are shown as vertical dotted 
lines. 

t  

(  

o

4

A  

w  

t  

t  

e  

r  

b  

T  

r  

fl  

A  

b  

o  

a  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/535/4/2998/7889030 by :: user on 17 D
ecem

ber 2024
o those obtained with PROSPECTOR , and to the spectroscopic redshifts
when available). We then describe the stellar mass completeness of
ur sample. 

.1 Redshift comparisons 

s previously mentioned, we use EAZY -inferred redshifts as priors
hen fitting the photometric sample. The redshifts obtained by

his template-fitting tool have proven to be reliable when using
he full JADES NIRCam photometry set (see fig. 13 of Rieke
NRAS 535, 2998–3019 (2024) 
t al. 2023 ). In Fig. 3 , we compare the EAZY and the PROSPECTOR

edshifts for the photometric sample. The PROSPECTOR redshifts are
etter constrained, as seen by the median error bars (black point).
his is not surprising since PROSPECTOR is already using the EAZY

esults as a prior on the redshift. We note that PROSPECTOR is more
exible than EAZY , since the latter uses a fixed set of templates.
lthough, we note that the linear combination of templates used
y EAZY might be outside of the PROSPECTOR parameter space,
r disfa v oured by the SFH or other PROSPECTOR priors. It can
lso be seen that a lower-redshift solution is preferred for several
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Figure 3. Comparison of input and output photometric redshifts. The vertical 
axis shows the photometric redshifts inferred using EAZY . These redshifts 
were used as priors in the SED fitting with PROSPECTOR , the medians of 
these posteriors are shown in the horizontal axis. The black point shows 
the redshift median errors, we note that the PROSPECTOR -inferred values 
tend to be better constrained, but that they overall follow a one-to-one 
trend with those inferred using EAZY , as can be seen by the best-fitting 
line (dashed black line). The points that fall outside of the dotted black 
lines are considered catastrophic outliers, there are 2036 galaxies that 
fall into this category, corresponding to ∼ 8 per cent . We note that the 
outlier fraction is estimated by comparing the median values inferred by 
EAZY and PROSPECTOR . The former has considerably larger error bars in 
general. 
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Figure 4. Comparison of photometric and spectroscopic redshifts, when 
spectroscopic redshifts in category A and/or B are available. Both PROSPEC- 
TOR (larger orange circles) and EAZY (smaller grey circles) inferred values 
generally follow a one-to-one relation with the spectroscopic redshifts, with 
some exceptions. We conclude that both codes can retrieve z spec successfully 
in the majority of cases. The points that fall outside of the area delimited by 
the dotted lines are considered catastrophic outliers. There are 44 (35) of such 
objects inferred by PROSPECTOR ( EAZY ), corresponding to ∼ 3 . 1 per cent ( ∼
2.5 per cent) of the subsample with spectroscopic redshifts in categories A 

and B. 
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ources. Ho we ver, the distribution overall follows a one-to-one 
elation with a best-fitting slope of 0 . 96 ± 0 . 01 (black dashed
ine), demonstrating that both methods are in general agreement. 

e note that the number of sources decreases significantly as a 
unction of photometric redshift: 10 215 at 3 ≤ z < 4, 6005 at 4 ≤ 5,
203 at 5 < z ≤ 6, 3037 at 6 < z ≤ 7, 651 at 7 < z ≤ 8, and, 208

t 8 < z ≤ 9. 
In order to test how well the z phot retrieve real ( z spec ) redshifts, in

ig. 4 , we compare the photometric redshifts (from both EAZY and
ROSPECTOR ) to the spectroscopic sample in Categories A and B.
he spectroscopic sample is biased towards brighter galaxies with 
tronger emission lines, compared to the full photometric sample, 
o we would expect more accurate z phot estimations. We find a good
greement between z phot and z spec (i.e. | z spec − z phot | < 0 . 15), with
nly a small fraction of outliers. Specifically, 44 (35) for PROSPECTOR

 EAZY ) derived redshifts, corresponding to ∼ 3 . 1% ( ∼ 2 . 5%) of the
ubsample, where photometry alone makes it hard to distinguish a 
pectral break from another. From this comparison, we cannot say 
f one code performs better than the other, but we can conclude
hat both retrieve the correct redshift in the majority of the cases. We
ighlight that the SED modelling uncertainties and redshift variations 
re self-consistent. 

Given the agreement between z phot and z spec , in the remainder of
his work, we use the photometric sample unless explicitly stated. 
.2 Completeness of sample 

o estimate the stellar mass completeness of our sample, we use the
edshifts and stellar masses inferred with PROSPECTOR , noting that 
he spectroscopic sample o v erlaps with the photometric one, and
hat the redshifts are in tight agreement. A corner plot showing the
ean shape of the posteriors for these parameters can be found in
ppendix B . 
To assess the 90 per cent stellar mass completeness limit of our

hotometric sample, we follow the procedure described in section 5.2 
f Pozzetti et al. ( 2010 ). In summary, for every redshift, we define
 minimum mass (M min ), abo v e which all types of galaxies can
otentially be observed. To obtain M min , we first need to calculate
he limiting stellar mass (M lim 

) for each galaxy, given by: 

log ( M lim 

) = log ( M � ) + 0 . 4( m − m lim 

) , (1) 

here M � is stellar mass in units of solar masses. M lim 

represents the
ass a galaxy would have if its apparent magnitude (m) were equal to

he limiting magnitude of the surv e y (m lim 

) in the F444W band. This
and was chosen since it has the longest ef fecti v e wav elength, and
hus, is the tracer of stellar mass. We divide our data into three depths
epending on the exposure time: medium (T exp < 25 ks), deep (25 ks

T exp < 65 ks), and ultra-deep (T exp > 65 ks), with 5 σ flux depths
f 6, 4.5, and 2.65 nJy, respectively. Once M lim 

has been calculated
or every galaxy, we compute M min for each field by selecting the
aintest 20 per cent of the galaxies with a given T exp , and finding the
imit abo v e which 90 per cent of the selected M lim 

values lie. Fig. 5
hows the stellar mass of our sample as a function of redshift (grey
MNRAS 535, 2998–3019 (2024) 
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Figure 5. Stellar mass completeness of the sample, divided into three fields 
depending on exposure time (T exp ). The larger grey circles show the stellar 
mass of each galaxy as a function of redshift, while the smaller coloured 
circles show the limiting mass for the faintest 20 per cent. The solid curves 
denote the 90 per cent completeness at each redshift and for each depth, as 
indicated in the legend, following the prescription of Pozzetti et al. ( 2010 ). 
We find our sample is stellar mass complete down to log (M � /[M �]) ≈ 7 . 5, 
with small variations depending on the depth of the field. The dotted vertical 
lines mark the redshift bins used in the mass completeness estimation, while 
the numbers provided in each bin indicate the total number of galaxies in the 
bin (top row, bold faced), and the galaxies abo v e the limiting mass (bottom 

row, in brackets). 
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ircles), the coloured small circles show the M lim 

of the faintest 20
er cent of galaxies for each field, and the filled lines denote the
0 per cent completeness as a function of redshift. We find that, in
eneral, our photometric sample is stellar mass complete down to
og (M � /[M �]) ≈7.5, with slight variations depending on the depth
f the observations (within ∼ 0 . 2 dex). 
In the remainder of this study, we focus only on sources that

av e a PROSPECTOR -deriv ed stellar mass with a median abo v e the
ass completeness limit (log (M � /[M �]) ≈7.5), yielding a sample of

4 652 galaxies, which are UV complete down to M UV ≈ −16. 

.3 M UV –M � relation 

ig. 6 shows the stellar mass of our stellar mass complete sample as
 function of M UV , divided by redshift bins. The numbers on the top
f each panel indicate the number of galaxies in any given bin. We fit
he observational data in the M UV –M � plane taking into account the
ompleteness limits discussed in the previous section. Specifically,
e fit the following relation 

log ( M � ) = α( M UV + 19 . 5) + log ( M �, 0 ) , (2) 

here M � is stellar mass in units of solar masses, α is the slope of
he M UV –M � relation and log ( M �, 0 ) is its normalization (stellar mass
t M UV = −19 . 5 AB mag). In addition to these two parameters,
e also fit for the scatter σM UV −M � 

in M UV at fixed M � . We then
t these three parameters to the observed distribution using the
ynamic nested sampling code DYNESTY (Speagle 2020 ). In each
odel call, we sample the M UV –M � relation (with scatter) with 1
illion galaxies assuming an M UV that follows the UV luminosity

unction (Bouwens et al. 2021 ), bin this drawn galaxy sample in
he M UV –M � plane taking into account the completeness limits, and
NRAS 535, 2998–3019 (2024) 
ompare the normalized histogram with the observed one. The best-
tting parameters can be found in Table 1 , for the highest redshift
in (8 < z ≤ 9) we adopt the best-fitting results from the previous
edshift bin (7 < z ≤ 8). 

From the nearly linear relation between log ( M � ) and log ( SFR ) (i.e.
tar-forming main sequence; Brinchmann et al. 2004 ; Daddi et al.
007 ; Salim et al. 2007 ), we would expect a slope α of the M UV –M � 

elation close to −0 . 4, assuming a simple, linear conversion between
he UV luminosity and SFR (Kennicutt 1998 ; Madau, Pozzetti &
ickinson 1998 ; Salim et al. 2007 ). Our steeper slope of ≈ −0 . 6

s consistent with having a higher mass-to-light ratio ( M � /L UV ) for
ore massive systems, in agreement with the findings of Gonz ́alez

t al. ( 2011 ). We further find that log ( M �, 0 ) decreases with increasing
edshift ( M �, 0 ∝ (1 + z) −2 . 7 ), i.e. at fixed M UV = −19 . 5 the typical
tellar mass of the galaxies is lower at earlier cosmic times. This
mplies a lower M � /L UV toward higher redshifts, consistent with
ounger stellar populations toward earlier times. A combination of
ess dust attenuation and higher specific SFR toward higher redshifts
nd at fixed stellar mass could lead to this outcome. Finally, the
catter of the M UV –M � relation is substantial with 0 . 6 –0 . 7 dex. This
catter includes both the intrinsic scatter of the M UV –M � relation and
he observational uncertainty, though the latter is only of the order
f 0.2 dex. 
As comparison, we show the log(M � )–M UV mass-to-light relations

rom Duncan et al. ( 2014 ), Song et al. ( 2016 ), and Tacchella et al.
 2018 ). The Duncan et al. ( 2014 ) and Song et al. ( 2016 ) relations
re derived from a combination of observations (i.e. Spitzer /IRAC
nd HST ) and SED fitting, while the one from Tacchella et al. ( 2018 )
s based on an empirical model that links star formation in galaxies
o the accretion rate of dark matter halos. With our stellar mass
omplete sample, we find a somewhat steeper slope than previous
bservational studies (but mostly < 1 σ discrepant; ∼ −0 . 6 instead
f ∼ −0 . 4 to −0 . 5). This effect is partly a consequence of our sample
ncluding a larger population of fainter sources (with lower stellar

asses) than the mentioned studies, but also because we consider
xplicitly the mass completeness of our sample. Specifically, we
orward model the completeness when fitting the relation; if we do
ot do that, we find a shallower relation of ∼ −0 . 4. Additionally,
he stellar masses in these previous studies were estimated assuming
arametric SFHs, which cannot fully describe the complexities of
alaxies (Lower et al. 2020 ), while we assume more flexible SFHs. 

 CONSTRAI NTS  O N  T H E  I O N I Z I N G  

ROPERTIES  O F  G A L A X I E S  

n this section, we provide a brief overview of the methods tradition-
lly used to infer ionizing properties of galaxies. Followed by the
rends of ξion and ṅ ion with redshift and UV magnitude, including a
omparison with values from the literature. Finally, we discuss the
mergence of a secondary (previously unseen) sample of galaxies,
hat are tentatively leaking Ly C. An excerpt of the properties used
n this section is given in Table 2 . 

.1 Measuring ξion from emission line fluxes 

he ionizing photon production efficiency, ξion , can be measured
hrough H α and/or [O III ] emission line fluxes. In order to use H α

s a proxy for ionizing photon production efficiency ( ξion ), one must
rst correct the H α line flux for dust (for example, using an SMC
ttenuation curve; Gordon et al. 2003 ). If Case B recombination
s assumed, along with the assumption of no Ly C f esc , and that
ust has a negligible effect on Ly C photons, the dust corrected
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Figure 6. Stellar mass as a function of (observed) M UV for our stellar mass complete sample, divided into redshift bins, and colour-coded by the burstiness 
of their SFHs (i.e. ratio between star formation in the past 10 Myr and the one averaged over the last 100 Myr). For comparison, we overlay the log (M � )–M UV 

mass-to-light relations from Duncan et al. ( 2014 ), Song et al. ( 2016 ), and Tacchella et al. ( 2018 ). The best-fitting relation, using forward modelling to take 
account for the completeness of the sample, is shown as a purple solid curve and shaded area (see Table 1 ). The black vertical lines in the bottom right panel 
show the limits of three M UV bins delimited by M UV = −24 , −20 , −18, and −16, which are used later in Fig. 16 . As expected, brighter galaxies tend to have 
higher stellar masses, ho we ver, there is a considerable scatter in M UV for a fixed stellar mass. 

Table 1. Best-fitting parameters for log(M � )–M UV relation as parametrized 
by equation ( 2 ). Column 1: redshift bin. Column 2: slope of the relation. 
Column 3: stellar mass normalization (log(M � ) at M UV = −19 . 5. Column 4: 
scatter in log(M � ) at fixed M UV . 

Redshift α log(M �, 0 /[M �]) σ

[dex] 

3 ≤ z ≤ 4 −0 . 60 + 0 . 27 
−0 . 33 9 . 25 + 0 . 77 

−0 . 71 0 . 66 + 0 . 31 
−0 . 28 

4 < z ≤ 5 −0 . 69 + 0 . 26 
−0 . 28 9 . 06 + 0 . 62 

−0 . 63 0 . 69 + 0 . 29 
−0 . 28 

5 < z ≤ 6 −0 . 55 + 0 . 20 
−0 . 32 8 . 78 + 0 . 71 

−0 . 60 0 . 57 + 0 . 37 
−0 . 22 

6 < z ≤ 7 −0 . 65 + 0 . 21 
−0 . 30 8 . 63 + 0 . 51 

−0 . 46 0 . 56 + 0 . 37 
−0 . 21 

7 < z ≤ 8 −0 . 68 + 0 . 25 
−0 . 28 8 . 55 + 0 . 57 

−0 . 57 0 . 72 + 0 . 26 
−0 . 26 
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 α luminosity relates directly to the rate of ionizing photons ( ̇n ion ,
n units of s −1 ) that are being emitted ( ̇n ion = 7 . 28 × 10 11 L(H α);
sterbrock & Ferland 2006 ). ξion is then the ratio between ṅ ion and 

he observed monochromatic UV luminosity density (measured at 
est-frame λ = 1500 Å). This method suffers from a number of of
ssumptions that need to be made: it has a great dependence on
he chosen attenuation curve, and Case B recombination cannot 
l w ays be assumed (McClymont et al. 2024 ; Scarlata et al. 2024 ).
f [O III ] λ5007 is available instead, its equivalent width can give a
easure of the ionization field of the galaxy as shown in Che v allard

t al. ( 2018 ), and later in Tang et al. ( 2019 ). This method also depends
n the shape of the attenuation curve assumed, as well as on the gas-
hase metallicity and nebular conditions. 
In Simmonds et al. ( 2024a ), the ionizing properties of a sample

f 677 emission line galaxies at z ∼ 4 − 9 were analysed. These
alaxies had signatures of either H α and/or [O III ] emission in their
IRCam photometry, specifically with a 5 σ detection in the filter 
airs F335M–F356W and F410M–F444W. Both methods mentioned 
bo v e were used to estimate ξion , while in parallel, PROSPECTOR was
sed to fit their full NIRCam photometry (assuming f esc = 0). A tight
greement was found between the values measured by emission line 
uxes and those inferred by PROSPECTOR . Therefore, in this work
e rely on this SED fitting code to extract the ionizing properties
f a stellar mass complete sample, allowing us to potentially study
ll types of galaxies, not only those with detectable emission lines.
ince our PROSPECTOR fitting routine assumes an escape fraction of 
ero, our estimated ionizing photon production efficiencies ( ξion , 0 ) 
nclude a correcting factor of 1 −f esc , such that: 

ion , 0 = ξion × (1 − f esc ) . (3) 

ppendix C sho ws ho w well PROSPECTOR can constrain stellar
asses and ionizing photon production efficiencies, as a function 

f flux in F444W. 

.2 Trends of ionizing properties with redshift 

e first compare our results to those from the literature, in particular,
or the evolution of ξion , 0 with redshift. Fig. 7 encodes most results
o date. Stefanon et al. ( 2022 ) compiled ξion , 0 measurements up to
 ∼ 8 (containing data from Stark et al. 2015 ; Bouwens et al. 2016 ;
 ́armol-Queralt ́o et al. 2016 ; Nakajima et al. 2016 ; Matthee et al.

017 ; Stark et al. 2017 ; Harikane et al. 2018 ; Shi v aei et al. 2018 ; De
arros et al. 2019 ; Faisst et al. 2019 ; Lam et al. 2019 ; Tang et al.
019 ; Emami et al. 2020 ; Nanayakkara et al. 2020 ; Endsley et al.
021 ; Atek et al. 2022 ; Naidu et al. 2022 ). This e xtensiv e compilation
llowed them to estimate the rate of change of ξion , 0 with redshift,
nding it to have a slope of dlog( ξion , 0 )/d z = 0 . 09 ± 0 . 01 (black
ashed line). The markers show the UV-faint galaxies at z ∼ 3 –7
rom Prieto-Lyon et al. ( 2023 ), the Lyman- α emitters (LAEs) from
ing et al. ( 2023 ) and Simmonds et al. ( 2023 ), the H α emitters from
inaldi et al. ( 2024 ), and the ELGs from Simmonds et al. ( 2024a ).
he latter show a slightly less steep evolution of ξion , 0 with redshift

han the compilation of Stefanon et al. ( 2022 ), but consistent within
rrors [given by dlog( ξion , 0 )/dz = 0 . 07 ± 0 . 02]. Finally, the stellar
MNRAS 535, 2998–3019 (2024) 
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Table 2. Table excerpt of general properties for a selection of galaxies studied in this work. Column 1: JADES identifier, composed of the 
coordinates of the centroid rounded to the fifth decimal place, in units of degrees. Column 2: photometric redshift inferred using the SED 

fitting code PROSPECTOR . Column 3: logarithm of stellar mass. Column 4: logarithm of the ionizing photon production efficiency. Column 5: 
logarithm of the rate of ionizing photons being emitted. Column 6: logarithm of the burstiness of SFH, defined as the ratio between recent star 
formation ( < 10 Myr) and the one averaged over the past 100 Myr (using the median values of SFR 10 and SFR 100 ). Column 7: observed UV 

magnitude. 

Name z log (M) log ( ξion , 0 ) log ( ̇n ion ) log (SFR 10 /SFR 100 ) M UV , obs 

[M �] [Hz erg −1 ] [s −1 ] [AB] 

JADES-GS + 53.14866 −27.77800 3.31 + 0 . 19 
−0 . 07 7.85 + 0 . 07 

−0 . 14 25.23 + 0 . 25 
−0 . 10 53.03 + 0 . 19 

−0 . 30 0 .04 −14.65 + 0 . 88 
−0 . 54 

JADES-GS + 53.12095 −27.87018 3.33 + 0 . 10 
−0 . 07 8.08 + 0 . 09 

−0 . 14 25.37 + 0 . 13 
−0 . 08 53.43 + 0 . 19 

−0 . 21 −0 .13 −17.39 + 0 . 25 
−0 . 11 

JADES-GS + 53.11867 −27.78184 3.74 + 0 . 02 
−0 . 12 7.93 + 0 . 13 

−0 . 19 25.27 + 0 . 21 
−0 . 21 53.07 + 0 . 27 

−0 . 16 0 .05 −17.51 + 0 . 08 
−0 . 08 

JADES-GS + 53.08300 −27.72764 3.13 + 0 . 20 
−0 . 24 8.23 + 0 . 16 

−0 . 23 25.28 + 0 . 18 
−0 . 24 52.93 + 0 . 19 

−0 . 19 −0 .07 −16.60 + 0 . 36 
−0 . 30 

JADES-GS + 53.04080 −27.92276 3.22 + 0 . 21 
−0 . 38 8.30 + 0 . 11 

−0 . 17 25.30 + 0 . 17 
−0 . 25 52.95 + 0 . 19 

−0 . 25 −0 .02 −16.89 + 0 . 49 
−0 . 30 

JADES-GS + 53.09258 −27.82776 3.10 + 0 . 05 
−0 . 03 9.01 + 0 . 11 

−0 . 17 25.35 + 0 . 07 
−0 . 10 53.90 + 0 . 18 

−0 . 17 0 .30 −18.25 + 0 . 14 
−0 . 11 

JADES-GS + 53.12590 −27.74766 3.99 + 1 . 71 
−0 . 10 7.76 + 0 . 28 

−0 . 22 25.36 + 0 . 10 
−0 . 16 52.91 + 0 . 46 

−0 . 19 0 .11 −16.76 + 0 . 34 
−0 . 72 

JADES-GS + 53.13889 −27.88894 3.36 + 0 . 06 
−0 . 15 7.61 + 0 . 18 

−0 . 28 25.57 + 0 . 08 
−0 . 04 53.43 + 0 . 13 

−0 . 24 0 .46 −16.04 + 0 . 40 
−0 . 25 

JADES-GS + 53.22062 −27.80017 3.51 + 0 . 19 
−0 . 39 8.13 + 0 . 18 

−0 . 35 25.32 + 0 . 19 
−0 . 31 53.00 + 0 . 33 

−0 . 56 0 .02 −16.61 + 0 . 77 
−0 . 44 

JADES-GS + 53.10416 −27.76468 3.22 + 0 . 43 
−0 . 55 7.91 + 0 . 15 

−0 . 25 25.16 + 0 . 29 
−0 . 62 52.18 + 0 . 60 

−0 . 93 −0 .15 −14.52 + 1 . 45 
−0 . 99 

JADES-GS + 53.10666 −27.85285 3.70 + 0 . 06 
−0 . 01 8.69 + 0 . 25 

−0 . 05 25.34 + 0 . 12 
−0 . 18 54.11 + 0 . 11 

−0 . 05 0 .23 −19.37 + 0 . 05 
−0 . 05 

JADES-GS + 53.14954 −27.83692 3.47 + 0 . 18 
−0 . 20 8.44 + 0 . 07 

−0 . 17 24.71 + 0 . 38 
−0 . 62 52.42 + 0 . 39 

−0 . 59 −0 .69 −17.37 + 0 . 25 
−0 . 16 

JADES-GS + 53.13434 −27.87952 3.63 + 0 . 06 
−0 . 10 9.23 + 0 . 08 

−0 . 55 25.20 + 0 . 17 
−0 . 20 54.20 + 0 . 13 

−0 . 23 0 .06 −19.42 + 0 . 06 
−0 . 07 

JADES-GS + 53.07363 −27.80199 3.79 + 0 . 16 
−0 . 09 8.21 + 0 . 13 

−0 . 16 25.06 + 0 . 29 
−0 . 39 52.51 + 0 . 38 

−0 . 43 −0 .30 −16.48 + 0 . 29 
−0 . 24 

JADES-GS + 53.11274 −27.86907 3.57 + 0 . 20 
−0 . 55 7.77 + 0 . 15 

−0 . 25 25.27 + 0 . 20 
−0 . 34 52.46 + 0 . 34 

−0 . 46 −0 .15 −15.69 + 0 . 59 
−0 . 46 

JADES-GS + 53.06192 −27.71806 3.09 + 0 . 04 
−0 . 02 8.01 + 0 . 04 

−0 . 07 25.45 + 0 . 16 
−0 . 02 53.76 + 0 . 09 

−0 . 14 0 .50 −16.01 + 0 . 57 
−0 . 12 

JADES-GS + 53.11460 −27.77632 3.70 + 2 . 91 
−0 . 27 7.87 + 0 . 10 

−0 . 28 25.54 + 0 . 12 
−0 . 19 53.18 + 0 . 98 

−0 . 39 0 .26 −15.97 + 0 . 82 
−1 . 26 

JADES-GS + 53.12350 −27.89819 3.06 + 0 . 10 
−0 . 25 8.51 + 0 . 14 

−0 . 20 25.24 + 0 . 15 
−0 . 52 53.22 + 0 . 25 

−0 . 46 −0 .09 −18.00 + 0 . 19 
−0 . 13 

JADES-GS + 53.11707 −27.76709 3.09 + 0 . 03 
−0 . 02 7.79 + 0 . 15 

−0 . 38 25.49 + 0 . 08 
−0 . 08 53.02 + 0 . 34 

−0 . 24 0 .33 −15.56 + 0 . 50 
−0 . 25 

JADES-GS + 53.09145 −27.91365 3.51 + 0 . 14 
−0 . 18 8.26 + 0 . 17 

−0 . 29 25.24 + 0 . 14 
−0 . 27 52.95 + 0 . 24 

−0 . 29 −0 .10 −17.28 + 0 . 18 
−0 . 19 

Figure 7. Compilation of ξion , 0 from literature, in comparison to our stellar mass complete sample (this work, pentagons). The best-fitting line from Stefanon 
et al. ( 2022 ), with a slope of dlog ( ξion , 0 )/dz = 0 . 09 ± 0 . 01, is shown as a black dashed line and shaded area. In order of increasing redshift, the markers in 
grey scale represent: UV-faint galaxies at z ∼ 3 –7 from Prieto-Lyon et al. ( 2023 ) (squares), Ly α emitters from Ning et al. ( 2023 ) (triangles) and Simmonds 
et al. ( 2023 ) (stars), the H α emitters from Rinaldi et al. ( 2024 ) (thin diamonds), and finally, the ELGs from Simmonds et al. ( 2024a ), which have a slope 
of dlog ( ξion , 0 )/dz = 0 . 07 ± 0 . 02. The thick diamonds show the stacked results from Kumari et al. ( 2024 ), for galaxies abo v e and below z = 6 . 3. Due to 
observational limitations and the emission line methods used to estimate ξion , 0 (i.e. through H α and/or [O III ] emission) the previous samples were biased 
towards star-forming galaxies. Our stellar mass complete sample reveals a population of galaxies with low-ionizing photon production efficiency (log ( ξion , 0 /[Hz 
erg −1 ]) � 24.5), and a considerably less significant evolution with redshift (dlog ( ξion , 0 )/dz ∼ 0 . 01, see Fig. 8 ). 
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Figure 8. ξion , 0 (top) and ̇n ion (bottom) inferred through SED fitting with PROSPECTOR , as a function of redshift, colour-coded by a measure of burstiness (defined 
here as the ratio between the star formation sustained in the past 10 Myr and the one av eraged o v er the past 100 Myr), for the stellar mass complete sample 
[log(M � /[M �]) > 7 . 5]. The circles with black edges show the spectroscopic sample, while the circles without edges show the photometric sample. Within the 
latter, the galaxies with zero recent star formation (SFR 10 = 0 M � yr −1 ) are shown as crosses. The best-fitting relations to both samples are shown in the top left 
corner of each panel. The best fit to the spectroscopic data (blue-filled line) yields a more positive slope than the one derived for the entire photometric sample 
(black dashed line). Particularly, the fit to ξion , 0 in the spectroscopic sample (dlog( ξion , 0 )/dz ∼ 0 . 05 ± 0 . 02) is closer to the ξion , 0 versus redshift relations from 

the literature (within errors of the findings of Simmonds et al. 2024a ). This is because the spectroscopic sample likely suffers from the same biases as previous 
studies (i.e. biased towards star-forming galaxies with detectable emission lines). Finally, the pink squares with error bars show the best-fitting relations per 
redshift bin shown in Figs 9 and 10 , for a fixed M UV of −18. When the full stellar mass complete sample is considered, both ξion , 0 and ṅ ion show only a slight 
evolution with redshift, ξion , 0 shows a strong correlation with burstiness, while ṅ ion does not. 
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ass complete sample of this work is shown as grey pentagons. 
here is an o v erlap with previous measurements, however, there is
 population of previously unseen galaxies with log( ξion /[Hz erg −1 ])
 24 . 5. The inclusion of these galaxies has the result of flattening of

he increase of ξion , 0 with redshift. 
Fig. 8 shows ξion , 0 and ṅ ion as a function of redshift, for our 

hotometric (no edges) and spectroscopic (black edges) sample, 
olour-coded by the burstiness of their SFH (which correlates the 
ost with ξion , 0 ; Simmonds et al. 2024a ). The crosses represent 

he galaxies with no recent star formation (SFR 10 = 0 M � yr −1 ).
s a reminder, both samples o v erlap and the PROSPECTOR -inferred

edshifts agree with the z spec ones, for a great majority of the
 v erlapping galaxies. We present both samples fit separately to 
ighlight that the increase in ξion , 0 observed previously is mostly 
ue to a selection effect (by selecting predominantly star-forming 
alaxies with emission lines). Indeed, the best fit to ξion , 0 for the 
pectroscopic sample has a slope of dlog ( ξion , 0 )/dz ∼ 0 . 04 ± 0 . 02,
ithin errors of the findings of Simmonds et al. ( 2024a ). Importantly,
hen the full photometric sample is taken into account, the slope 

s considerably flatter (dlog ( ξion , 0 )/dz ∼ −0 . 02 ± 0 . 00). The same
ffect can be seen in the best-fit lines to ṅ ion . 
i  
.3 Trends of ionizing properties with UV magnitude 

ion depends on several galaxy properties, such as metallicity, age, 
nd dust content (Shi v aei et al. 2018 ). Moreo v er, fainter galaxies have
een shown to be more efficient in producing ionizing radiation (e.g.
uncan & Conselice 2015 ; Maseda et al. 2020 ; Endsley et al. 2024 ;
immonds et al. 2024a ). Fig. 9 shows ξion , 0 as a function of M UV for
ur data, per redshift bin. We first note that as redshift increases, there
re less galaxies per bin, and they tend to be fainter. We find that by
ividing the sample into ‘star-forming’ [log (SFR 10 /SFR 100 ) ≥ −1] 
nd ‘mini-quenched’ [log(SFR 10 /SFR 100 ) < −1], we distinguish two 
opulations of galaxies that have consistent ξion , 0 slopes with M UV , 
ut populate a different ξion , 0 range. The star-forming sample lies 
bo v e log ( ξion , 0 /[Hz erg −1 ]) ∼ 24 . 5, while the mini-quenched (see
.g. Looser et al. 2023a , b ) sample mostly lies below. The number of
alaxies in each bin is shown in the top of the panels, with format N
 XX (YY) , where XX is the number of star-forming galaxies and YY

s the number of mini-quenched galaxies. The best fit to both data sets
when enough points to fit a line reliably) are shown in the bottom of
ach panel. We find that in general, there is a slight increase of ξion , 0 

owards the fainter galaxies (slope of ∼ 0 . 01 –0 . 04), but this increase
s lower than the slope of ∼ 0 . 1 found in Simmonds et al. ( 2024a ).
MNRAS 535, 2998–3019 (2024) 
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Figure 9. Dependence of ξion , 0 on UV magnitude, separated in redshift bins, and colour-coded by the burstiness of their SFHs. The individual error bars are 
shown in grey. The top left of each panel shows the redshift range and the amount of galaxies it contains. The number in parenthesis corresponds to a small 
secondary population of galaxies with log(SFR 10 /SFR 100 ) < −1, that lie systematically below the general ξion , 0 trends with M UV and redshift. If these two 
populations of galaxies are fit separately (when possible), the slope of ξion , 0 with M UV is consistent between them, ho we ver, their ξion , 0 intercept is different. 
The values for both fits are shown at the bottom of each panel, the darker coloured shaded area and text correspond to the population with no (or very little) 
recent star formation. We note that this population accounts for only < 3% of the total sample. 
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his is unsurprising given the nature of our sample (i.e. containing
otentially all types of galaxies). When taking these two populations
n mind, the ξion , 0 –z relation shown in the top panel of Fig. 8 (for the
hotometric sample) becomes: 

log ( ξion , 0 (z) ) = ( −0 . 001 ± 0 . 004) z + (25 . 294 ± 0 . 017) (4) 

or the star-forming sample. Likewise, the ṅ ion - z relation shown in
he bottom panel of Fig. 8 , for the star-forming sample becomes: 

log ( ̇n ion (z) ) = (0 . 032 ± 0 . 016) z + (53 . 106 ± 0 . 079) . (5) 

As with ξion , 0 , the mini-quenched galaxies also appear to populate
 distinct region in the ṅ ion versus UV magnitude plane. Contrary to
ion , 0 , ho we ver, ṅ ion has a steeper dependence with M UV (with a slope
f ∼ −0 . 4), as shown in Fig. 10 . 1 In summary, as galaxies become
ainter, ξion , 0 marginally increases, but ṅ ion significantly decreases.
his is an effect that derives naturally from the definition of ξion , 0 :

he ratio between the ionizing photons being produced ( ̇n ion ) and the
on-ionizing UV continuum luminosity. The former is dominated by
he contribution of young hot stars, while the latter also includes the
ontribution of older stellar populations. 

Finally, we combine our redshift and UV magnitude relations to
erform a 2-dimensional fit and find a joint relation for the star-
orming sample, given by: 

log ( ξion ( z, M UV )) = (0 . 003 ± 0 . 003) z 

+ ( −0 . 018 ± 0 . 003) M UV + (25 . 984 ± 0 . 053) 

.4 Unveiling the silent population 

e find a total of 350 mini-quenched galaxy candidates, correspond-
ng to ∼ 2 . 4% of our total sample. Their number increases with
NRAS 535, 2998–3019 (2024) 

 Appendix D contains the relations shown in Figs 9 and 10 in table format. 
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edshift up to z = 7 and then decreases significantly. There are a
ew possible explanations for this behaviour that most likely are
orking together. On one hand, the preference of mini-quenched
alaxies in the redshift window of z = 4 –6 could have a physical
rigin (Dome et al. 2024 ): at higher redshifts, galaxies are bursty
nd undergo quenching attempts, but the replenishment time of gas
ithin galaxies is so short that the mini-quenching phase is not
bservable (i.e. less than a few Myr). Supporting this scenario, recent
ork by Witten et al. ( 2024 ) shows a z ∼ 7 . 9 galaxy with a bursty
FH, with evidence of a mini-quenched episode lasting ∼ 20 Myr
ollowed by a rejuv enation ev ent. Towards lower redshifts, the mini-
uenching phase might have a longer duration or SFHs are less
ursty, leading to fewer mini-quenched systems. On the other hand,
t z ∼ 5 –7, the UV part of the spectrum is shifted into the NIRCam
090W filter, which co v ers our entire stellar mass complete sample
see Fig. 1 ). The deep NIRCam observations allow for stronger
onstraints on the SED shape, and could explain the increased
etection of mini-quenched galaxies at these redshifts. Finally, at
igher redshifts ( z > 7), it becomes increasingly difficult to detect
hese almost featureless galaxies with photometry alone (and with a
/N > 3). 
‘Mini-quenched galaxies’ have low ξion , 0 , well below the observed

ion , 0 relations (i.e. with redshift and M UV ), and are likely only
inor players in the reionization of the Universe. Their photometry

ho w little-to-no e vidence of emission lines, which explains why
he y hav e been ne glected in previous studies of this nature. These
alaxies are possibly analogues to the galaxies studied in Strait et al.
 2023 ); Looser et al. ( 2023a ) and Looser et al. ( 2023b ), which are
emporarily quenched due to their extremely bursty SFHs (Dome
t al. 2024 ). Interestingly, using simulations, Dome et al. ( 2024 )
redict the number of mini-quenched galaxies increases with cosmic
ime, reaching ∼ 2 –4% at z = 4, in broad agreement with our
reliminary findings. A spectroscopic follow-up study is needed to
onfirm this hypothesis. 
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Figure 10. Same as Fig. 9 but for ṅ ion instead. Contrary to the case of ξion , 0 , ṅ ion has a stronger dependence on M UV , where the faintest (brightest) galaxies 
produce less (more) ionizing photons. 
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Figure 11. ξion , 0 versus β for the galaxies with f esc (Ly C) > 10 per cent, 
adopting the relation from Chisholm et al. ( 2022 ). The two colours represent 
star-forming (‘SF’; smaller grey circles) and mini-quenched (‘MQ’: purple 
larger circles) populations, as shown in the legend. The ξion , 0 and β medians 
of each sub-sample are shown as filled (mini-quenched) and dotted (star- 
forming) lines. Although, by definition, every galaxy with f esc (Ly C) > 10 
per cent has a blue UV continuum slope, the mini-quenched candidates have 
on average bluer β and lower ξion , 0 values than the star-forming galaxies. 
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If we adopt the β–f esc (Ly C) relation from Chisholm et al. ( 2022 ),
iven by: 

 esc (Ly C) = (1 . 3 ± 0 . 6) × 10 −4 × 10 ( −1 . 22 ±0 . 1) β, (6) 

e find that a significant number of the mini-quenched galaxy candi- 
ates [51 (141)] indicate leakage of ionizing radiation [f esc (Ly C) >
0 per cent (5 per cent)]. Corresponding to ∼ 16% (40 per cent) of the
ini-quenched sample. By comparison, the star-forming sample only 

as ∼4 per cent (32 per cent) of galaxies that obey the same criteria.
ig. 11 shows ξion , 0 as a function of β for all galaxies with f esc (Ly C)
 10 per cent. The mini-quenched candidates populate a different 

arameter space in ξion , 0 and β than the star-forming galaxies, with 
he mini-quenched galaxies having on average bluer UV continuum 

lopes and lower ξion , 0 values. We now focus on the strongest leaker 
andidates within the mini-quenched sample (f esc > 10 per cent). 

Observing Ly C leakage directly is impossible at high redshift, the 
verage IGM transmission of hydrogen ionizing photons emitted at 
rest−frame ∼ 900 Å, at z ∼ 6, is virtually zero (Inoue et al. 2014 ). It is
ven more complicated to observe hydrogen ionizing photons emitted 
t shorter wavelengths, for example at ∼ 700 Å, where the nebular 
ontribution does not contaminate f esc estimations (Simmonds et al. 
024b ). Therefore, indirect methods are required to understand how 

onizing photons escape in the early Universe. In order to confirm 

f these galaxies are indeed leaking, we run PROSPECTOR on this
ubsample, with a modified approach that includes Ly C leakage 
n the fitting routing (Stoffers et al. in preparation). This is work
n progress and is in the process of being calibrated. Promisingly, 
ROSPECTOR finds signs of leakage for these Ly C leaking candidates 
finding f esc > 20 per cent for all of them). 

Fig. 12 shows ξion , 0 versus f esc (LyC), colour-coded by bursti- 
ess. The shaded region shows the area where f esc > 10 per cent,
nd log(SFR 10 /SFR 100 ) < −1 (the latter roughly coincides with 
og( ξion , 0 /[Hz erg −1 ]) < 24.5). This parameter space is analogous 
o the one presented in Katz et al. ( 2023 ) for ‘remnant leakers’. In
hort, Katz et al. ( 2023 ) propose two modes of Ly C leakage (f esc >

0 per cent), based on galaxies from the SPHINX suite of cosmological
imulations (Rosdahl et al. 2018 , 2022 ). ‘Bursty leakers’ are galaxies
ith a recent burst of star formation (within the last 10 Myr, SFR 10 >
FR 100 ), akin to an ionization bounded H II region with holes. While
remnant leakers’ had a strong burst of star formation in the past, but
ot recently (SFR 100 > SFR 10 ). Making remnant leakers similar to
ensity bounded H II regions, where the ISM was disrupted enough
o halt star formation. 

Fig. 13 shows the stacked SFHs of the 51 remnant leaker
andidates found in this work, which indicates the presence of a burst
n star formation occurring in the past (within the last ∼ 50 Myr), but
o recent star formation (within the last 10 Myr), in agreement with
he SPHINX remnant leakers from Katz et al. ( 2023 ). As expected,
MNRAS 535, 2998–3019 (2024) 
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Figure 12. ξion , 0 versus Ly C escape fractions, estimated using the β relation 
from Chisholm et al. ( 2022 ), and colour-coded by burstiness. The vertical 
dashed line shows the mean f esc of the star-forming sample. As in previous 
figures, the crosses show the galaxies with zero recent star formation 
( SFR 10 = 0 M � yr −1 ). The dark shaded area highlights the region where 
log(SFR 10 /SFR 100 ) < −1, and f esc (Ly- ̄ıC) > 10 per cent, which broadly 
coincides with the region where log( ξion , 0 /[Hz −1 ]) is below 24.5. This 
parameter space is analogue to the one populated by the ‘remnant leakers’ 
(RL) presented in Katz et al. ( 2023 ). Following this criteria, we find 51 
remnant leaker candidates. 

Figure 13. Stacked SFHs of the 51 galaxies populating the ‘remnant leakers’ 
parameter space shown in Fig. 12 . The SFHs have been normalized to their 
maximum, the individual SFHs are shown as thin coloured curves, and the 
stack as a purple thick curve. The shape of the mean SFH of these galaxies 
indicates a burst of star formation in their recent past ( < 50 Myr), but not 
within their immediate past ( < 10 Myr). 
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he photometry for these candidates suggests little-to-no presence of
mission lines, which could support a high f esc scenario (Zackrisson
t al. 2017 ). The evidence of these galaxies being in a remnant
eaker mode is compelling. An in depth study of these sources will
e performed in the future and is beyond the scope of this work.
o we ver, gi ven the small amount of galaxies we find to fall into

he mini-quenched category ( < 3 per cent of the total sample), and
NRAS 535, 2998–3019 (2024) 
heir low ξion , 0 , we conclude that they are not dominant agents in the
eionization of the Universe. 

 I MPLI CATI ONS  F O R  T H E  REI ONI ZATIO N  

F  T H E  UNI VERSE  

ecent works based on JWST observations hav e arriv ed to the
onclusion that there is an o v erestimation of ionizing photons at the
oR, leading to a so called ‘crisis’ in the ionizing photon budget (see
.g. Trebitsch et al. 2022 ; Chakraborty & Choudhury 2024 ; Mu ̃ noz
t al. 2024 ). In the following sections, we discuss the implications
f our ξion , 0 estimations for a stellar mass complete sample on the
osmic ionizing budget. 

.1 Constraints on the cosmic ionizing budget 

s in Simmonds et al. ( 2024a ), we now study the implications of
ur findings on the ionizing cosmic budget through Ṅ ion , which
epresents the number of ionizing photons produced per volume
nit. We first analyse the contributions of different M UV and redshift
ins to Ṅ ion , by adopting the UV luminosity functions from Bouwens
t al. ( 2021 ) and some simple prescriptions for f esc : constant of 10
nd 20 per cent (Ouchi et al. 2009 ; Robertson et al. 2013 , 2015 ),
nd varying according to M UV (Anderson et al. 2017 ). The latter
as constructed using the uniform volume simulation Vulcan , and

tates the dependence: log(f esc ) = (0 . 51 ± 0 . 4)M UV + 7 . 3 ± 0 . 08.
or ξion , we use the ξion , 0 relations presented in Fig. 9 for the star-
orming sample (i.e. log (SFR 10 /SFR 100 ) ≥ −1). This sample was
hosen because it is representative of most galaxies in this study,
ccounting for > 97 per cent of the total sample. We remind the
eader that our PROSPECTOR -inferred ionizing photon production
fficiencies assume f esc = 0, such that ξion , 0 = ξion ×(1 −f esc ). For
implicity, in the following calculations, we adopt ξion = ξion , 0 

herefore the resulting Ṅ ion values should be taken as lower limits.
or reference, the mean f esc for the star-forming sample is ∼ 3% (see
ig. 12 ), which would result in a difference in Ṅ ion of < 0.1 dex. 
The resulting Ṅ ion curves as a function of M UV are shown in

ig. 14 , each panel displaying a different f esc as indicated in the
op left corner. As expected, the curves with fixed f esc are flatter
han those derived in Simmonds et al. ( 2024a ), a consequence of
ow having a stellar mass complete sample that leads to a milder
ion evolution with M UV . Once all types of galaxies are potentially
ncluded, the importance of faint galaxies in the ionizing cosmic
udget is reduced. We note that our exclusion of mini-quenched
alaxies does not change this conclusion, since they only account for
 4% of the sample. In the case of the variable f esc , the curves are

till steep, due to the nature of their f esc prescriptions. On the one
and, Anderson et al. ( 2017 ) state that ionizing photons can escape
uch more easily from faint galaxies. On the other hand, Chisholm

t al. ( 2022 ) propose that galaxies with bluer UV continuum slopes
 β) are likely more efficient Ly C leakers. The β in equation ( 6 ) can
e expressed as a function of M UV as: 

= b + a × ( M UV + 19 . 5) (7) 

s described in Chisholm et al. ( 2022 ), the coefficients a and b
onnect M UV to the UV continuum slope, β, through the β–M UV 

elations provided in Bouwens et al. ( 2014 ) for selected redshifts.
n the top left panel, we also include the results if we adopt a

onstant log ( ξion /[Hz erg −1 ]) = 25.2 (based on stellar populations,
s in Robertson et al. 2013 ). We find that the shapes of the Ṅ ion 

urves with fixed ξion are similar to the ones found in this work,
lbeit slightly offset towards lower Ṅ ion . 
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Figure 14. Ṅ ion as a function of M UV , separated by redshift bins and assuming a f esc as indicated in each panel. The ξion , 0 relations with M UV shown in 
Fig. 9 are adopted [using the relations given for galaxies with log(SFR 10 /SFR 100 ) ≥ −1, which are representative of the general population]. The variable f esc 

prescriptions come from Anderson et al. ( 2017 ) and Chisholm et al. ( 2022 ), and the luminosity functions are taken from Bouwens et al. ( 2021 ). In the top panel, 
we show for comparison the results adopting a fixed log ( ξion , 0 /[Hz erg −1 ]) = 25.2 (grey shaded area and dotted lines). 
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Using the Ṅ ion curves estimated above, in Fig. 15 , we investigate 
ow the ionizing cosmic budget evolves with redshift, given by 

˙
 ion = 

M UV , max ∫ 
M UV , min 

ρUV ( M UV , z) × f esc ( M UV , z) × ξion ( M UV , z) dM UV , 

(8) 

here Ṅ ion is in units of s −1 Mpc −3 , ξion is in units of Hz erg −1 ,
nd ρUV in units of erg s −1 Hz −1 Mpc −3 , and the escape fraction is
imensionless. We assume that the scatter is negligible and that there 
s an interdependence of variables (e.g. ξion –M UV relation). In this 
gure, we integrate the curves shown in Fig. 14 down to M UV = −16
open triangles), estimated by adopting the luminosity functions from 

ouwens et al. ( 2021 ). We remind the reader that our sample is UV
omplete down to M UV ∼ −16, and thus, our derived relations are 
alid in the integrated range. We also include the luminosity densities
rom Sun & Furlanetto ( 2016 ), who fit a power law to the low-mass
nd. To estimate ξion we use the best-fitting relation to our data, 
s shown in Fig. 9 . For consistency, we use only the star-forming
alaxies (accounting for ∼ 94% of the total sample). 

When adopting the Sun & Furlanetto ( 2016 ) luminosity functions, 
e only assume fixed escape fractions of 10 and 20 per cent (filled

ircles), moti v ated by the canonical average f esc needed for galaxies
o ionize the Universe (Ouchi et al. 2009 ; Robertson et al. 2013 ,
015 ). As comparison, we add curves indicating the Ṅ ion needed to 
aintain ionization of hydrogen, according to the models of Madau 

t al. ( 1999 ), for clumping factors of 1, 3, and 10 (although see So
t al. 2014 , for a discussion of the validity of this approach at the
oR). A clumping factor of unity represents a uniform IGM, while 

arger clumping factors imply a higher number of recombinations 
aking place in the IGM, and thus, more ionizing photons need to
e emitted in order to sustain ionization. Finally, the values found in
immonds et al. ( 2024a ) for ELGs, are shown as a shaded hatched
rea. These were provided as upper limits, since they were estimated
ased on one important assumption: that the sample of ELGs was
epresentative of the entire galaxy population. Indeed, in a recent 
ork by Mu ̃ noz et al. ( 2024 ), an excess of ionizing photons inferred

rom JWST observations is identified in the cosmic ionizing budget. 
ith our updated stellar mass complete sample, we are now able to

rovide more realistic results. We find that the estimations made with
ur star-forming sample are consistent with those from literature (e.g. 
ouwens et al. 2015 ; Mason et al. 2015 ; Mason et al. 2019 ; Naidu
t al. 2020 ; Rinaldi et al. 2024 ). 

In addition to the measurements described abo v e, we include those
ound through the stellar mass function (instead of ρUV ). In particular,
e use results from Weibel et al. ( 2024 ), which are particularly

ele v ant to this work since they were constructed from NIRCam
bservations of galaxies at z ∼ 4 –9. In this scenario, Ṅ ion can be
ewritten as: 

˙
 ion = 

M max ∫ 
M min 

� ( M , z) × f esc ( M , SFR(M) , R(M) ) × ṅ ion ( M , z) dM , (9) 

here � is in units of Mpc −3 , f esc is dimensionless and depends on
tellar mass, SFR, and size of the galaxy (through the SFR surface
ensity,  SFR ), and ṅ ion is in units of s −1 . In this case, we adopt the
 esc prescription from Naidu et al. ( 2020 ) due to its dependence on
 SFR , such that: 

 esc = min 

( 

1 , 1 . 6 + 0 . 3 
−0 . 3 ×

(
 SFR 

1000 M �yr −1 kpc −2 

)0 . 4 + 0 . 1 −0 . 1 

) 

(10) 
MNRAS 535, 2998–3019 (2024) 
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M

Figure 15. Cosmic rate of ionizing photons emitted per second and per unit volume ( ̇N ion ), as a function of redshift. The error bars in our estimations have been 
omitted for readability, and are on average ∼ 0 . 3 dex. The same f esc prescriptions assumed in Fig. 14 are adopted, as indicated in the legend. The results obtained 
by adopting the UV luminosity density from Sun & Furlanetto ( 2016 ) are shown as filled circles (‘S16’), and those obtained by integrating the UV luminosity 
density curves from Bouwens et al. ( 2021 ) down to M UV = −16 are shown as triangles (‘B21’, curves shown in Fig. 14 ). The stars have been obtained by 
convolving the stellar mass functions from Weibel et al. ( 2024 ) instead (‘W24’). We include the curve from Mason, Trenti & Treu ( 2015 ) assuming constant 
ξion and f esc , integrated down to a M UV of −15 (as in Mason et al. 2019 ), as well as the Ṅ ion reported in Rinaldi et al. ( 2024 ) for H α emitters at z ∼ 7 –8 (black 
square). We also include the estimated Ṅ ion needed to maintain Hydrogen ionization in the IGM (Madau et al. 1999 ), adopting clumping factors of 1, 3 and 10. 
Finally, as comparison, we show the results from Simmonds et al. ( 2024a ), as a shaded hatched area. These were calculated under the assumption that the ELGs 
studied in that work were representative of the general galaxy population, with low faint low-mass bursty galaxies creating a turno v er in Ṅ ion at z > 8. Finally, 
we include observational constraints obtained by observing the Ly α forest from Becker & Bolton ( 2013 ), Gaikwad et al. ( 2023 ), and Davies et al. ( 2024 ). With 
our stellar mass complete sample, we find that galaxies produce enough ionizing radiation to ionize the Universe by z ≈ 5 –6, without producing an excess in 
the cosmic ionizing photon budget. Importantly, the points estimated adopting the Chisholm et al. ( 2022 ) f esc prescription, flatten at z � 6, in general agreement 
with the Ly α forest constraints. 
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n order to obtain  SFR , we first follow the size–mass relation and
oefficients (for the full sample) presented in table 3 of Morishita
t al. ( 2024 ). We then combine the deriv ed sizes with SFR 10 (av eraged
 v er the past 10 Myr), such that  SFR = 

SFR / 2 
πR 2 

(Shibuya et al. 2019 ).
fter estimating  SFR , we compute f esc ×ṅ ion for our stellar mass-

omplete sample, for each redshift bin. By combining the best-fitting
elations with � , and integrating them down to log(M � /[M �]) = 7.5,
e finally find Ṅ ion as a function of redshift. The values are shown as

tars in Fig. 15 , and are in general agreement with the other variable
 esc prescriptions (i.e. Anderson et al. 2017 ; Chisholm et al. 2022 ). 

Although the values of Ṅ ion are highly uncertain in the early
niverse, strong constraints on Ṅ ion have been placed by observations
f the Ly α forest at lower redshifts (e.g. Becker & Bolton 2013 ;
aikwad et al. 2023 ; Davies et al. 2024 , included in Fig. 15 ). The
y α forest refers to a series of absorption lines at wavelengths
edder than Ly α ( λrest−frame ∼ 1216 Å) observed in the spectra of
igh redshift quasars, produced by the intervening neutral IGM.
nterestingly, Ṅ ion has been observed to flatten once reionization has
een completed (with log( Ṅ ion /[s −1 Mpc −3 ]) ∼ 50 . 8 at z � 5 –6). We
nd that, out of all the prescriptions adopted in this work, the f esc 

elations from Chisholm et al. ( 2022 ) can match the shape of the Ly α
orest constraints. We remind the reader that in order to construct a
tellar mass-complete sample, we have ignored all galaxies below
he completeness limit (log(M � /[M �]) ∼ 7 . 5). Therefore, our points
epresent lower limits to the cosmic ionizing budget. 

.2 Which galaxies reionized the Uni v erse? 

n order to determine which galaxies dominate the budget of
eionization, we use the same f esc prescriptions as before, but
ntegrate their contributions in three M UV bins: −24 ≤ M UV < −20,
NRAS 535, 2998–3019 (2024) 
20 ≤ M UV ≤ −18, and −18 < M UV ≤ −16. Fig. 6 shows that
 UV and stellar mass are correlated (albeit with a large scatter),
here brighter galaxies are more massive (and vice-versa), such that

ach UV luminosity bin also loosely describes a mass bin in our
ample. In the four leftmost columns of Fig. 16 , we adopt these
 UV luminosity bins and show the relative contribution these bins

ave in Ṅ ion for each redshift bin above 5 (where observational
tudies agree the EoR has ended, e.g. Keating et al. 2020 ; Yang
t al. 2020 ; Zhu et al. 2024 ). In the rightmost column, we show the
ontributions of different stellar mass bins to the ionizing budget,
y adopting the stellar mass functions of Weibel et al. ( 2024 ) and
he f esc prescription from Naidu et al. ( 2020 ) (stars in Fig. 15 ). Each
ow has been normalized to a different clumping factor using the
odels from (Madau et al. 1999 ). We find that if the IGM is uniform

C = 1), then galaxies produce enough ionizing radiation in order to
ustain hydrogen ionization, independent of the f esc prescription. As
he clumping factor increases, it becomes more difficult for galaxies
o ionize the Universe by redshift 5. However, most importantly, we
isco v er that for every clumping factor, f esc assumption, and redshift
in, the fainter galaxies (with M UV > = −20), and galaxies with low
nd intermediate stellar masses (log (M � /[M �]) < 9.5) dominate the
osmic ionizing budget. In agreement with the results presented in
ee yav e et al. ( 2023 ), based the First Light and Reionization Epoch
imulations (FLARES; Lo v ell et al. 2021 ; Vijayan et al. 2021 ), and

he conclusions reached by forward modelling JWST analogues from
he SPHINX simulation, presented in Choustikov et al. ( 2024 ). 

Therefore, in this work, we confirm that faint low-mass galaxies
ith bursty star formation have in general enhanced ξion compared

o massive galaxies and/or galaxies without recent star formation, in
greement with Simmonds et al. ( 2024a ). Ho we ver, when taking into
ccount the full galaxy population, their contribution is less extreme
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Figure 16. Percentage of cosmic rate of ionizing photons being emitted per second and per unit volume, as a function of M UV (four leftmost columns, coloured) 
and stellar mass (rightmost column, black and white). Three bins are shown per redshift in each panel, as indicated in the legends. The three M UV bins correspond 
to those shown in Fig. 6 , where brighter galaxies tend to have higher stellar masses. Each row is normalized to the Madau et al. ( 1999 ) models shown in Fig. 15 , 
where the Ṅ ion needed to maintain hydrogen ionization at every redshift bin is set to 100 per cent: from top to bottom, C = 1, C = 3 and C = 10. The columns 
sho w the dif ferent f esc prescriptions adopted earlier: constant (10 and 20 per cent), and varying as a function of: M UV following Anderson et al. ( 2017 ), β as 
proposed in Chisholm et al. ( 2022 ), and  SFR from Naidu et al. ( 2020 ). It can be seen that as the clumping factors increase, it becomes more difficult for 
galaxies to produce enough ionizing photons by the end of the EoR ( z ∼ 5 –6). Importantly, for the calculations made convolving ρUV (four leftmost columns), 
the faintest galaxies (fainter than M UV = −20) dominate the ionizing photon budget for every f esc prescription and clumping factor. Analogously, the models on 
the rightmost column indicate that the intermediate and low mass bins dominate the budget, with a significant contribution from the galaxies in the lowest mass 
bin (log (M � /[M �]) < 8.5). Therefore, despite the uncertainties in the clumping factor, we confirm that faint galaxies with low stellar masses are key agents of 
reionization. 
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s might have been thought previously, resolving any potential crisis 
n the ionizing photon budget of the Universe (e.g. Trebitsch et al.
022 ; Chakraborty & Choudhury 2024 ; Pahl et al. 2024 ). Finally, by
dopting the relations from Chisholm et al. ( 2022 ), we are able to
econcile our results with the constraints provided by observations 
f the Ly α forest, especially in the flattening of Ṅ ion that has been
bserved at lower redshifts ( z � 6). In summary, we have shown that
alaxies produce enough ionizing photons to ionize the Universe by 
 ≈ 5 –6, without creating a nonphysical excess of ionizing photons 
n the cosmic budget. 

 C AV E ATS  A N D  LIMITATIONS  

here are a few important limitations to our method, which we now
escribe. First, since our method relies on SED fitting, and includes 
he assumption of certain stellar populations, we are incapable of 
etecting and appropriately fitting extreme populations. In particular, 
e assumed a Chabrier IMF, with a maximum stellar mass of
00 M �. This choice was moti v ated by the size of the sample, in an
ffort to chose a representative IMF and stellar populations. However, 
f there are extreme objects in our sample, we might be missing them.
 or e xample, Cameron et al. ( 2024 ) hav e found tentativ e evidence
or a top heavy IMF at z ∼ 6 although, Tacchella et al. ( 2024 ) find an
lternativ e e xplanation that does not require to invoke exotic stellar
opulations. If the IMF evolves with redshift, then our choice of a
habrier IMF would affect our results (including the derived stellar 
asses). We circumvent this issue to some extent by selecting only

he galaxies that were fit with a reduced χ2 < 1, but we note that
y doing so, might have lost information on sources that cannot be
eproduced by our models. 

In the same vein, our modelling does not include a prescription
or AGN. JWST has recently unveiled a hidden population of 
GN at high redshifts (Juod ̌zbalis et al. 2023 ; Madau et al. 2024 ;
aiolino et al. 2024b ; Übler et al. 2024 ). Underestimating the AGN

ontribution can lead to a systematic o v erestimation of stellar mass
nd SFRs by SED fitting codes (Buchner et al. 2024 ). Unfortunately,
ccurately identifying which galaxies in our sample host AGN is 
ot trivial, as demonstrated by Wasleske & Baldassare ( 2024 ), who
ompare different techniques used to select AGN in dwarf galaxies 
M ∗ ≤ 10 9 . 5 M �). They find that any single diagnostic can retrieve at
ost half of the AGN sample, and most importantly for this work, the
GN identification is least ef fecti ve when considering photometry 
lone. Therefore, quantifying the contribution of AGN to our sample 
s far from the scope of this work. As such, we report our results
nd caution that our sample might contain some AGNs that can be
imicked by stellar emission. 
Another important point is that our work relies heavily on 

hotometric redshift measurements. Specifically, our PROSPECTOR - 
nferred redshifts use EAZY redshifts as priors. The latter has been
ro v en to provide accurate results for large samples using JADES
MNRAS 535, 2998–3019 (2024) 
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IRCam photometry in GOODS-S (Rieke et al. 2023 ). Moreo v er,
n this work we compare them (when possible) to spectroscopic
edshifts compiled from literature. We find a good – but not perfect
agreement, suggesting that our results are in general accurate but

ikely contain a few outliers where the z phot is unreliable. We stress
hat these outliers would be of the order of at most a few per cent. As
ith the stellar populations, our selection of galaxies (fitted with a

educed χ2 ≤ 1) ensures that the photometry is well represented by
he best-fitting models. Moreo v er, the addition of HST observations
ids in constraining the photometric redshifts. Finally, we do not
xpect cosmic variance to play an important factor in our results, but
lan in the future to perform a similar study in GOODS-N. 
In summary, whereas there are intrinsic limitations to our methods,

ur results are – as much as possible – accurate and representative
f the galaxy population in GOODS-S (at 3 ≤ z ≤ 9). 

 C O N C L U S I O N S  

e use JWST NIRCam photometry to build a sample of 14 652
alaxies at 3 ≤ z ≤ 9, 1640 of them with spectroscopic redshifts
rom literature. We infer their properties using the SED fitting code
ROSPECTOR , finding two distinct populations of galaxies which can
e separated by their burstiness (delimited by log (SFR 10 /SFR 100 )
 −1). We call these populations star forming and mini-quenched,

nd note that the mini-quenched galaxies only account for <

 per cent of the total sample. Within the mini-quenched population,
e find an interesting subsample with tentati ve e vidence of Ly C

eakage (through the UV continuum slope β). These galaxies popu-
ate a similar parameter space as the remnant leakers from Katz et al.
 2023 ). Future spectroscopic follow-ups will be necessary to confirm
r refute this hypothesis. Our main findings can be summarized as
ollows. 

We find that ξion , 0 increases for fainter galaxies with burstier SFHs,
n agreement with previous studies, albeit with a milder evolution
ith redshift. The latter is explained by the nature of our sample,

nd that previous studies were biased towards galaxies with strong
mission lines and/or LAEs. The evolution of ξion , 0 with z for the
ore representative star-forming sample is: 

log ( ξion , 0 (z) ) = ( −0 . 001 ± 0 . 004) z + (25 . 294 ± 0 . 017) 

he 2-dimensional fit that accounts for the change of ξion with M UV 

nd redshift, for the same sample is given by: 

og ( ξion , 0 ( z, M UV )) 

= (0 . 003 ± 0 . 003) z + ( −0 . 018 ±0 . 003) M UV + (25 . 984 ± 0 . 053) 

To study the contribution of the galaxies in this study to reion-
zation, we convolve the star-forming relations (which represent
 97 per cent of the total sample), with luminosity functions from

iterature. We find that galaxies, which are detected with JWST, can
onize the Universe by the end of the EoR, if we assume the AGN
ontribution is minor. In particular, assuming a fixed escape fraction,
e find that galaxies fainter than M UV = −20 contribute similar

mounts of ionizing photons (see Fig. 14 ), and that galaxies in the
ange of M UV = −20 to −16 dominate the budget of reionization
t every redshift bin studied in this work (see Fig. 16 ). With our
tellar mass complete sample, our predictions do not o v erestimate
˙
 ion for galaxies at z > 8 (see Mu ̃ noz et al. 2024 ). We note that if
e extrapolate our trends to fainter magnitudes (to M UV of −14 or

 −12), the Universe can be reionized with lower escape fractions.
romisingly, by adopting the relation of f esc with M UV presented

n Chisholm et al. ( 2022 ), we can conciliate our results regarding
NRAS 535, 2998–3019 (2024) 
he ionizing cosmic budget with the constraints obtained through
bservations of the Ly α forest. 
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PPENDI X  A :  G O O D N E S S  O F  FITS  

ere, we present a comparison between the modelled and observed
hotometry, defined as the difference between them, divided by the
rror in the modelled points. The median and errors are shown in
ig. A1 , where we exclude the HST bands F435W, F606W, F775W,
814W, and F850LP. The observations in these filters are highly
ncertain for our sample, yielding χ values well outside of the bounds
f the figures. χ scatters around zero, with error bars that are mostly
ymmetric. As expected, the deep NIRCam photometric set is, in
eneral, better represented by the PROSPECTOR best-fitting models.
ig. A2 shows the same comparison but at rest-frame wavelengths
where the PROSPECTOR photometric redshift has been adopted). The
easurements have been binned into wavelength bins of width 100 Å,

nd the median values and errors are shown as white circles and
rror bars. The latter scatter around zero, and most importantly, do
ot show indication of emission line fluxes being either o v er or
nderestimated by PROSPECTOR . The photometric offsets for each
and, defined as the ratio between the observed and modelled fluxes,
re given in Table A1 . 
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Figure A2. Same as Fig. A1 but at rest-frame wav elengths. The gre y dots show the individual measurements, while the white circles and error bars show the 
median and errors when adopting bins of width 100 Å. For comparison, the Ly α, [O II ], H β, [O III ], and H α emission wavelengths are shown as vertical dashed 
lines. It can be seen that the median values scatter around χ = 0, with symmetrical error bars. Moreo v er, we find no evidence of emission line fluxes being over 
(or under) estimated by PROSPECTOR . 

Table A1. Photometric offsets defined as the ratio between the observed and 
modelled photometry. Column 1: name of filter. Colum 2: median offset and 
errors, given by the 16 th and 84 th percentiles. 

Band Offset 

F435W 2.8 ( + 86.92, −2.54) 
F606W 2.0 ( + 50.04, −1.81) 
F775W 1.50 ( + 16.86, −1.32) 
F814W 1.34 ( + 12.06, −1.17) 
F850LP 1.44 ( + 9.22, −1.25) 
F105W 1.17 ( + 7.21, −1.01) 
F125W 1.08 ( + 6.71, −0.93) 
F140W 1.96 ( + 10.73, −1.70) 
F160W 1.20 ( + 7.16, −1.04) 
F070W 1.69 ( + 17.41, −1.47) 
F090W 1.51 ( + 9.14, −1.27) 
F115W 1.44 ( + 7.47, −1.19) 
F150W 1.40 ( + 7.09, −1.16) 
F162M 1.63 ( + 8.89, −1.36) 
F182M 1.48 ( + 8.50, −1.25) 
F200W 1.36 ( + 7.77, −1.14) 
F210M 1.45 ( + 9.20, −1.24) 
F250M 1.68 ( + 9.11, −1.42) 
F277W 1.39 ( + 7.18, −1.16) 
F300M 1.73 ( + 10.06, −1.44) 
F335M 1.60 ( + 8.50, −1.35) 
F356W 1.43 ( + 7.37, −1.19) 
F410M 1.53 ( + 8.08, −1.30) 
F430M 1.50 ( + 8.14, −1.30) 
F444W 1.50 ( + 7.35, −1.25) 
F460M 1.42 ( + 8.04, −1.22) 
F480M 1.22 ( + 6.89, −1.04) 
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Figure B1. Corner plot showing the main properties of interest in the stellar 
mass completeness estimation: redshift and stellar mass. The values have 
been normalized to the 50 th percentile (dashed vertical lines) for each galaxy, 
in order to understand the general shape of the posteriors in our sample. The 
grey areas show the 16 th and 84 th ranges. We find no significant signatures 
of asymmetry. 
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PPEN D IX  B:  SHAPE  O F  REDSHIFT  A N D  

TELLAR  MASS  DISTRIBU TIONS  

ig. B1 shows the mean shape of the main properties used to estimate
he stellar mass completeness in Section 4.2 . The redshift and stellar

asses have been divided by the 50 th percentile value for each galaxy. 
e find no significant signs of asymmetry in the posteriors for our

ample, and the values are in general well constrained by the fitting
outine. 
PPENDI X  C :  I N F O R M AT I O N  G A I N E D  AFTER  

ED-FITTING  

n order to measure how well PROSPECTOR can constrain stellar 
asses and ionizing photon production efficiencies in our sample, we 

se the Kullback–Leibler definition of information gain (IG), given 
y: 

G = 

∫ 
Posterior ( p) × log 2 

Posterior ( p) 

Prior ( p) 
d p [bits] , (C1) 

here p represents the parameter of choice: either log M � or log ξion . 
G is a way of measuring the difference between the prior and
osterior, in units of bits: an IG = 0 means the prior is equal to
he posterior and no information was gained, whereas a higher value
f IG indicates a larger amount of information was gained in the
tting routine. Following the criteria from Simmonds et al. ( 2018 ): 
MNRAS 535, 2998–3019 (2024) 



3018 C. Simmonds et al. 

M

Figure C1. Kullback-Leibler information gain as a function of flux in the F444W band. A higher flux leads in general to a higher IG. Ho we ver, all of the 
galaxies in our sample have IG > 1, with ∼ 94% abo v e IG = 2. Left panel: colour-coded by stellar mass. Right panel: colour-coded by burstiness of their SFH, 
defined as SFR 10 /SFR 100 . The crosses show galaxies with no recent star formation (SFR 10 = 0). 

Figure C2. Same as Fig. C1 but for the ionizing photon production efficiency, ξion , 0 . The information gain tends to increase towards galaxies with burstier 
SFHs, ho we ver, we note that all galaxies in our stellar mass complete sample have a high information gain (well abo v e IG = 2, shown as a dashed horizontal 
line). 
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(i) IG < 1: little-to-no information was gained 
(ii) 1 ≤ IG ≤ 2: some information was gained 
(iii) IG > 2: parameter is constrained 

Figs C1 and C2 show the IG for stellar mass and ξion , 0 , respectively,
or our stellar mass complete sample. They are shown as a function
f the flux in the F444W filter, colour-coded by stellar mass (left)
nd by burstiness (right). As expected, IG (stellar mass) is highest
or brighter massive galaxies, and is lowest for fainter lower-mass
alaxies. Importantly, all values are abo v e 1 (the majority lie abo v e
) and the information gained in stellar mass does not depend on
he existence of recent star formation, or strong emission lines. In
he case of ξion , 0 , we find a trend of increasing IG with burstiness,
NRAS 535, 2998–3019 (2024) 
ut emphasize that all measurements are highly constrained (with IG
2). Promisingly, most mini-quenched galaxies discussed in this

ork have a large IG. This is due to the richness of the photometric
ata set, which allows to constrain SED shapes even in cases with
o obvious emission lines. 

PPENDI X  D :  BEST-FIT  PA R A M E T E R S  F O R  

E L AT I O N S  O F  I ONI ZI NG  PROPERTIES  WITH  

BSERV ED  U V  M AG N I T U D E  

or readability, the relations of ξion , 0 and ṅ ion , as a function of M UV ,
resented in Figs 9 and 10 , are given in Table D1 and D2 , respectively.
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Table D1. Best-fit parameters for log( ξion , 0 )-M UV relations, with form log( ξion , 0 ) = αM UV + log( ξion , int ) shown in Fig. 9 , where ξion , int is the 
intercept of the relation. Column 1: redshift bin. Column 2,3: slope and ξion , 0 normalisation for the star-forming (SF) sample. Column 4,5: 
slope and ξion , 0 normalisation for the mini-quenched (MQ) sample. For z ≥ 7 we only provide relations for the star-forming sample, since 
there are not enough mini-quenched galaxies to obtain a reliable fit. 

Redshift α log( ξion , 0 /[Hz erg −1 ]) α log( ξion , 0 /[Hz erg −1 ]) 
[SF] [SF] [MQ] [MQ] 

3 ≤ z ≤ 4 −0 . 01 ± 0 . 00 25 . 20 ± 0 . 07 −0 . 06 ± 0 . 06 23 . 23 ± 1 . 04 
4 < z ≤ 5 −0 . 02 ± 0 . 01 24 . 89 ± 0 . 11 −0 . 02 ± 0 . 04 23 . 95 ± 0 . 76 
5 < z ≤ 6 −0 . 05 ± 0 . 01 24 . 32 ± 0 . 12 0 . 03 ± 0 . 04 24 . 74 ± 0 . 67 
6 < z ≤ 7 −0 . 03 ± 0 . 02 24 . 88 ± 0 . 27 0 . 01 ± 0 . 04 24 . 51 ± 0 . 77 
7 < z ≤ 8 −0 . 05 ± 0 . 02 24 . 51 ± 0 . 32 – –
8 < z ≤ 9 −0 . 12 ± 0 . 05 23 . 28 ± 0 . 94 – –

Table D2. Best-fit parameters for log( ̇n ion )-M UV relations, with form log( ̇n ion ) = αM UV + log( ̇n ion , 0 ) shown in Fig. 10 . Column 1: redshift bin. 
Column 2,3: slope and ṅ ion normalisation for the star-forming (SF) sample. Column 4,5: slope and ṅ ion normalisation for the mini-quenched 
(MQ) sample. For z ≥ 7 we only provide relations for the star-forming sample, since there are not enough mini-quenched galaxies to obtain 
a reliable fit. 

Redshift α log( ̇n ion , 0 /[s −1 ]) α log( ̇n ion , 0 /[s −1 ]) 
[SF] [SF] [MQ] [MQ] 

3 ≤ z ≤ 4 −0 . 38 ± 0 . 01 46 . 67 ± 0 . 16 −0 . 47 ± 0 . 08 43 . 83 ± 1 . 38 
4 < z ≤ 5 −0 . 40 ± 0 . 01 46 . 24 ± 0 . 20 −0 . 41 ± 0 . 06 44 . 78 ± 1 . 02 
5 < z ≤ 6 −0 . 43 ± 0 . 01 45 . 54 ± 0 . 21 −0 . 40 ± 0 . 03 44 . 97 ± 0 . 61 
6 < z ≤ 7 −0 . 40 ± 0 . 02 46 . 17 ± 0 . 31 −0 . 39 ± 0 . 04 45 . 13 ± 0 . 83 
7 < z ≤ 8 −0 . 40 ± 0 . 02 46 . 29 ± 0 . 43 – –
8 < z ≤ 9 −0 . 45 ± 0 . 09 45 . 32 ± 1 . 71 – –
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