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Abstract

We present an independent validation and comprehensive recalibration of S-PLUS Ultra-short Survey (USS) DR1 12-
band photometry using about 30,000-70,000 standard stars from the Best Star (BEST) database. We identify the spatial
variation of zero-point offsets, up to 3040 mmag for blue filters (#, J0378, and J0395) and 10 mmag for others,
predominantly due to the higher uncertainties of the technique employed in the original USS calibration. Moreover, we
detect large- and medium-scale CCD position-dependent systematic errors, up to 50 mmag, primarily caused by
different aperture and flat-field corrections. We then recalibrate the USS DR1 photometry by correcting the systematic
shifts for each tile using second-order two-dimensional polynomial fitting combined with a numerical stellar flat-field
correction method. The recalibrated results from the XP spectrum based synthetic photometry and the stellar color
regression standards are consistent within 6 mmag in the USS zero-points, demonstrating both the typical precision of
the recalibrated USS photometry and a sixfold improvement in USS zero-point precision. Further validation using the
Sloan Digital Sky Survey and Pan-STARRSI, as well as LAMOST DR10 and Gaia photometry, also confirms this
precision for the recalibrated USS photometry. Our results clearly demonstrate the capability and efficiency of the BEST
database in improving calibration precision to the millimagnitude level for wide-field photometric surveys. The
recalibrated USS DR1 photometry is publicly available on ChinaVO at doi:10.12149/101503.

Unified Astronomy Thesaurus concepts: Stellar photometry (1620); Astronomy data analysis (1858);
Calibration (2179)

1. Introduction influence (C. W. Stubbs & J. L. Tonry 2006). Historically, the
limited number and precision of photometric standard stars have
made it difficult to accurately measure and correct these errors.
However, the recent release of extensive stellar atmospheric
parameters from large-scale spectroscopic surveys such as
LAMOST (X.-Q. Cui et al. 2012; L.-C. Deng et al. 2012; G. Zhao
et al. 2012; X.-W. Liu et al. 2014), along with Gaia photometry
and BP/RP spectra (BP and RP are the abbreviations for Blue
Photometer and Red Photometer, respectively; BP/RP is often
shortened as XP; Gaia Collaboration et al. 2023b), offers an
opportunity to establish a large array of high-precision photometric
standard stars. This advancement enables more accurate measure-
ment and correction of the complex systematic errors.

In recent years, a series of photometric calibration methods
have been proposed (B. Huang & H. Yuan 2022; B. Huang
et al. 2022), including both “hardware /observation-driven” and
“software /physics-driven” methods. Among them, the stellar
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of the Creative Commons Attribution 4.0 licence. Any further !
distribution of this work must maintain attribution to the author(s) and the title outstanding results. The SCR method, first proposed by
of the work, journal citation and DOIL. H. Yuan et al. (2015), predicts the intrinsic colors of stars

The current era of astronomy is characterized by the
flourishing of wide-field photometric survey projects, with a
continuous influx of photometric data significantly impacting
various fields within the discipline. Ensuring the consistency of
flux measurements between widely separated targets under
varying observing conditions, across different detector posi-
tions, and at different observing times is crucial for the success
of these projects. Achieving high-precision photometric
calibration is essential to conduct high-precision scientific
research because the precision of photometric calibration limits
the detection accuracy in astronomical measurements.

Achieving millimagnitude-level photometric calibration in
ground-based photometric surveys presents a significant challenge,
due to the complexity of accounting for systematic errors
introduced by instrumental effects and the Earth’s atmospheric
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using a few physical quantities. For example, the stellar
atmospheric parameters can be used to predict the intrinsic
colors. Applied to Sloan Digital Sky Survey (SDSS;
D. G. York et al. 2000) Stripe 82 (Z. Ivezi¢ et al. 2007), the
SCR method achieved a threefold improvement in color and
magnitude accuracy, with precision levels of 2-5mmag
(H. Yuan et al. 2015; B. Huang & H. Yuan 2022). Application
of this method to Gaia Data Release 2 (Gaia Collaboration et al.
2018) and Early Data Release 3 (EDR3; Gaia Collaboration
et al. 2021a, 2021b) resulted in the correction of systematic
errors to a precision of 1 mmag (Z. Niu et al. 2021a, 2021b;
L. Yang et al. 2021). The SCR method was also used to
recalibrate the SkyMapper Southern Survey (C. Wolf et al.
2018) Data Release 2, identifying significant zero-point offsets
in the u and v bands (Y. Huang et al. 2021). Furthermore, the
method corrected spatially dependent and magnitude-depen-
dent systematic errors in Pan-STARRS1 (PS1; J. L. Tonry et al.
2012) Data Release 1, achieving 1-2mmag precision at a
spatial resolution of 14” (K. Xiao & H. Yuan 2022; K. Xiao
et al. 2023b), and was also applied to Stellar Abundance
and Galactic Evolution Survey (SAGES; J. Zheng et al.
2018, 2019; Z. Fan et al. 2023) photometry, achieving
precisions of 1-2 mmag for the gri bands (K. Xiao et al.
2023a) and <5 mmag for the uv bands.

In 2022 June, Gaia DR3 released XP spectra for approximately
220 million sources (J. M. Carrasco et al. 2021; Gaia Collaboration
et al. 2023b), mostly with magnitudes G < 17.65 and wavelengths
from 336 to 1020nm, which were calibrated both internally
(J. M. Carrasco et al. 2021; F. De Angeli et al. 2023) and
externally (P. Montegriffo et al. 2023). Based on the Gaia XP
spectra, Gaia Collaboration et al. (2023a) proposed the XPSP
method. However, Gaia XP spectra exhibit systematic errors
related to magnitude, color, and extinction, particularly below
400nm (P. Montegriffo et al. 2023; B. Huang et al. 2024).
Recently, B. Huang et al. (2024) performed comprehensive
corrections on the Gaia XP spectra. The corrected Gaia XP spectra
were used to improve the XPSP method (K. Xiao et al. 2023c),
which no longer relies on 343 spectral coefficients and can directly
derive multiband magnitudes from the corrected spectra. This
method achieves higher accuracy in constructing photometric
standard stars. The improved XPSP method was applied to the
photometric recalibration of J-PLUS DR3 data (C. Lépez-Sanjuan
et al. 2024), achieving zero-point precision of 1-5mmag—a
twofold improvement (K. Xiao et al. 2023c).

More recently, using the SCR and improved XPSP methods,
K. Xiao et al. (2025, in preparation) created the Best Star
(BEST) database, which includes over 200 million high-
precision photometric standard stars.'”> This database covers
more than 10 photometric systems, such as the Gaia (Gaia
Collaboration et al. 2021a, 2021b), Landolt (J. L. Clem &
A. U. Landolt 2013, 2016), J-PLUS (A. J. Cenarro et al. 2019),
S-PLUS (C. Mendes de Oliveira et al. 2019), J-PAS (N. Benitez
etal. 2014), SDSS (D. G. York et al. 2000), PS1 (J. L. Tonry et al.
2012), CSST (H. Zhan 2018), LSST (Z. Ivezi¢ et al. 2019),
SkyMapper (C. Wolf et al. 2018), and SiTian project (J. Liu et al.
2021) systems, and spans hundreds of bands, providing coverage
for stars brighter than 17.65 mag across the entire sky. In the
process, we first predicted the XPSP standard magnitudes across
those photometric systems based on the corrected Gaia XP spectra

15 Here, the photometric standard stars are a series of stars whose uniformity
and accuracy of magnitude have been meticulously ensured across the 12
passbands of the S-PLUS photometric system.
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by B. Huang et al. (2024) and the total transmission function of
each photometric band using an improved XPSP method. For
bands slightly beyond the wavelength coverage of the Gaia XP
spectra, such as the SDSS u band, we used a linear fit to
extrapolate the spectra, following the approach described by
K. Xiao et al. (2023c). Following that, using the extensive stellar
atmospheric parameters provided by LAMOST (X.-Q. Cui et al.
2012; L.-C. Deng et al. 2012; G. Zhao et al. 2012; X.-W. Liu et al.
2014), GALAH (G. M. De Silva et al. 2015), and others, as well
as the XPSP magnitudes, we employed the SCR method to derive
the SCR standard magnitudes for stars with known stellar
atmospheric parameters. There is good consistency between the
SCR and the XPSP standard photometry, as noted by K. Xiao
et al. (2025, in preparation). Below we present a detailed
comparison of the consistency between the standard stars
constructed using these two methods across the S-PLUS Ultra-
short Survey (USS) photometric filters.

As a subsurvey of the S-PLUS survey, the USS employs a
12-filter system (H. D. Perottoni et al. 2024), comprising seven
narrowband /medium-band filters and five broadband filters. This
imaging survey spans the same sky area as the overall S-PLUS
Main Survey, but with significantly shorter exposure times of
3-20s (one-fortieth to one-thirty-third of those of the S-PLUS
Main Survey). The primary goal of the USS is to uncover bright,
extremely metal-poor (—4.0 < [Fe/H] < —3.0) and ultra-metal-
poor ([Fe/H] < —4.0) stars. As K. Xiao et al. (2024a) highlighted,
the accuracy of photometric data and the sensitivity of the
photometric bands are both crucial in photometry-based stellar
metallicity measurement. To achieve this objective, high-precision
photometric calibration of the USS DR1 data is essential.

In this study, we perform a photometric recalibration of the USS
DRI data aiming to achieve uniform photometry with an accuracy
at the millimagnitude level using the BEST database. The structure
of this paper is as follows. We present the data set used in this
work in Section 2. In Section 3, we provide a detailed description
of the independent calibration validation of the USS DRI data,
followed by the correction of systematic errors in Section4.
Section 5 addresses the zero-point precision of the photometric
recalibration. A discussion is presented in Section 6, followed by a
summary and conclusions provided in Section 7.

2. Data
2.1. USS DRI

USS DRI includes 163 tiles along the celestial equator for
all bands, with saturation magnitudes of about 10th magnitude
(in the broadband SDSS-like filters), and with each tile
measuring 2 deg® (H. D. Perottoni et al. 2024). It is important
to note that the USS continues observing even when not all
observations are conducted under optimal photometric condi-
tions, such as when cirrus clouds are present. As detailed in
H. D. Perottoni et al. (2024), the USS provides aperture
instrumental photometry obtained using SExtractor (E. Bertin
& S. Arnouts 1996). Aperture corrections were performed
based on the 3” aperture magnitudes by measuring the
magnitudes in 32 concentric apertures centered around each
point source, averaging the magnitude changes in larger
apertures until convergence, considering sources with signal-
to-noise ratios (SNRs) between 30 and 1000. The result of the
aperture correction is constant for each tile, as shown in
Figure Al. For photometric calibration, H. D. Perottoni et al.
(2024) first used stellar spectral energy distribution (SED)
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fitting to convert PS1 standard stars from the ATLAS all-sky
stellar reference catalog (ATLAS Refcat2; J. L. Tonry et al.
2018) to the USS system for the g-, JO515-, r-, JO660-, i-,
JO861-, and z-band photometry, then used the stellar locus
(SL; F. Almeida-Fernandes et al. 2022) method to calibrate
the u, JO378, J0395, J0410, and JO430 bands based on the
calibrated g and i magnitudes (e.g., u — g versus g — i), and
finally performed SED-based calibration for all 12 bands.

The final catalog of USS DRI includes photometrically
calibrated magnitudes measured in 3” (labeled APER 3) and 6”
(APER_6) diameter apertures, aperture-corrected APER 3
magnitudes (PStotal), and stellar profile information, such
as the normalized full width at half-maximum (FWHM; labeled
FWHM n) and ellipticity (ELLIPTICITY). All USS DRI data
is publicly available through the splus.cloud service.'® The
USS magnitudes mentioned in this paper refer to the PStotal
magnitudes.

We stress that, if the assumption that a 3" aperture is the best
aperture is flawed, the aperture correction of USS DR1 may be
suboptimal. Moreover, systematic errors from external refer-
ence catalogs (e.g., ATLAS Refcat2) might propagate into the
USS data, and the SL method’s different treatment of stellar
metallicity may introduce metallicity-dependent systematics in
the blue filters. Additionally, the spatial inhomogeneity of
image quality and astrometric centering, as well as a different
flat-field correction, could cause CCD position-dependent
systematic errors in USS DRI.

2.2. BEST Standards in the USS System

The BEST database (K. Xiao et al. 2025, in preparation)
provides (1) a 12-band standard star catalog in the USS system,
encompassing approximately five million SCR standard stars
predicted using the SCR method based on spectroscopic data from
LAMOST (X.-Q. Cui et al. 2012; L.-C. Den_g et al. 2012; G. Zhao
et al. 2012; X.-W. Liu et al. 2014) DR10'” and corrected Gaia
EDR3 photometric data (L. Yang et al. 2021), and (2) over
200 million XPSP standard stars derived using an improved
XPSP method (K. Xiao et al. 2023c¢) based on “corrected” Gaia
XP spectra (B. Huang et al. 2024). For reddening correction in
the SCR method, we avoid using the dust-reddening map by
D. J. Schlegel et al. (1998), as it has proven to be unreliable at
low Galactic latitudes, and exhibits spatially dependent
systematic errors (Y. Sun et al. 2022). Instead, we employ
the star pair method (H. B. Yuan et al. 2013; R. Zhang &
H. Yuan 2020) to determine the values of E(Ggp — Ggrp).

The XPSP standard stars are distributed across the entire sky,
with magnitudes ranging from about 10 to 17.65 mag. The
SCR standard stars are main-sequence stars (logg >
—3.4 x 107* x Ty + 5.8) confined to the sky region
north of decl. —10°, and they comply with the following
constraints: 4500 < T < 6500K and [Fe/H]> —1 for
robust fitting in the SCR method, phot_bp_rp_excess_
factor < 1.3 4+ 0.06 x (Ggp — Ggp)? to avoid poor Gaia
Gpp/Ggrp photometry, and an SNR for the LAMOST g-band
spectra greater than 20.

To evaluate the consistency between the magnitudes of the
SCR and the XPSP standard stars, Figure 1 presents their
difference as functions of the Gaia G magnitude, Gaia color
Ggp — Grp, and extinction E(Ggp — Ggrp). Due to the low

16 hitps: //splus.cloud/
'7 hitps:/ /www.lamost.org /dr10/
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Figure 1. Magnitude offsets between the XPSP and the SCR standard stars, as
functions of Gaia G, Ggp — Ggrp, and E(Ggp — Ggp), for all 12 bands. The
colors represent the density of points. For each panel, the zero residuals and
median values of the magnitude offsets are denoted by black dashed lines and
red curves, respectively. The red dashed curves in the leftmost panels represent
the standard deviations of the points, estimated using Gaussian fitting with a
running width of 0.5 mag and a running step of 0.2 mag.

extinction (E(B — V)< 0.068mag; H. D. Perottoni et al.
2024) of stars in USS DRI, only stars with extinction
E(Ggp — Ggrp) <0.5 are considered here. As expected, no
dependence on magnitude, color, or extinction is found. At the
bright end, the standard deviation is smallest, but as the stellar
brightness decreases, the standard deviation first increases
slowly and then rapidly. For example, in the i band, the scatter
is only 0.9 mmag for G ~ 11, increases slightly to 1.3 mmag at
G = 15, and then quickly grows to 3.5 mmag at the faint end of
G ~ 17. Table 1 presents the scatter values of the magnitude
differences between the SCR and the XPSP standards at four
specific magnitudes for all 12 bands.

2.3. Calibration Stars

We combine the USS DRI photometric data with the BEST
catalog using an adopted crossmatching radius of 1”. Then, we
select standard stars as the calibration samples with the
following constraints:
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Figure 2. Variations of the magnitude offsets, as a function of USS magnitude, for all 12 bands. For each panel, the colors represent the logarithm of the number
density, calculated using Gaussian kernel density estimation. The red and gray lines denote the median values and zero levels of the magnitude offsets, respectively.

Table 1
Standard Deviations of the Gaia G Magnitude Differences between the SCR
and XPSP Standard Stars

Filter G~ 11 G~ 13 G~ 15 G~ 17
JO378 0.0142 0.0174 0.0372 0.1329
J0395 0.0132 0.0155 0.0306 0.0971
J0410 0.0060 0.0068 0.0119 0.0322
J0430 0.0061 0.0067 0.0111 0.0281
JO515 0.0041 0.0047 0.0088 0.0219
J0660 0.0024 0.0032 0.0063 0.0170
J0861 0.0017 0.0022 0.0041 0.0111
u 0.0206 0.0213 0.0362 0.1244
g 0.0022 0.0023 0.0032 0.0074
r 0.0020 0.0020 0.0025 0.0051
i 0.0009 0.0009 0.0013 0.0035
Z 0.0017 0.0019 0.0028 0.0069

(a) The magnitude in the r band is greater than 10 mag to
avoid saturation, following H. D. Perottoni et al. (2024).

(b) Photometric error{u, J0395, J0410, J0430} < 0.05 mag,
error{J0378} < 0.08 mag, error{J0515} < 0.03 mag, error
{g, J0660, JO861} < 0.02 mag, and error{r, i, z} < 0.01 mag
to maintain a balance between a good SNR and a sufficient
number of photometric standard stars for each band.

(c) SEX_FLAGS = 0 to avoid bad USS DRI photometry.

Finally, 26,118, 44,546, 31,395, 31,891, 37,732, 56,556,
40,081, 35,303, 81,081, 46,678, 60,970, and 38,423 calibration
stars are selected in the u, J0378, J0395, J0410, J0430, g,
JO515, r, JO660, i, JO861, and z bands, respectively.

3. Validation of the USS DR1 Photometric Calibration

As previously noted by B. Huang et al. (2022), systematic
errors in photometric data can be mathematically expressed as
functions of time, magnitude, color, and the star’s position on

the detector. For example, short-term variations in the Earth’s
atmosphere cause zero-point shifts in each observation, the
nonlinearity effects of detectors (e.g., CCDs) introduce
magnitude-dependent errors, the color effects of Earth’s
atmosphere and differences in photometric system could lead
to color-related systematics, and different flat-field corrections
result in errors depending on the detector position (X and Y). To
precisely measure and describe potential systematic errors in
USS DRI data, we first validate dependencies of the magnitude
difference between the BEST standards and the USS on
magnitude, color, and detector position.

3.1. Dependence of the Magnitude Offsets on USS Magnitude
and Gaia Ggp — Ggp Color

The magnitude offsets between the XPSP standards and the
USS, as functions of the USS DR1 magnitude and Ggp — Grp, are
shown in Figures 2 and 3, respectively. No dependence on USS
magnitude is found for all bands, suggesting that the USS detector
exhibits a high level of linearity. However, for the u, J0378, and g
bands, a slight dependence on Ggp — Ggrp color is found,
especially when the color is greater than 1.05 or less than 0.6. We
attribute this effect to measurement errors in the response curve of
the USS u, J0378, and g bands and/or the Gaia DR3 XP spectra.
Additionally, we must consider the potential influence of
extrapolating the XP spectra beyond the u band.

For the calibration of the u, J0378, and g bands, we
selectively choose stars within the specific Ggp — Grp range of
0.6 to 1.05; less than 3% of the stars fall outside this range.

3.2. Spatially Dependent Systematics in Zero-points

To determine the zero-point offsets of the USS, we
calculated the median value of the magnitude offsets between
the BEST standards and the USS DRI stars for each tile, based
on the calibration stars (refer to the magnitude range in
Figure 2). We note that using only very bright sources or a
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Figure 4. From top to bottom, the first 12 rows show the spatial variations of the difference between the XPSP standards and USS zero-points in each tile. The bottom
row shows the distributions of the listed numbers of each tile in the r band. To clearly illustrate the spatial structure, the zero-point differences in the J0410, J0430, g,
JO515, r, J0O660, i, JO861, and z bands are multiplied by four. The labels are marked in each panel, and a color bar is shown on top.

large number of faint sources can introduce significant random
errors to the zero-points. For example, the brighter the sources
that are used, the fewer the standard stars that will be present in
the tile, leading to a larger scatter in the zero-points. As the
balance between a high SNR and a sufficient number of sources
is achieved, the scatter in the zero-point will gradually stabilize
and become more accurate (this work).

Figure 4 illustrates significant spatial variations in the zero-
point offsets, especially for the blue filters, predominantly due
to the higher uncertainties of the technique employed in the
original USS DRI calibration.

To quantitatively assess the systematic errors in the USS
DRI1 data, we generated histograms of the zero-point offsets
between the BEST standards and USS, as shown in Figure 5.
By fitting these histograms to a Gaussian function, we
calculated the scatter for each filter as shown in the first line
in Table2. These results align with H. D. Perottoni et al.
(2024), and suggest an internal precision of about 7-8 mmag
for the griz filters, 12-40 mmag for the blue filters, and about
7-11 mmag for the red filters within the USS DR1 photometry.

In order to trace the systematic errors, the correlation between the
zero-point offsets for each two-band filter pair is illustrated in
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The Gaussian fitting results are plotted as blue lines. The standard deviations when using Gaussian fitting are marked in each panel in red.

Table 2
Internal Precision (in millimagnitude) of the Photometric Calibration for the 12 USS Bands before and after Recalibration
Filters g r i z u J0378 J0395 J0410 J0430 JO515 J0660 JO861
Before 7.0 8.1 7.7 7.1 26.9 28.1 39.8 11.9 11.5 7.0 7.9 6.5
After 0.7 0.7 1.0 1.0 6.4 4.6 3.8 2.0 1.5 1.1 1.2 0.6

Figure 6. The systematics typically arise from at least two sources.
For the blue-band pairs (involving the u, J0378, J0395, J0410, and
J0430 filters), we estimated the slope through linear fitting. This
slope varies between different band pairs. A common source of
those systematic errors is the inadequate handling of stellar
metallicity in the SL method. The slope value reflects the ratio of
metallicity sensitivities between the two bands. For example, the
slopes for the J0378 versus JO395 bands and the J0430 versus
J0410 bands are close to unity, because the sensitivity to metallicity
is nearly identical for the J0378 and JO395 bands, and the J0430
and J0410 bands. Details on the metallicity sensitivity in the blue
bands can be found in Figure Al of K. Xiao et al. (2023c).
Conversely, the slope for the J0430 versus # bands is 0.18, because
the u band is significantly more sensitive to metallicity than the
J0430 band. In addition, for the red-band filter pairs (e.g., the JOS15
versus g bands), the zero-points typically align along the y = x line,
and present a high correlation. We believe that this systematic error
is primarily due to systematic errors in ATLAS Refcat2.

3.3. Dependence of Magnitude Offsets on CCD Position

The CCD position variations in the magnitude offsets
between the XPSP standards and USS DRI (after removing

the zero-level constant for each tile across all 12 bands) are
shown in Figure 7. For each tile, there are significant CCD
position-dependent systematic errors, reaching up to 50 mmag,
with correlations observed across different bands.

To quantitatively analyze this correlation, taking the r band
as an example, we randomly selected one tile (SHORTS-
STRIPE82 0090) from all tiles where the number of XPSP
standards exceeds 1000. The correlation of magnitude offsets
between each pair of bands for SHORTS-STRIPE82 0090 is
plotted in Figure 8. Within the same field, magnitude offsets
between different bands present correlations, with 80% of the
band pairs having a linear correlation coefficient greater than
0.4. For any two bands, linear fitting was performed, and it
revealed that 74% of the tiles have a slope exceeding 0.4. For
example, in the AJ660 versus Ar panel, points are distributed
along the y = x line, with a correlation coefficient of 0.90 and a
slope of 1.01. We then plotted the FWHM correlation for each
pair of bands, as shown in Figure A2. For each band pair, all
the points are distributed along the y = x line. Furthermore,
we found strong correlations in the FWHM across the
different bands, and the magnitude offsets and FWHM for
each band pair. We believe that the systematic errors primarily
originate from the aperture correction process. Two other tiles,
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SHORTS-STRIPE82 0096 and SHORTS-STRIPES?2 _ 0100,
exhibit the same phenomenon.

We next selected 42 tiles with more than 700 standard stars
from all r-band observations, and plotted the distribution of
the difference between the XPSP and the USS magnitudes, the
difference between the APER 6 and USS magnitudes, the
normalized FWHM, and the ellipticity across the CCD space,
as shown in Figure 9. We found that these CCD position-
dependent systematic errors strongly correlate with the
distribution of the difference between the APER 6 and USS
magnitudes in CCD space, show a strong negative correlation
with the spatial distribution of FWHM, and exhibit almost no
correlation with ellipticity or the astrometric offsets with Gaia
(please refer to Figure A3). This indicates that the aperture size
used for USS magnitudes in the photometric process is too
small to fully capture the total flux of sources having a large
FWHM. Although CCD position-dependent systematic errors
caused by selecting apertures that are too large or too small
should be well corrected during the aperture correction process,

this appears to not be the case. We remind the reader that the
USS magnitudes here refer to the APER 3 magnitudes after
aperture correction, as mentioned in Section 2.3.

To further quantify this correlation, we plotted the distribution
of the difference between the XPSP and USS magnitudes, as a
function of normalized FWHM, across the different bands for the
tile SHORTS-STRIPE82 0090, as shown in Figure 10. The
linear correlation coefficient is as high as 0.86, and the linear
fitting results, HFWHM), with a slope of up to 0.79, are also
noted in the figure. Since the absolute reference value of the
FWHM is unavailable, we used the normalized FWHM for
analysis here. As is well known, the absolute FWHM for a tile is
positively correlated with the median value of the aperture
correction value. In other words, a tile with a larger FWHM will
often have larger aperture corrections. Although the absolute
FWHM is not entirely equivalent to the median value of the
aperture correction for a given tile, the correlation between them is
still valuable for analysis. As shown in Figure 10, panels with
larger aperture corrections exhibit more pronounced variations in
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Figure 7. Same as Figure 4, but for magnitude offsets between the XPSP standards and the USS photometry after subtraction of the zero-points for each tile. The
bands are marked on the right, and a color bar is shown on top. The tire-track-like structures observed in the figure, extending roughly from R.A. = —30° to 0 and
related to Gaia’s scanning law, are mainly caused by the spatial nonuniformity of the numbers of the Gaia XP spectra. Similar structures are also observed in the
bottom-right panel of Figure 4 in K. Xiao et al. (2023b).
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panel), and ellipticity (the bottom-right panel). For the bottom-right panel, the points are displayed after removing the median of all points in the tile, and the median
value is marked (in gray) in the top-right corner for each tile. The tile ID is marked in each tile in black. The color bars are shown on top of the panels.

stellar magnitude differences with changes in the normalized
FWHM (e.g., panels 119 and 101). In contrast, the variations are
more subdued in plots with larger aperture corrections (e.g.,
panels 99 and 118).

Using the linear fitting results, we then corrected the
FWHM-dependent systematic errors for all 42 tiles. The
corrected results are shown in the left panel of Figure 11.
After correction, the residuals still exhibit a moderate
dependence on CCD position. The spatial distribution of the
residual errors closely mirrors that of the difference between
the XPSP and USS APER 6 magnitudes, shown in the right
panel of Figure 11. The residual errors are primarily attributed
to a different flat-field correction.

Furthermore, for each tile, we fitted the residuals after correcting
for FWHM-dependent systematic errors using a second-order two-
dimensional polynomial (with six free parameters), as a function of

X and Y. The results of the second-order two-dimensional
polynomial fitting, F(X, Y), for all 42 tiles are shown in the left
panel of Figure 12. We then applied these polynomials to each tile
to correct the residual errors; the corrected residuals are presented
in the right panel of Figure 12. It is notable that, for each panel, the
spatial structure of the residuals exhibits an intermediate-scale
pattern between large-scale and small-scale flat fields, and remains
nearly consistent across different tiles. To illustrate this inter-
mediate-scale structure more clearly, we combined the residuals of
the 42 tiles, and plotted the results in the left panel of Figure 13. To
avoid overcrowding, 400 bins were uniformly selected in the CCD
space, and the median value of the residuals within each bin was
used as the value for that bin. This smoothed result is displayed in
the right panel of Figure 13. A mottling pattern, reaching up to
40-50 mmag for the u-, JO378-, J0395-, J0410-, and J0430-band
filters, and 10-20 mmag for the other filters, is clearly visible. This
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each tile in black. Right panel: spatial variations of the magnitude offsets between the standards and USS r-band magnitude with APER 6. The color bars are shown

on top.

10



THE ASTROPHYSICAL JOURNAL SUPPLEMENT SERIES, 277:26 (23pp), 2025 March Li et al.

F(X,Y) st — r — HEWHM) — F(X. Y)

06

-0,

( 42&44

88 89

’:'rnn
f?
S 5000
i 95 [ QGK 97

5000

U% IOZJL 103 104

0.00

54

49
9

91

- 109L ;%2* 111

5000

L 116, 117 118 120, 122 124 116).

b ol e ? 2
0 5000 0 5000 0 5000 0 5000 0 5000 0 5000 0 5000 0 5000 0 5000 0 5000

-(‘l- 5()()().' -(‘l 5;)00 = ‘('? = 5000 ?) - ;(;00
Figure 12. Examples of the medium-scale stellar flat field in the r band. The color bars are shown on top. Left panel: spatial variations of the magnitude offsets
between the standard and USS photometry after FWHM- and large-scale stellar flat-field correction. The tile ID is marked in each tile in black. Right panel:
residuals after application of the second-order two-dimensional polynomial.

rstd — r — HFWHM) — F(X, Y) r*9 — r — HEWHM) — F(X, Y)

-0.06 -0.04 -0.02 0.00 0.02 0.04

T T T T
-0.020  -0.015  -0.010  -0.005  0.000 0.005 0.010 0.015 0.020

8990
8000 :

7750 A

6000 4% 7 LT 6510 4

>~ 5270 4

4030

4000 ..

2790

2000 -
] 1550
=

310

310 1550 2790 4030 5270 6510 7750 8990

Figure 13. Spatial variations of the second-order two-dimensional polynomial fitting residuals of the 42 tiles (left panel) and the results after 20 x 20 binning (right
panel). The color bars are shown on top.

g L b gt rza i L M AT = Z £
0 2000 4000 6000 8000

intermediate-scale structure is widely found in modern survey data, and those from the flat-field correction process can be modeled as
such as SAGES DRI (refer to Figure 7 in K. Xiao et al. 2023a), functions of the CCD position (X, Y).

J-PLUS DR3 (depicted in Figure 15 in K. Xiao et al. 2023c), and To accurately correct for these systematic errors in the USS
S-PLUS iDR4 (see Figure 10 in K. Xiao et al. 2024b). A detailed data, we first applied a second-order two-dimensional poly-
description of this intermediate-scale structure is presented in nomial, as a function of CCD position (X and Y), fit to the
Section 6.4 below. difference between the standard star magnitudes (m*),

including the SCR and the XPSP standards, and the USS
4. Syst tic E C i magnitudes (m) for each tile. For the ith band and jth tile, the
- Dystematic Lrror Lorrections second-order two-dimensional polynomial is expressed as

Section 3 highlights the spatially dependent systematic errors in

the zero-points of the USS photometry, as well as systematics Fj= aioj X2 4 aili SY?2 4 ai2i XY+ ai3j
resulting mainly from different aperture and flat-field corrections. T, T : ’
Both the systematic errors from the aperture correction process X +a;; Y +a;

11
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Here, a;;, a;;, a;}, a;}, a;;, and a;’; represent six free parameters

for the ith band and jth tile.

These polynomial coefficients were then used to correct for
large-scale structures in the CCD spatial and zero-point offsets
in each tile. We required that, for each band and tile, the
number of standard stars exceed 20, ensuring more data points
than polynomial coefficients.

After applying the second-order two-dimensional polynomial
correction, Figure 14 shows the CCD spatial distribution of
residuals for eight tiles, each with a relatively high number of
calibration stars, across all 12 bands. Different tiles exhibit

12

a consistent mottling structure within the same band, and different
bands display a similar pattern for the same tile. This suggests that
the medium-scale flat-field structure remains consistent across
bands and over short timescales, and also indicates that the second-
order polynomial correction effectively corrects CCD position-
dependent systematic errors from both different aperture and
different flat-field corrections in the USS DR1 photometric data.
Although a carefully modeled radial function, constructed
with a basis function of f(y/X? + Y?), could correct part of the
mottling pattern in the USS DRI data, a more effective
approach for general cases would be to use the numerical stellar
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Figure 15. Similar to Figure 14, but showing the results after applying both second-order two-dimensional polynomial and numerical stellar flat-field corrections.

flat-field correction method discussed in K. Xiao et al. (2024b).
The medium-scale CCD position-dependent systematic errors
are then corrected using the numerical stellar flat-field
correction method for each tile.

The difference between the XPSP standards and the USS
magnitudes, after applying both second-order two-dimensional
polynomial and numerical stellar flat-field corrections, is
shown in Figure 15. It is evident that, following recalibration,
the photometric data are significantly more uniform. For
example, for SHORTS-STRIPE82 0092, the consistency of
the USS r-band photometry improves from 27 to 8.9 mmag.

When using the recalibrated USS DR1 photometric data, one
can download the FITS file Recalibrated USS DR1 Pho-
tometry.fits from ChinaVO at doi:10.12149/101503. This
file contains 96 columns, with each band containing the following
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eight columns: R.A. (RA band), decl. (DEC band), original
aperture magnitude after aperture correction (band PStotal),
magnitude error (band err PStotal), photometric quality
flag (band flag), stellar probability (band class star),
aperture magnitude after second-order two-dimensional polynomial
stellar flat-field correction (band_PStotal D202), and the final
calibrated aperture magnitude (band PStotal corr final)
that accounts for numerical stellar flat-field correction.

5. Recalibration Precision in the Zero-points

The XPSP standard stars are derived from the corrected Gaia
XP spectra, while the SCR standard stars, based on atmo-
spheric parameters from LAMOST and Gaia photometry, are
predicted with an independent approach. In the absence of an
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Figure 16. Correlation plots between the zero-point offsets predicted by the XPSP and the SCR standard stars for all bands. For each panel, the bands are marked in
the top-left corner. The black dashed lines denote y = x in each panel; the gray dashed lines denote the zero level.
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Figure 17. Comparison of the zero-points for each of the SCR and XPSP standard stars for all 12 bands, as a function of star numbers (denoted as N) in each tile. The
bands are marked in each panel. The green points show the difference of the zero-points. Their median values and standard deviations are estimated using Gaussian
fitting with a running width of 15 stars and a running step of one star, and are indicated by the gray solid and red dashed curves, respectively. The median value of the
standard deviations, for N ranging from 100 to 150, is labeled in each panel. The black dashed lines represent the zero-residual line. The distribution of zero-point
differences is not strictly symmetric about zero at intermediate and/or large N, primarily due to the limited number of fields that the zero-points have in common.
However, the decreasing trend of scatter with increasing N is clearly seen in all bands.

“absolute reference,” the consistency of the recalibration zero- all the points are consistently distributed along the y = x line
points obtained from these two types of standard stars provides for each filter. Also, the bluer the filter, the larger the scatter. To
a reasonable estimate of the zero-point precision for the quantitatively estimate the consistency, Figure 17 displays the
recalibrated USS DR1 data. zero-point differences between the XPSP and SCR standards,

A comparison of zero-points between the XPSP and the SCR as a function of the numbers of standard stars in each tile. For
standards for all bands is shown in Figure 16. We can see that each band, the standard deviations initially exhibit higher
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red line represents the result of linear fitting; the slope (red) and the standard deviation of the residuals (black) are indicated. A color bar coding the USS r-band

magnitudes is shown on the right.

values, then quickly decrease and slowly converge to a stable
value as the star numbers increase. The stable value, about
4-6 mmag for the blue filters and roughly 1-2 mmag for the
others (as shown in the second line of Table 2), represents the
final zero-point precision of the recalibrated USS DRI
photometry.

6. Discussion

6.1. Validation of the Recalibrated USS Photometry with SDSS
Stripe 82 and PS1 Photometry

To evaluate the effectiveness of the photometric recalibra-
tion, we independently validate the recalibrated USS photo-
metry using the “corrected” PS1 DR1 photometry'® (please

18 https:/ /nadc.china-vo.org/bestphot/
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refer to K. Xiao & H. Yuan 2022; K. Xiao et al. 2023b) and the
“corrected” SDSS Stripe 82 standard star catalog'® (v2.6; see
B. Huang & H. Yuan 2022), focusing on the r and i bands.
Figure 18 shows the normalized transmission functions of the
r- and i-band filters for the USS, PS1, and SDSS systems, as a
function of wavelength. The USS r and i bands are very similar
to the SDSS and PS1 bands.

We combine the recalibrated USS DR1 photometric data with
the PS1 DRI and SDSS Stripe 82 standard catalog with a
crossmatching radius of 1”. Then we select stars with USS r-band
magnitudes greater than 10 and less than 14, as well as with
SEX_FLAGS = 0, resulting in a total of 723 stars. For each
band, four colors, mgpss — M, mpg; — m™", mgpss — m, and

mpg; — m, are adopted. Here, mgpss, mps1, m, and m™" represent

19 https: //faculty.washington.edu /ivezic/sdss/catalogs/stripe82.html
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Figure 20. Polynomial fits of the intrinsic colors, with respect to T,y and [Fe/H], for the selected stars. For each panel, the colors of the points represent the logarithm
of the number density, calculated using Gaussian kernel density estimation. The fit results after 3¢ clipping are shown in each panel, with the red and blue curves
representing results for [Fe/H] = 0 and [Fe/H] = —1, respectively. The fitting residuals are labeled in red. The stellar color is predicted by Ggp/rp — m, wWhere m
denotes the USS magnitude before recalibration (the top 12 panels), the USS magnitude after recalibration (the middle 12 panels), or the USS XPSP magnitude (the

bottom 12 panels).

the m-band magnitudes of SDSS Stripe 82, PS1, and the USS DR1
magnitude before and after recalibration, respectively. Next, a linear
polynomial, as a function of gspss — ispss and gps; — ips;, 1S used
to fit the colors mgpss — m or mgpss — M, and mpg; — m or
mpg; — m ", respectively.

The final fitting results for the r band are presented in
Figure 19. Before photometric recalibration, the fitting resi-
duals are 31 mmag for SDSS Stripe 82 and 30 mmag for PS1;
after recalibration, they significantly decrease to about
15 mmag, indicating a twofold precision improvement in
the recalibration process. A similar phenomenon is also
observed for the i band. We ignore the effect of extinction in
this process, as the extinction values for USS stars are small
(E(B — V)< 0.068), and the differences of the r- or i-band
filters between the USS, PS1, and SDSS are minimal, resulting
in a low reddening coefficient (less than 0.02; estimated from
R. Zhang & H. Yuan 2023; K. Xiao et al. 2024b) in the
rspss — ¥, rps1 — 1, iSDSS - i, and iPSl — i colors.

6.2. Validation of the Recalibrated USS Photometry with
LAMOST and Gaia Photometry

In this subsection, we describe a comprehensive evaluation
across all 12 bands. We combine the USS photometry with the
LAMOST DR10 and Gaia EDR3 photometry corrected by
L. Yang et al. (2021), using a crossmatching radius of 1”. We
then select a low-extinction sample with E(Ggp — Ggrp) < 0.02,
applying the same criteria to the SCR standard stars and the
calibration stars. Ultimately, a total number of 316, 382, 315,
309, 332, 368, 319, 292, 387, 298, 329, and 277 stars are
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selected for the u, JO378, J0395, J0410, J0430, g, JO515, r,
J0660, i, J0861, and z bands, respectively.

For each USS magnitude, both before and after photometric
recalibration, as well as for the XPSP standard photometry, 12
intrinsic colors are determined, following K. Xiao et al.
(2024b). A second-order two-dimensional polynomial, as a
function of T.¢ and [Fe/H], is then employed to fit the intrinsic
colors.

The final fitting results are presented in Figure 20. Before
photometric recalibration, the standard deviations of the fitting
residuals are 68, 63, 64, 50, 47, 36, 38, 32, 35, 41, 30, and
26 mmag for the Ggp — u, Ggp — J0378, Ggp — JO395,
Ggp — J0410, Ggp — J0430, Ggp — JO515, Grp — JO660,
GRP — J0861, GBP - &, GRP — 7, GRP — i, and GRP —Z COIOI'S,
respectively. After recalibration, the standard deviation of the
fitting residuals significantly improves, decreasing to approxi-
mately 1626 mmag for the blue filters and 4-15 mmag for the
other filters, representing a two- and sixfold improvement,
respectively.

6.3. Precision Comparison between Recalibrated USS DRI
Photometry and XPSP Standard Stars

The recalibrated USS DR1 photometry not only enables
research that requires high precision, such as metallicity
measurements based on photometry (see, e.g., Y. Huang
et al. 2024), but also offers the possibility for precise
photometric calibration of future USS observations. Thus, we
are particularly interested in comparing the precision of the
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the top of each panel, respectively. Nine adjacent points from the annular and central regions for each band are selected and marked with red plus signs in each panel.
The difference between the median values of the two regions, in units of millimagnitude, is calculated and indicated in the bottom-right corner of each subpanel.

recalibrated USS data with that of XPSP to ascertain which is
superior.

The fitting results of the intrinsic colors, derived from
Gaia photometry and the XPSP standards in the USS system,
as a function of T,y and [Fe/H], are shown in the
bottom panels of Figure 20. The standard deviation of the
fitting residuals is approximately 10-30 mmag for the blue
filters (u, JO378, J0395, J0410, and J0430) and 1-6 mmag for
the other filters, based on the Gaia photometry and LAMOST
spectroscopic data. Our results show that the precision of
individual stars for the recalibrated data in the u, J0395, and z
bands is comparable to that of the XPSP standard stars, while
the precision in the other bands is significantly lower.

6.4. The Medium-scale Flat-field Structure

This section provides a detailed description of the wave-
length dependence and the correlation across different bands of
the medium-scale flat-field structure. The medium-scale flat-
field structure, representing the CCD spatial distribution of the
difference between the XPSP and USS magnitudes after
second-order polynomial correction, is characterized by 400
points per band, with the CCD space divided into 20 x 20 bins
and the median value used for each bin.

The left panel of Figure 21 shows the distribution of the
medium-scale flat-field structure in the CCD space across the
12 bands. This structure is more pronounced at the blue filters,
having shorter wavelengths, and weakens as the wavelength
increases. To quantify this, we select nine adjacent points from
the annular and central regions for each band, and calculate the
median difference between these two regions. The median
differences are 25, 22, 23, 23, 24, 19, 19, 11, 9, 5, 9, and
3 mmag for the u, JO378, J0395, J0410, J0430, g, JO515, r,
J0660, i, JO861, and z bands, respectively. To better illustrate
this dependence, we subtract the medium-scale structure of the
r band from that of the other bands, as shown in the right panel
of Figure 21. The median differences between the two regions,
after subtracting the r-band structure, are 11, 13, 18, 10, 13, 4,
6, 0, —0.6, —5, —2, and —7 mmag for the u, J0378, J0O395,
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J0410, J0430, g, JO51S5, r, JO660, i, JO861, and z bands,
respectively.

To investigate the correlation of the medium-scale structure
across different bands, we plot the correlation of the 400 points
between various band pairs, as shown in Figure 22. An obvious
correlation is observed for each band pair. We then calculate
the linear correlation coefficients; their histogram distribution is
also displayed in the top-right corner of Figure 22. Approxi-
mately 79% of the band pairs have a linear correlation
coefficient greater than 0.8. Furthermore, band pairs with
adjacent central wavelengths exhibit points that are nearly
symmetrically distributed around the y = x line, while band
pairs with more distant central wavelengths show some
inclination. To quantify this relationship, we perform linear
fitting for each band pair; the fitting results are also presented in
Figure 22. The closer the central wavelengths of the band pairs
are, the closer the fitting slope is to 1. Otherwise, it approaches
0. The slope indicates the relative strength of the medium-scale
structure between the bands in each band pair.

7. Summary and Conclusions

In this work, we independently validated the USS DRI
photometric calibration using 30,000-70,000 carefully selected
standard stars from the BEST database, including SCR and
XPSP standard stars.

By comparing BEST stars with USS photometry, we
identified spatially dependent systematic errors of about
30-40 mmag in the blue filters (u, J0378, and J0395) and
around 10 mmag in other filters. These errors presented a
correlation across bands, likely due to the improper handling of
stellar metallicity in the SL method and the ATLAS catalog
used for the original calibration.

We also discovered position-dependent CCD systematic
errors up to 50 mmag, which correlated with the spatial
distribution of the difference between USS APER 6 and USS
magnitudes, and anticorrelated with the distribution of FWHM.
We developed a linear model to correct these errors based on
FWHM and used a second-order polynomial in X and Y to
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Figure 22. Same as Figure 6, but for the correlation of the 400 values for each of the two bands. For each panel, the correlation coefficients are marked in black in the
bottom-right corner. The linear fitting lines are shown as red lines, and the slopes of the lines are marked in red in the top-left corners. The black dashed lines denote
y = x in each panel. A histogram of the distribution of the correlation coefficients is shown in the top-right corner.

correct the remaining error. After the corrections, we identified
and corrected medium-scale errors up to 50 mmag between
large-scale and small-scale flats within the CCD space.

Independent validation using SDSS Stripe 82 and corrected
PS1 data presented a fivefold decrease in scatter in the color—
color diagrams after recalibration. Validations with LAMOST
DR10 and Gaia photometry confirmed a twofold to sixfold
improvement. These results highlight the effectiveness of the
recalibration and the utility of the BEST database.

We recommend that future USS observations use the BEST
database for high-precision photometric calibration, as demon-
strated in this study.
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Appendix

This appendix provides the spatial distribution of the
magnitude difference between Aper 3 and Pstotal, and
the FWHM correlation for each band pair in the SHORTS-
STRIPE82 0090 tile, shown in FiguresAl and A2,
respectively. Examples of the spatial variations of the
astrometric offsets between Gaia and the USS in the r band
are shown in Figure A3.


https://www.cosmos.esa.int/web/gaia
https://www.cosmos.esa.int/web/gaia
https://www.cosmos.esa.int/web/gaia/dpac/consortium
https://www.cosmos.esa.int/web/gaia/dpac/consortium

THE ASTROPHYSICAL JOURNAL SUPPLEMENT SERIES, 277:26 (23pp), 2025 March Li et al.

Am = MApers — Mpstotal
—1.00 —0.75 —0.50 —0.25 0.00 0.25 0.50 0.75 1.00

AJ0378

AJ0395

AJ0410

AJ0430

AJ0515

Ar

AJ0660

At

AJ0861

Az
PR AR AR .ORD . LD . OLE . ELP . R
ROINIPN RPN SN ON SN SN NSNS NN RN
PRE PR PRV PRE PRE PRE PR PRE PO
X

Figure Al. An example showing the CCD spatial distribution of the magnitude difference between Aper 3 and Pstotal for all observed stars within nine tiles.
The panels from top to bottom show the results of the u, J0378, J0395, J0410, J0430, g, JO515, r, JO660, i, JO861, and z bands, with band labels on the right and a
color bar on top. The selected nine tiles (SHORTS-STRIPE82 0087, SHORTS-STRIPE82 0088, SHORTS-STRIPE82 0090, SHORTS-STRIPE82 0092,
SHORTS-STRIPE82 0094, SHORTS-STRIPE82 0098, SHORTS-STRIPE82 0100, SHORTS-STRIPES82 0104, and SHORTS—STRIPE8270109) are
ordered from left to right, with the tile number marked between the first-row panels and the color bar. The median value of the magnitude difference between Aper 3
and Pstotal is indicated in each panel. Note that the color bar ranges from —1 x 107> to 1 x 107>,

20



Li et al.

THE ASTROPHYSICAL JOURNAL SUPPLEMENT SERIES, 277:26 (23pp), 2025 March

J0861

i

Figure A2. Correlation plots of the normalized FWHM for each of the two bands for SHORTS-STRIPE82 0090. The gray dashed lines denote y = x in each panel.

0660

r

J0515

g

J0378  J0395 J0410 0430

u

21



THE ASTROPHYSICAL JOURNAL SUPPLEMENT SERIES, 277:26 (23pp), 2025 March

Li et al.

cross-matching radius with Gaia

T
-0.05

T
0.00

5000 -

5000 -

5000

5000

5000 14

5000 -

Figure A3. Same as Figure 9, but for the crossmatching radius with Gaia. To clearly display the spatial distribution of the astrometric offsets between the USS and
Gaia, we calculated the median value of the astrometric offset for each tile. We then subtracted this median value from all offsets of stars within the tile, and the
resulting astrometric offsets are shown in each panel. The tile ID and the median value of the astrometric offset are labeled in the bottom-right and the top-left

corner of each panel, respectively.
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