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Abstract

In this paper we focus on the problem of making a model
of the sensory apparatus from raw uninterpreted sensory
data as defined by Pierce and Kuipers (Artificial Intelli-
gence 92:169-227, 1997). The method relies on generic
properties of the agent’s world such as piecewise smooth
effects of movement on sensory features. We extend a pre-
viously described algorithm with an information-theoretic
distance metric that can find informational structure not
found by the original algorithm. We also use the method
to create metric projections of the sensory and motor sys-
tems of a robot. Data from a real robot show that the metric
projections for example can be used to distinguish the vi-
sion sensors from all other sensors and also to find their
functional layout. Finally we present an application of the
method where the real layout of the vision sensors is found
from scrambled vision data.

1. Introduction

When Gregor Samsa awoke one morning from
troubled dreams he found himself transformed in
his bed into a monstrous bug.

Franz Kafka, The Transformation

Faced with the situation of having his brain “plugged in” to
the body of a monstrous bug, the main character of Franz
Kafka’s novel The Transformation [9] begins the story with
struggling to understand how to control his newly gained
body with its numerous legs and new sensory input. The
ability to understand how different sensors are related to
each other, the outside world, and the motoric system, is
not advantageous only to the bizarre scenario of people that
have been transformed into bugs but many man-made sys-
tems as well. For example, consider an autonomous robot

on the surface of Mars that is hit by some space debris.
Maybe parts of the central processing unit are damaged and
need to be reconfigured [13], or the camera and lens might
be displaced or damaged. In both situations there is a need
for the control system to learn a new model of the robot’s
sensors. Another example of the need to organize sensory
channels arises from the fact that modern sensors provide
high data rates where not all of the information is relevant
to solve a certain task, while storage and on-board process-
ing capabilities are limited [11]. Also, in some situations,
e.g., space exploration, not everything about the environ-
ment might be known and the conditions – for instance light
and temperature, can change drastically over time. Hence
the designer or the system itself needs to adapt the sensory
apparatus over time or after deployment to select the infor-
mation most relevant to performing its particular tasks. The
notion of relevant information was proposed in [14] and for-
malized in relation to utility in [17] by associating the rele-
vance of information with the utility to an agent to perform
a certain action. Given knowledge of the most relevant in-
formation from a number of sensors it might then be pos-
sible to adapt the sensoric system to discriminate only be-
tween events that are of use for the system.

Adaptive sensory organization is displayed over evolu-
tionary time in nature where we find a wide variety of sen-
sory organs that are well adapted to the specific animals
and their respective environment [6]. Information theoretic
properties can yield insight into the evolution of sensors and
actuators [14]. Evolution can also be used in artificial sys-
tems [5] to find better configurations of existing sensors or
even finding new “meta-sensors” [2]. This might for exam-
ple be realized using evolvable hardware [8].

In this paper we focus on the problem of making a model
of the sensors from raw and uninterpreted data as defined by
Pierce and Kuipers in [15]. By raw uninterpreted data we
mean multiple time series of data where the sources of the
information (the sensors) are not known, and it is the task
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of the system to group different sensory channels together.
Usually it is the designer of a robot that specifies the func-
tional relationships between sensors, the physical body of
the robot, the control system, and the actuators. In this pa-
per these relationships are not known.

In [15] Pierce and Kuipers describe how a simulated
agent can learn a spatial model of the sensory apparatus
from raw uninterpreted sensory data in a static environ-
ment. The learning methods rely on generic properties of
the agent’s world such as piecewise smooth effects of move-
ment on sensory features. The results of the learning algo-
rithm is a set of groups of related sensors and a spatialized
description of the layout and dimensionality of the sets of
sensors.

The work presented in our paper extends the algorithm
by Pierce and Kuipers by introducing a method for finding
informational structure in the uninterpreted sensory data.
Moreover, we give the first implementation of this method
on real world data. The method uses the information dis-
tance, which was defined and shown to satisfy the axioms
for a metric in [4]1. The distance is between two informa-
tion sources in the sense of classical information theory [18]
in terms of conditional entropies. Our results show that the
information metric can be used to find informational struc-
tures not found by the original algorithm as described in
[15]. We also consider data from the physical world by pre-
senting data from experiments with a SONY AIBO2 robot
that actively moves around in the world. Here we utilize
the method created by Pierce and Kuipers and extended by
the information metric to create metric projections of the
sensory input and motor control, in a sense analogous to
sensory-motor maps. The results indicate that these maps
can be useful to understand the relationships between dif-
ferent sensors and the motor control. In the last experiment
a metric projection of a number of vision sensors is used
to recover the layout of a vision system that seems to pro-
duce noise.

The structure of this paper is as follows. Section 2 de-
scribes the used algorithms and section 3 the experiments
and their results. The first experiment uses artificial data to
show different properties of the distances metrics described
in section 2. In the next experiment real world data is used
to show the possibility of creating metric projections of sen-
sors and motoric systems. The final experiment presents an
application of the metric projections to recover structure in
scrambled image data. Finally section 4 summarizes the pa-
per and consider future applications, such as sensor net-

1 Formally, a metric requires (1) d(X, Y ) = d(Y, X), (2) d(X, Y ) =
0 iff Y = X , and (3) d(X, Y ) + d(Y, Z) ≥ d(X, Z). If (2)
fails but (1) and (3) hold, then we have a pseudo-metric, from which
one canonically obtains a metric by identifying points at distance zero
from each other. This is done here and in [4].

2 AIBO is a registered trademark of SONY Corporation.

works.

2. Sensory Reconstruction Method

This section describes the sensory reconstruction method
described by Pierce and Kuipers [15]. The first four sec-
tions describe Pierce and Kuipers algorithm, while section
2.5 discusses the informational metric between sensors.

2.1. Input Data

The input data to the sensory reconstruction method is a
number of time series of sensory data, one for each sensor x.
Each element in each time series is a real value number nor-
malized in the range [0.0, 1.0]. Thus, there are n time series
x1, x2, .., xn, one for each sensor, each t time steps long.
The number of time steps t needed depends on the num-
ber of sensors and their characteristics, but in general the
more complex the environment and the sensors, the more
data is needed to build a good model.

2.2. Distance Metrics

Given the sensors x1, x2, .., xn with time series of data
the distance between each sensor to every other sensor is
computed using two different distance metrics, the normal-
ized Hamming metric, d1(xi, xj) and the frequency metric,
d2(xi, xj).

The first measure is based on the idea that two sensors
x1 and x2 that have similar output over time are similar.
The Hamming metric is defined as

d1(xi, xj) =
1
t

t∑

τ=1

|xi(τ) − xj(τ)| (1)

where τ is a time index between 1 and t, the length of the
time series. The result is a value in the range [0.0, 1.0] where
0.0 means that the sensors are identical and 1.0 that they are
maximally different.

The second metric, the frequency metric, measures the
similarity of the frequency distributions of the two sensors.
Given a sensor x, we can create a vector of K elements,
distr(x), where each element specifies in percent how of-
ten the sensor has a value in a particular subinterval of size
1
K . The frequency metric is defined as

d2(xi, xj) =
1
2

K∑

�=1

|distr(xi)� − distr(xj)�|, (2)

where distr(xi)� is the percent of observations within the
�th subinterval. This metric again results in a value in the
range [0.0, 1.0], where 0.0 means that the sensors are com-
pletely similar with regards to the frequency distributions.
A value of 1.0 means that the distributions do not overlap at
all.
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2.3. Grouping

Given the distances according to a metric d between all
sensors it is possible to form subgroups of related sensors in
the following way. Let sensor xi and xj be similar, written

xi ≈ xj if d(xi, xj) ≤ min{εi, εj} (3)

where the ε’s are thresholds. In [15] each sensor xi has its
own threshold εi calculated from the minimum distance to
any of its neighbours:

εi = 2min
j

{d(xi, xj)} (4)

To form closed subgroups [15] use the related-to rela-
tion which is the transitive closure of the ≈ relation. This is
computed recursively via

i ∼ j iff i ≈ j ∨ ∃k : (i ∼ k) ∧ (k ∼ j). (5)

2.4. Dimensionality and Structure

Given a closed subgroup of sensors, it is possible to find
their dimensionality and structure using the difference ma-
trix of dk(xi, xj). The first step is to find the dimensional-
ity of the group of sensors. This can be done by considering
the amount of variance in the sensor data that is accounted
for by each dimension m. Let σ2(m) be the variance ac-
counted for by dimension m. Then the right number of di-
mensions can be found by maximizing σ2(m)−σ2(m+1).
This can be computed using a scree-diagram [15]. For ex-
ample, if each sensor is a pixel in a camera this would result
in m = 2.

Given the dimension one can then compute a metric pro-
jection of the sensors by applying for example metric scal-
ing [12] to the difference matrix of dk. A smoother projec-
tion with more evenly laid out points can be computed us-
ing the relaxation algorithm of [15].

Goodhill and Sejnowski [7] discuss a number of other
methods like Sammon mapping and elastic nets that can be
used to create metric projections instead of metric scaling
and relaxation. Another method worth investigating is self-
organizing maps [16]. As we will see in the experiments in
section 3 it can also be rewarding to create a metric projec-
tion of all sensoric inputs and not just the ones in a closed
subgroup using different distance metrics.

2.5. Information Distance between Sensors

After a reimplementation of the sensor reconstruction
method of Pierce and Kuipers [15] we felt that the Ham-
ming metric and the frequency metric were not sufficient
to capture all informational relations for the problems we
were interested in. As we will see later in the paper related

processes may exhibit large distances in the Hamming met-
ric and the frequency metric but still be functionally cor-
related. What was needed is a more expressive metric that
can capture probabilistic relations operating on the distribu-
tions. One option is the relative entropy or Kullback-Leibler
distance [3] which is a measure of the distance between two
probability distributions. One problem with the Kullback-
Leibler distance is that it is not symmetric and that it does
not satisfy the triangle inequality, which also means that it
is not a metric [3]. Instead we use Crutchfield’s information
metric [4] which measures the distance between two infor-
mation sources.

Let X be the alphabet of values of a discrete random vari-
able (information source) X with a probability mass func-
tion p(x), where x ∈ X . The conditional entropy

H(Y |X) = −
∑

x∈X

∑

y∈Y
p(x, y) log2 p(y|x) (6)

is the uncertainty associated with the discrete random vari-
able Y if we know the value of X . In other words, how
much more information do we need to fully predict Y once
we know X . The information metric [4] is the sum of these
two uncertainties, or formally

d(X,Y ) = H(X|Y ) + H(Y |X). (7)

Note that X and Y in our system are information sources
whose H(Y |X) and H(X|Y ) are estimated from the time
series of sensors xi and xj using Equation (6).

One attractive property from our point of view of the in-
formation metric is that two different sources can be infor-
mationally equivalent, yet produce superficially very differ-
ent time series.

Note that both this metric and the frequency metric de-
pend on the partitioning of the input into a number of subin-
tervals (bins), and that the results might depend on this par-
titioning [4]. For our experiments an ad-hoc partitioning
was used with 50 uniformly distributed subintervals in the
range [0.0, 1.0].

3. Experiments and Results

3.1. Distance Metric Differences

To investigate the differences between the Hamming
metric, the frequency metric and the information metric we
used as input to the 100 sensors values from a sine-function,
see Figure 1. For each time step t each sensor is assigned
xi(t) = sin(t + αi), where the phase-shift αi is chosen so
that sensor xi+50 is the additive inverse of sensor xi.

Figure 2 shows the distance matrices for the Hamming
distance, frequency metric, and the information metric. To
begin with one can clearly see the sine-function as the di-
agonal wave in Figure 2(a) of the Hamming metric. Also,
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Figure 1. Four of the 100 inputs to the sen-
sors in the sin environment. Note that sensor
input i always is the additive inverse of sen-
sor input i + 50 and vice versa.

in Figure 2(a) we note that (obviously) the difference be-
tween sensor xi and xi is 0.0, hence the black diagonal. The
further apart the sine-functions are phase-shifted the larger
the distance will be. Figure 2(b) shows the frequency met-
ric which does not distinguish well between sensors which
have roughly identical frequency distributions. Figure 2(c)
shows the distance matrix for the information metric. Here
all pairwise distances are almost the same apart from when
a sensor is compared with itself or sensor xi with xi+50,
where the distance is 0.0. This shows that the information
metric identifies sensor xi and xi+50 as being identical due
to their complete correlational relationships over the time
series. Also, since the distances between all the sensors is
more or less the same, all 100 sensors would be grouped
together using the closed subgroup method described by
Equation (5) in section 2. This is different from the Ham-
ming metric where all the sensors would appear in different
subgroups.

3.2. Mapping Sensory Organization

Experiments were also performed using data from a
SONY AIBO robot chasing a pink ball in an office environ-
ment. Sensor data and visual data were collected at an av-
erage of 10 frames per second. Since the data was collected
over a wireless network the frame rate varied between 8.7
to 11.2 frames per second. A total of 1000 frames were col-
lected. Each frame consists of a 88 x 72 pixels image, 1 dis-
tance sensor, 3 acceleration sensors, 1 power sensor, 1 tem-
perature sensor, 8 touch sensors (including 4 paw sensors),
18 joint position values, and 18 motor values. All the in-
put data was normalized to the range [0.0, 1.0] and due to
space and time constraints only 10 x 10 pixels taken from
the upper left corner of the image was used. Thus the to-
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Figure 2. Distance matrices for the Hamming
metric, the frequency metric, and the infor-
mation metric for the sine environment. In all
graphs black means a difference of 0.0 and
in Figure 2(a) white is 0.7, in Figure 2(b) 0.07,
and in Figure 2(c) 3.7.

tal number of sensors is 150.
Given the 1000 frames of data to the 150 sensors a met-

ric projection can be created of the sensors. Maps for the
Hamming metric can be found in Figure 3 and for the in-
formation metric in Figure 4. The first thing to notice about
both Figure 3 and Figure 4 is the symmetry and organiza-
tion. In both map Figure 3(b) and Figure 4(b) the visual
sensors are clearly grouped together. Even without know-
ing that sensors 1-100 are vision sensors one could guess
that they are sensors positioned in a square formation that
measure some kind of piecewise smoothly varying phenom-
ena. There is also clear bilateral symmetry along the hori-
zontal axis in all four maps. It is important to note that the
positions of the non-visual sensors differ between the map
with and without visual sensors. This is because the 100 vi-
sion sensors highly affect the positioning of the other sen-
sors in the relaxation algorithm since each sensor applies a
force to each other sensor in the algorithm.

Looking at the metric projections in more detail and in
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Figure 3. Metric projections using Hamming metric. Figure 3(a) shows all sensors apart from the
10x10 vision sensors and Figure 3(b) all sensors including the vision sensors. The vision sensors
are labelled 1-100, the infrared distance sensor Ir, the acceleration sensors Ba (y-axis), La (x-axis),
and Da (z-axis).Te is the temperature sensor and P the power left in the battery. For the legs FL means
front left, FR front right, BL back left, and BR back right. Each leg has one paw sensor that can be ei-
ther 1 or 0, BLP, BRP, FLP, and FRP. Each leg has three degrees of freedom, namely elevation E, ro-
tation R, and knee K. Each degree of freedom has a current position, denoted by upper case names,
and current duty (motor value), denoted by lower case. For example, FLK is front left knee posi-
tion, brr back right rotation duty, and FRE front right elevation position. NT, NP, and NR are neck
tilt position, neck pan position, and neck roll position, respectively. The same codes in lower case
are duties. T and t means tail and for TT, TP, and TR the second letter the same as for the neck. Fi-
nally, JAW is the jaw position and jaw the duty.

particular Figure 3(a) and Figure 4(a) we find the body of
the robot reflected in the map. Consider for example Fig-
ure 4(a), the information metric applied to the sensory data
without the image data. The back left leg positions BLE,
BLK, and BLR (see Figure 3 for explanation of the differ-
ent leg positions) are close together and more or less mir-
rored by the back right leg positions BRE, BRK, and BRR.
Because the robot used a gait optimized for robotic soccer
the front legs have different relative positions than the back
legs due to the forward leaning gait. The motor duties of the
back left (ble, blk, blr) and right (bre, brk, brr) legs are also
grouped together. The sensor maps of Figure 3 and Figure 4
can be seen as the first steps toward “AIBO-unculus” maps,
in a sense similar to homunculus maps of humans where
each region of the body is represented by corresponding re-
gions both in the somatic sensory cortex and primary motor
cortex [10].

Now consider the paws BLP, BRP, FLP, and FRP and

their position in the metric projection generated by the
Hamming metric in Figure 3. Here they are positioned in
four different corners of the map. However, if we look
closely in the map for the information metric in Figure 4 we
find the paws closely grouped together in the middle of the
map. Similarly to the experiment with the sine-functions the
paws are grouped together because the functions generat-
ing the data are more or less the same, only phase-shifted in
time and thus are mutually predictable. This is another ex-
ample that the information metric can find functional struc-
ture not found by the Hamming metric.

There are also sensors that do not seem to be related at
all that are very close together in the maps, e.g., the tail and
the temperature sensors. In this experiment temperature was
roughly constant, and the tail was never used, so its position
and motor values were static and thus the information dis-
tance is very close to 0.0. By performing active probing we
expect it to be possible to separate sensors that have been
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Figure 4. Metric projections using the infor-
mation metric. Figure 4(a) shows all sensors
apart from the 10x10 vision sensors and Fig-
ure 4(b) all sensors and the vision sensors.
See Figure 3 for an explanation of the labels
used in the graphs.

closely grouped together.

3.3. De-Scrambling of Vision Sensors

Finally we present an application of the method. Again
consider Gregor Samsa who awoke in the body of a mon-
strous bug and has to interpret a deluge of bizarre sensory
stimulation. Similarly we can imagine a new control sys-
tem placed inside the body of a SONY AIBO robot. When
the camera of the AIBO is connected to the control sys-
tem all the wires are mixed up and the output from the vi-
sion system looks like Figure 5(a). But is this really noise
or not?

Imagine that each pixel in the camera is connected with a
wire to the corresponding pixel location in the control sys-
tem. The image will then look like Figure 5(b), which is
what the camera sees. But, if the wires are connected to ran-
dom pixels in the control system the same input to the cam-
era will look like Figure 5(a) in the control system. This
information-preserving random mapping can be found if
we assume that either the AIBO is moving around in the
world or that some objects in the visual field of the AIBO
are moving. By creating a metric projection using the Ham-
ming meric of only the vision sensors we get a projection
like Figure 5(e). This projection is an estimate of how the
sensors are connected to the positions in the control sys-
tem from the camera. In this case we are using a 20 x 20
pixels image with sensor 1 positioned in the upper left cor-
ner and sensor 400 in the lower right corner. The projection
shows in what position for example sensor 42 should be po-
sitioned in to get the original image.

To go from the continuous projection of Figure 5(e) to
a two-dimensional image we need an algorithm that as in-
put take the x and y positions of the n sensors in the pro-
jection, and as output these points mapped to a discrete (in
this case) 20 x 20 grid. To do this we have developed a quite
trivial algorithm that, as it has turned out, is quite effective.
The algorithm works as follows. Order all points accord-
ing to their position along the x-axis in the projection with
the smallest x-axis value first and add them to the list Lall.
Pick the first

√
n points from Lall and order them according

to their position along the y-axis in to list columnk, where
k is counter that is incremented by 1 each

√
n points picked

from Lall. Then delete the points in columnk from Lall.
Repeat until Lall is empty. Now each list columnk con-
tains the points for one column of the image ordered by k.
This assumes that the layout is square. For rectangular lay-
outs first the number of columns and rows must be found.

One example of a de-scrambled 20 x 20 image
taken from a SONY AIBO is Figure 5(d) which is the
de-scrambling attempt of the scrambled image of Fig-
ure 5(a) after 100 frames (time steps) of input data. As
we can see some structure is starting to appear in the im-
age. Figure 5(f) shows the same image after 1000 frames
of input data. Here the resulting image is rotated 90 de-

Proceedings of the 2004 NASA/DoD Conference on Evolution Hardware (EH’04) 
0-7695-2145-2/04 $ 20.00 © 2004 IEEE 



(a) (b)

−0.10 −0.05 0.00 0.05

−
0
.0

5
0
.0

0
0
.0

5
0
.1

0

x−axis

y
−

a
x
is

1

2

3

4
5

6

7

8

9

10

11

12
13

14

15

16

17

18

19

20

21

22

23

24

25

2627

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50
51

52

53

54

55
56

57

58
59

60

61
62

63

64

65
66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85
8687

88

89

90

91

92 93

94

95

96

97

98

99

100
101

102

103

104

105

106

107

108

109

110

111

112113

114

115
116

117

118

119 120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136
137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160 161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176
177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194 195

196

197
198

199

200

201

202

203204

205

206

207

208

209

210

211

212

213

214
215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232
233

234 235

236

237

238

239

240

241242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257 258

259

260

261

262

263

264

265

266

267

268

269

270

271272

273

274

275

276

277

278279

280

281

282

283

284

285
286

287

288

289

290

291

292

293
294

295

296

297

298

299
300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325
326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342
343

344

345

346

347

348

349

350

351

352

353

354

355

356

357 358

359

360

361

362

363

364

365366

367

368

369

370

371

372
373

374375

376

377

378

379

380

381

382

383

384

385
386

387388

389

390

391

392

393 394

395

396

397

398 399

400

(c) (d)

−0.10 −0.05 0.00 0.05 0.10

−
0
.1

0
−

0
.0

5
0
.0

0
0
.0

5
0
.1

0

x−axis

y
−

a
x
is 1

2

3

4

56

7

8

9

10 11
12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40
41

42

43

44

45

46

47

48

49

50

51

52

53
54

55

56

57

5859

60

61

62

63

64

65

66
67

68
69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96
97

98 99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134135
136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158
159

160

161

162

163

164

165

166167

168

169

170

171

172

173

174
175

176

177

178

179

180

181

182

183

184

185
186

187

188

189

190

191

192

193

194

195

196

197
198

199

200

201

202

203

204

205

206

207

208
209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

233

234
235

236
237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254
255

256

257

258

259260
261262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280281

282

283

284

285
286

287

288

289

290

291

292

293

294

295

296

297

298

299

300
301

302

303

304

305

306

307

308

309

310

311

312

313

314
315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

349

350

351 352

353

354

355

356

357

358

359

360

361

362

363
364

365
366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

384385
386

387

388

389
390

391

392
393

394

395

396
397

398

399

400

(e) (f)

Figure 5. Figure 5(a) is one image from in-
put with scrambled sensors (20 x 20 pix-
els) and Figure 5(b) shows the original im-
age. Figure 5(c) shows the metric projection
and Figure 5(d) the de-scrambled image after
100 frames. Figure 5(e) shows the metric pro-
jection and Figure 5(f) the image after 1000
frames of input data.

grees clockwise. This is due to the fact that the sensory
information coming in from the vision contains no di-
rectional information, and only the relative positions
between the sensors can be computed. Thus, the result-

ing random mapping can have eight possible orienta-
tions with the same probability. To achieve better quality a
higher frame rate and more data are needed.

The reason that this works is the smooth effects of move-
ment (either by the sensors themseleves as the robot moves
or by objects in front of the sensors) of the sensory features.
A vision system that is not moving and has no moving ob-
jects in front of it will not generally be able to de-scramble
the random mapping.

4. Conclusions and Future Work

We have in this paper extended the work in [15] by intro-
ducing the information metric [4] as an additional distance
metric. A theoretical experiment using sine-functions as in-
put to the sensors show that the information metric can cap-
ture informational structure not found by the distance met-
rics described in [15]. Metric projections computed using
the different distance matrices can reveal interesting prop-
erties of the sensory data if the structure and nature of the
data is not known. Data from a SONY AIBO robot walk-
ing around in an office environment has been used to cre-
ate metric projections of the AIBO’s sensors. These pro-
jections are symmetrical and contain information about the
functional layout of the sensors. For example, it is possi-
ble to find the vision sensors and their relative physical or-
dering from raw uninterpreted data from all sensors. It is
also possible to reconstruct functional relationships of parts
of the physical body by studying the relations between sen-
sors and related motor values. Finally we showed an appli-
cation of the metric projections where the real layout of vi-
sion sensors is recovered from scrambled input data.

It is important to note that the actions of the agent to
some extent determine the layout of the metric projections
- what you do in the world determines what you can distin-
guish.

In addition to the application of the method described in
this paper to self-configuring and evolving robots and hard-
ware, we see another potential application area in sensor
networks [1]. Much work in sensor networks has focused on
difficult technical issues like constructing the hardware, ad-
hoc networks, and the design of protocol layers. But, what
happens when all of these potentially thousands or millions
of smart sensors are connected together? How will the data
be integrated and interpreted, especially if nodes disappear
and then maybe reappear again in another position? Here
it might be possible to apply the methods described in our
paper. For instance, consider 100 sensors in a sensor net-
work that each have a tiny camera. By creating metric pro-
jections of their input one can possibly integrate the data
from these sensor nodes into one global view. If better reso-
lution is needed 50 more sensor nodes can be added and in-
tegrated to the global image. It is also possible to identify
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areas of the sensor network where the sensors transmit re-
dundant data or where more sensors are needed.
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