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Abstract—Despite the deleterious effect of hardware impair-
ments (HWIs) on wireless systems, most prior works in cell-free
(CF) massive multiple-input-multiple-output (mMIMO) systems
have not accounted for their impact. In particular, the effect of
phase noise (PN) has not been investigated at all in CF systems.
Moreover, there is no work investigating HWIs in scalable CF
(SCF) mMIMO systems, encountering the prohibitively demand-
ing fronthaul requirements of large networks with many users.
Hence, we derive the uplink spectral efficiency (SE) under HWIs
with minimum mean-squared error (MMSE) combining in closed-
form by means of the deterministic equivalent (DE) analysis.
Notably, previous works, accounted for MMSE decoding, studied
the corresponding SE only by means of simulations. Numerical
results illustrate the performance loss due to HWIs and result in
insightful conclusions.

Index Terms—Cell-free massive MIMO systems, user-centric
5G networks, transceiver hardware impairments, MMSE process-
ing, achievable spectral efficiency.

I. INTRODUCTION

Recently, cell-free (CF) massive multiple-input-multiple-
output (mMIMO) systems have been proposed as a promising
technology for fifth-generation (5G) and beyond networks [1].
This novel architecture reaps the benefits of network MIMO
[2] and mMIMO systems [3] by assuming a large number of
distributed access points (APs) that are connected to a central
processing unit (CPU) and serve jointly all user equipments
(UEs) [1]. Thus, CF mMIMO systems enjoy lower path-losses,
increased macro-diversity, and under certain conditions [4], they
take advantage of favorable propagation and channel hardening.

However, the high computational burden and fronthaul capac-
ity, undertaken by the CPU which coordinates and processes all
the signals in canonical CF mMIMO systems, increases with the
number of UEs [1], [5]. The result is an unfeasible technology
in the large system size limit [6]. Contrary to canonical CF
mMIMO systems, the authors in [7] proposed a user-centric
design, where each UE is served by a subset of APs (and not all
APs) providing the best channel conditions, in order to decrease
complexity. Moreover, by taking into account for Poisson point
process distributed APs, in [8], the coverage probablilty for CF
mMIMO systems was derived, while in [9], the optimal energy
efficiency was obtained in closed form. Furthermore, although
previous works mentioned the outperformance of CF mMIMO

systems against small cells (SCs), the authors in [5] showed that
this behaviour holds only in the case of a centralized version
of minimum mean-squared error (MMSE) combining, which
also decreases the fronthaul signaling.

In parallel, the majority of works in CF mMIMO systems
have assumed ideal hardware while, in practice, hardware im-
pairments (HWIs) exist and are inevitable [10], [11]. Moreover,
given that an attractive implementation of CF mMIMO in terms
of cost is a prerequisite, the large number of components
involved, requires the use of cheap hardware to keep in
affordable limits the total expenditure. Unfortunately, cheaper
hardware is equivalent to more severe HWIs that should be taken
into account during the analysis. Disregarding the importance
of HWIs, the corresponding research for CF mMIMO systems
is limited [12]–[15]. Especially, no work has investigated the
effect of phase noise (PN).

This work covers the arising need for the assessment of
the impact of HWIs on scalable CF (SCF) mMIMO systems
when MMSE combining is applied. In fact, to the best of our
knowledge, this is the first paper studying the effects of HWIs in
SCF systems. Especially, this is the only work investigating the
impact of PN even in canonical CF mMIMO systems. Specifi-
cally, we present a new insightful expression for the average
achievable spectral efficiency (SE) with MMSE combining under
the presence of HWIs. Compared to the existing literature, we
pursue a deterministic equivalent (DE) analysis [16], which
provides a closed-form analytical expression of the SE. Note
that previous works with MMSE combining in CF mMIMO
systems have presented only simulation results.

The remainder of this paper is organized as follows: Section
II presents the system model of SCF mMIMO systems with a
description of the HWIs. In Section III, the scalable estimation
with HWIs is provided. Section IV describes the uplink data
transmission accounting for the scalability of CF mMIMO
systems while Section V presents the DE of the average SE
with HWIs. In Section VI, the numerical results are provided,
and Section VII concludes the paper.

II. SYSTEM MODEL

We consider a CF network architecture including M APs
which are randomly distributed over a geographic area and
serve jointly K UEs in the same time-frequency resources with978-1-7281-4490-0/20/$31.00 c© 2020 IEEE



M and K being large. Each AP is equipped with N antennas
while the UEs have a single-antenna. The APs are connected
to central processing units (CPUs) by means of backhaul links
in an arbitrary way [5], [17].

We assume a time-varying narrowband channel, where the
N × 1 flat-fading channel vector between the mth AP and the
kth UE is expressed by means of an independent correlated
Rayleigh fading distribution as

hmk ∼ CN (0,Rmk) , (1)

where Rmk ∈ CN×N is a deterministic Hermitian-symmetric
positive semi-definite correlation matrix describing shadowing
and geometric pathloss with large-scale fading coefficient
βmk = tr (Rmk)/N . Moreover, we employ the standard TDD
protocol with τc = BcTc being the length of each coherence
block, where Bc in Hz and Tc in s are the coherence bandwidth
the coherence time, respectively. Also, this block includes τ
channel uses for an uplink training phase while τu = ζ (τc − τ)
channel uses and τd channel uses are considered for the uplink
and downlink data transmission phases with ζ ≤ 1 describing
the payload UL fraction transmission. It is assumed that hmk
is assumed fixed during the coherence time.

A. Main Scalability Guidelines

A large deployment of the original CF mMIMO systems with
large K is unfeasible due to the high cost and complexity of the
fronthaul. For this reason, [6] suggested that this architecture
should be scalable with increasing K which can be achieved
when the following conditions are met. Specifically, i) the signal
processing for channel estimation, ii) the signal processing for
data reception and transmission, iii) the fronthaul signaling for
data and CSI sharing, and iv) the power control optimization
should have finite complexity and resource requirements per
AP when K →∞.

According to the framework in [6], even if the total number
of UEs K increases indefinitely, each AP should serve a set of
UEs with constant cardinality, defined by as

Dm = {i : tr (Dmi) ≥ 1, i ∈ {1, . . . ,K}} , (2)

where Dmi ∈ CN×N denote the diagonal matrices determining
which APs and UEs communicate with each other based on the
dynamic cooperation clustering (DCC) framework [18]. These
matrices can establish a unified framework describing many
architectures with original CF mMIMO systems being a special
case.

B. Hardware Impairments

We consider a general model with the following HWIs.
1) Multiplicative distortion: It expresses time-dependent

random phase-drifts known as PN, induced during the up-
conversion of the baseband signal to passband and vice-versa
by multiplying the signal with the LO’s output. The total PN
process from the kth user to the jth antenna of the mth AP at
the nth channel use is θ(j)mk,n = φjm,n + ϕk,n, where φjm,n and
ϕk,n are discrete-time independent Wiener processes φjm,n =

CN
(
φjm,n−1, σ

φ
n

)
and ϕjm,n = CN

(
ϕjm,n−1, σ

ϕ
n

)
with σ2

i =

4π2f2c ciTs for i = φ, ϕ [19]. Note that Ts, ci, and fc are the
symbol interval, a constant dependent on the oscillator, and the
carrier frequency, respectively. Hence, we denote the total PN
at the nth channel use Θmk,n , diag

{
eiθ

(1)
mk,n , . . . , eiθ

(N)
mk,n

}
,

where we have separate LOs (SLOs) at each antenna justifying
the independence among the PN processes [20]. In the special
case of one common local oscillator (CLO) connected to all
antennas of an AP, the PN matrix degenerates to Θmk,n ,
eiθmk,nIN .

C. Additive distortion

Measurement results have shown that the transmit and receive
signals are distorted during the transmission and reception
processing, respectively [10], [11]. The additive distortion noises
are Gaussian distributed as a result of the aggregate contribution
of many impairments and modeled as [21]

δkt,n ∼ CN
(
0, κ2tpk

)
, (3)

δmr,n ∼ CN
(
0, κ2rm

K∑
i=1

pidiag
(
|h(1)mi|

2, . . . , |h(N)
mi |

2
))
, (4)

with the proportionality parameters κ2t and κ2rm describing the
severity of the residual impairments at the transmitter and the
receiver side.

D. Amplified thermal noise

Certain components such as the low noise amplifiers result in
an amplification of the thermal noise modeled as Gaussian dis-
tributed with zero-mean and variance ξm,nIN with ξm,n ≥ σ2

where σ2 is the corresponding parameter of the actual thermal
noise [21]1.

III. SCALABLE CHANNEL ESTIMATION WITH HARDWARE

IMPAIRMENTS

In CF mMIMO systems, TDD operation takes place, i.e., the
APs estimate their channels during an uplink training phase by
means of pilot symbols [1].

According to [6, Assumption 1], each AP servers at most
one UE per pilot sequence which implies that |Dm| ≤ τ and

Dmk =

{
IN if k ∈ Dm
0 if k /∈ Dm

. (5)

Notably, the independence of τ from K agrees with the
requirement for scalability.

Moreover, let S ⊂ { 1, . . . ,K } be a subset of the UEs
that transmit one of the τ -length mutually orthogonal training
sequences, i.e., ωk , [ωk,1, . . . , ωk,τ ] ∈ Cτ×1 with pp =
|ωk,n|2,∀k, n, while the sequences among different UEs are
mutually orthogonal.

1For the sake of exposition, we have assumed that all HWIs are the same
across APs and users, respectively.



Hence, during this phase, the CN×1 received signal by the
mth AP at time n from a UE in S, is given by

yp
m,n =

∑
i∈S

Θmi,nhmi
(
ωi,n + δit,n

)
+ δmr,n + ξm,n, (6)

where we have incorporated the HWIs, i.e., Θmi,n =

diag
{
ejθ

(1)
i,n , . . . , ejθ

(N)
i,n

}
is the phase noise because of the

LOs of the mth AP and UE k at time n, δit,n ∼
CN

(
0, κ2tpp

)
is the additive transmit distortion, δmr,n ∼

CN (0,Υm
n ) is the additive receive distortion with Υm

n =

κ2rm
∑S
i=1 pidiag

(
|h(1)mi|2, . . . , |h

(N)
mi |2

)
, and ξm,n is the am-

plified Gaussian thermal noise matrix at the mth AP 2. Clearly,
only the distortions of the UEs in S degrade the reception.

Proposition 1: The linear minimum mean-square error
(LMMSE) estimate of the effective channel of UE k hmk,n =
Θmk,nhmk at any channel use n ∈ {1, . . . , τc} is given by

ĥmk,n = E [hmk,nψ
H

m] (E [ψmψ
H

m])
−1
ψm

= (ωH

kΛk,n ⊗Rmk) Q−1m ψm, (8)

where

ψm =
[
yT

m,1, . . . ,y
T

m,τ

]T
, (9)

Λk,n , diag

{
e−

σ2ϕ+σ2φ
2 |n−1|, . . . , e−

σ2ϕ+σ2φ
2 |n−τ |

}
, (10)

Qm ,
∑
j∈S

Xj ⊗Rmj + ξmIτN , (11)

Xj , X̃j + κ2rmL|ωj |2 , (12)

L|ωj |2 , diag
(
|ωj,1|2, . . . , |ωj,τ |2

)
, (13)[

X̃j

]
u,v

,
(
1 + κ2tUE

)
ωj,uω

∗
j,ve
−
σ2ϕ+σ2φ

2 |u−v|. (14)

Proof: The proof follows the same steps with Theorem 1
in [21] but it is more general since the proposed model includes
the transmit HWIs δkt,n and requires some extra algebraic
manipulations. Also, this estimated channel accounts for the
scalability design since the summation in (11) is over the sum
of participating UEs and not all UEs. The proof is omitted due
to limited space.

Thus, the current channel at the nth channel use
(n ∈ {1, . . . , τc}) is given by

hmk,n = ĥmk,n + h̃mk,n, (15)

where ĥmk,n and h̃mk,n have zero mean and variances Φmk =

(ωH

kΛk,n ⊗Rmk) Q−1m

(
ΛH

k,nωk ⊗Rmk

)
and R̃mk = Rmk−

Φmk.
As a remark, note that ĥmk,n and emk,n are neither inde-

pendent nor jointly complex Gaussian vectors but they are

2For the sake of a better presentation of the HWIs, the received signal at
the mth AP at a given channel use n with no HWIs is expressed as

yp
m,n =

∑
i∈S

hmiωi,n + wm,n, (7)

where wm,n ∼ CN
(
0, σ2IN

)
.

uncorrelated and each of them has zero mean because the
effective distortion noises, e.g., Θmi,nhmiδ

i
t,n are not Gaussians

since they appear as products between two Gaussian variables.
The LMMSE estimator results in the optimal MMSE estimator
when HWIs are neglected while the performance loss between
the LMMSE and MMSE estimators is in general little [22].

IV. UPLINK DATA TRANSMISSION

We consider a fully centralized processing architecture,
where the CPU handles both the channel estimation and data
detection. Hence, the M APs delegate their received signals
{ym,n : m = 1, . . . ,M} to the CPU for detection. The received
signal by the CPU at time n can be written in a compact form
as

yn =

K∑
i=1

Θi,nhi
(
si,n + δit,n

)
+ δr,n + ξn, (16)

where W = MN , si,n ∈ C is the transmit signal from
UE i with power pi, yn =

[
yT
1,n · · ·yT

M,n

]T ∈ CW and
ξn =

[
ξT
1,n · · · ξT

M,n

]T ∈ CW are block vectors while hi,n =[
hT
i1,n · · ·hT

iM,n

]T ∼ CN (0,Ri) is the concatenated channel
vector from all APs with Ri = diag (Ri1, . . . ,RiM ) ∈
CNW×W being the block diagonal spatial correlation ma-
trix by assuming that the channel vectors of different APs
are independently distributed. In a similar way, we have
the estimated channel and estimated error covariance matri-
ces given by Φi = diag (Φi1, . . . ,ΦiM ) ∈ CNW×W and
∆i = Ri −Φi ∈ CNW×W , respectively. Moreover, regarding
the HWIs, we have the phase noise block diagonal matrix
Θi = diag (Θi1, . . . ,ΘiM ) ∈ CNW×W , the transmit additive
distortion δit,n from the ith UE, the receive additive distor-

tion block vector δr,n =
[
δ1r,n

T · · · δMr,n
T
]T
∈ CW . Note that

ξn ∼ CN (0,Fξn) with Fξn = diag (ξ1,nIN , . . . , ξM,nIN ).
According to the DCC framework [18], the CPU estimates

sk,n by means of (16) as

ŝk,n=

M∑
m=1

vH

mk,nDmkym (17)

with Dk = diag (Dk1, . . . ,DkM ) ∈ CW×W being a block-
diagonal matrix denoting a subset of the APs that contribute to
signal detection.

A. Achievable SE

According to [23], we express the received signal in terms
of the average effective channel E

{
vH

k,nDkΘk,nhksk

}
as

ŝk,n=E
{
vH

k,nDkΘk,nhksk
]
}

+
(
vH

k,nDkΘk,nhksk − E
{
vH

k,nDkΘk,nhksk
})

+

K∑
i 6=k

vH

k,nDkhi,nsi+

K∑
i=1

vH

k,nDkhi,nδ
i
t,n+vH

k,nDk(δr,n+ξn) .



Proposition 2: The achievable uplink SE for user k is given
by

SEk =
1

τc

τc−τp∑
n=1

log2 (1 + γk,n), (18)

where γk,n =
Sk,n
Ik,n

with Sk,n and Ik,n being the desired signal
power and the interference plus noise power, respectively, which
are defined as

Sk,n = pk|E
{
vH

k,nDkhk,n
}
|2 (19)

Ik,n = Var
{
vH

k,nDkhk,n
}

+

K∑
i 6=k

piE
{
|vH

k,nDkhi,n|2
}

+ σ2
t

+ σ2
r +ξnE

{
‖vH

k,nDk‖2
}
, (20)

where σ2
t =

∑K
i=1 κ

2
tpiE

{
|vH

k,nDkhi,n|2
}

and σ2
r =

E
{

vH

k,nDkκ
2
r

(∑K
i=1 piF|hi|2

)
Dkvk,n

}
with κ2

r = IN ⊗
diag

(
κ2r1 , . . . , κ

2
rM

)
are the variances of the components cor-

responding to the additive hardware impairments at the transmit
(UE k) and receive side (output of the MMSE decoder),
respectively.

Proof: The proof is provided in Appendix A.

V. DETERMINISTIC EQUIVALENT ANALYSIS

The DE of the SINR γ̃k,n, provided by Proposition 2, obeys to
γk,n − γ̄k,n

a.s.−−−−→
M→∞

0, and the DE of the rate of user k, relied
on the dominated convergence and the continuous mapping
theorem [16], is given by

SEk − SEk
a.s.−−−−→
N→∞

0 (21)

where SEk = 1
Tc

∑Tc−τ
n=1 log2(1 + γ̄k,n). We write the scalable

MMSE (SMMSE) decoder at time n as [6]

vSMMSE
k,n = ΣDkĥk,n, (22)

where Σ† =
∑
i∈Pk

Dkĥi,nĥH

i,nDk + Z̄k with Z̄k =

Dk

(∑
i∈Pk

R̃i+
1

ρ
IW

)
Dk, and a being a regularization scaled

by W , in order to make expressions converge to a constant, as
W , K → ∞. The notation (·)† expresses the pseudo-inverse
operator, and it is used instead of the inverse because the terms
inside the parentheses may not be strictly positive definite [6].
Note that (22) includes only the UEs which are served by the
same APs as UE k because the interference afflicting UE k is
basically a result of a small subset of the other UEs. The set
of these users is defined as [6]

Pk = {i : DkDi 6= 0} . (23)

Theorem 1: The uplink DE of the SINR of user k at time
n with MMSE decoding in SCF massive MIMO systems,
accounting for imperfect CSI and HWIs, is given by (24)
at the bottom of next page with δk = 1

W tr DkΦkDkT,

ζ̃ki = 1
W 2 tr

(
Dk (Rk −Φk) DkT

′

k

)
, ei = 1

W tr
(
D2
kκ

2
rRi

)
,

ζki = 1
W 2 tr

(
DkRiDkT

′

k

)
, νki = 1

W tr (DkΦiDkT), µki =

1
W 2 tr

(
DkΦiDkT

′

k

)
, µ̃ki = ζki + |νki|2µki

(1+δi)
2 − 2Re

{
ν∗kiµki
(1+δi)

}
,

η
′

k = 1
W tr T

′

k, and ẽ
′

k = 1
W 2 tr

(
T
′′

k

)
, where

∗ T=

(∑
i∈Pk

Dk

(
1

W (1+δi)
Φi+R̃i+αξIW

)
Dk

+
1

W
∆̃

)†
,

∗ T
′

k = TDkΦkDkT +
∑K
i=1

δ
′
iTDkΦiDkT

W (1+δi)
2 ,

∗ T
′′

k = TDkT +
∑K
i=1

δiTDkΦiDkT
W (1+δi)

2 ,

∗ δ
′

= (IK − F)
−1 with

[F]k,i =
1

W 2 (1 + δi)
tr (DkΦkDkTDkΦiDkT) ,

[f ]k =
1

W
tr (DkΦkDkTDkΦkDkT) .

Proof: The proof of Theorem 1 is given in Appendix B.

VI. NUMERICAL RESULTS

We consider the SE per UE, given by Theorem 1. In
addition, we perform Monte-Carlo simulations by means of 104

independent channel realizations to show the tightness of the
proposed analytical result3.

A. Simulation Setup

We consider M = 200 APs with N = 3 antennas and
K = 40 UEs in an 2 × 2 km2 area and the 3GPP Urban
Microcell model in [25, Table B.1.2.1-1] as a proper benchmark
for CF massive MIMO systems4. In particular, according to
this model assuming a 2 GHz carrier frequency, the large-scale
fading coefficient is given by

βmk[dB] = −30.5− 36.7 log10

(
dmk
1 m

)
+ Fmk, (25)

where dmk is the distance between AP m and UE k and
Fmk ∼ CN

(
0, 42

)
is the shadow fading. Note that shadowing

terms between different UEs are correlated as E{FmkFij} =
422−δkj/9 when m = i, while if m 6= i, they are uncorrelated.
The parameter δkj denotes the distance between UEs k and i.
In addition, we assume that the coherence time and bandwidth
are Tc = 2 ms and Bc = 100 kHz, respectively, i.e., the

3We observe the coincidence between the analytical and simulation results
even practical values of K and W , which agrees with literature and shows the
usefulness of DEs [16], [24].

4In [5, Remark 4], it is explained that this propagation model corresponds
better to the architecture design of CF massive MIMO systems than the
established model for CF systems suggested initially in [1]. The main reason
is that [1] uses the COST-Hata model which is suitable for macro-cells with
APs being at least 1 km far from the UEs and at least 30 m above the ground.
Obviously, these characteristics do not match the CF setting where the APs
are very close to the UEs, and possibly, at a lower hight. Another important
reason is that the model in [1] does not account for shadowing when the UE
is closer than 50 m from an AP, while CF massive MIMO systems are more
likely suggested for shorter distances.



γ̄lok,n=
δ2k

κ2t δ
2
k+ζ̃ki+

(
1+κ2t

)K∑
i6=k

ρi
ρk
µ̃ki+η

′

k

K∑
i=1

pi
pk
ei+

ẽ
′

k

pk

(24)

coherence block consists of 200 channel uses with τp = 20 and
τu = 180 while ζ = 1. Moreover, all UEs transmit with the
same power in both uplink training and transmission phases
given by pk = pp = 100 mW while the thermal noise variance
is σ2 = −174dBm/Hz.

Regarding the HWIs, we assume similar to [21], [26] that
the variance of PN is σ2

i = 1.58 · 10−4 by setting fc = 2GHz,
Ts = 10−7s, and ci = 10−17 for i = φ, ϕ. Also, we have
an analog-to-digital converter (ADC) quantizing the received
signal to a b bit resolution. In such case, we have κt = κr =
2−b/

√
1− 2−2b. Note that the trend in 5G networks is to employ

low-precision ADCs [15]. For example, if b = 2, 3, 4, then κt =
0.258, 0.126, 0.062. Moreover, we assume that ξm,n = 1.6σ2

by considering a low noise amplifier with F being the noise
amplification factor. If F = 2 dB and b = 3 bits, we result in
ξm,n = Fσ2

1−2−2b = 1.6σ2.

Fig. 1. Uplink SE per UE versus the time instance n of the data transmission
phase for SCF mMIMO systems. Both scalable and conventional MMSE
combiners are depicted.

Keeping the additive HWIs equal to zero, Fig. 1 illustrates the
variation of the achievable SE per user versus the time instance
of the data transmission phase. In particular, in Fig. 1, the SE
decreases as the time increases since the aggregate detrimental
contribution from PN becomes higher. Note that we depict the
SEs of both MMSE and PMMSE receivers with and without
PN. The latter are constant with respect to n since they do not
depend on the PN being the only source of channel aging in this
work. Moreover, the SLOs configuration outperforms the CLO
design since the distortions from different LOs average out in
the large system limit described by [21], [27]. The SEs for both
MMSE and PMMSE receivers diminish with increasing n since

Fig. 2. Uplink SE per UE versus the additive HWIs κ̄ for SCF mMIMO systems.
Both scalable and conventional MMSE combiners are depicted together with
simulation results.

the phase drift becomes higher and the corresponding impact
of PN becomes quite destructive. Note that (18) is obtained by
averaging over all time instances.

Fig. 2 provides the performance of the SE versus κ̄, where
κt = κ̄+ 0.1 and κr = κ̄+ 0.3 while the impact of PN has not
been considered. The figure starts from the case of no additive
HWIs when κ̄ = 0 and ends to severe additive HWIs. Obviously,
the higher the additive HWIs, the higher the degradation of
the system performance becomes. Furthermore, it is evident
that the practical SCF mMIMO systems perform very well
since the proposed PMMSE achieves just 8% less of the SE
with MMSE receivers when κ̄ = 0.06. Also, we illustrate the
outperformance of MMSE decoders against the maximum ratio
combining (MRC) decoder as anticipated. The "cross" symbol
represents the simulation results and it is shown the provided
tightness of the DE analytical results.

VII. CONCLUSION

This paper presented a thorough investigation of the impact
of HWIs on a new framework of CF mMIMO systems being
scalable in large networks with many users. Specifically, we
derived the uplink SE with HWIs and MMSE decoding in
closed form by employing the theory of DEs. We depicted the
quantification of the degradation due to HWIs on the SE by
varying the quality of HWIs. The validation and tightness of
the analytical expression were shown by means of simulations
for practical system dimensions.



APPENDIX A
PROOF OF PROPOSITION 2

First, we follow the approach in [20], in order to compute
the SE for each n in the transmission phase, and then, we
obtain the average over these SEs. The SE per UE in (18) is
obtained by taking into account for the Gaussianity of the input
symbols and by assuming a worst-case assumption regarding
the computation of the mutual information [28, Theorem 1],
where the inter-user interference and the distortion noises are
treated as independent Gaussian noises. Moreover, relied on
[23], we leverage the knowledge of E

{
vH

k,nDkΘk,nhksk

]
}

for the detection while the deviation from the average effective
channel gain is treated as worst-case Gaussian noise. Thus, we
obtain the γk,n, where the expectation operator in the various
terms is taken with respect to the channel vectors as well as
the noise processes, and the proof is concluded.

APPENDIX B
PROOF OF THEOREM 1

First, we obtain the DE of the desired signal power given
by (19). Specifically, we have

vH

k,nDkhk,n = ĥH

k,nDkΣDkhk,n (26)

=

1
W ĥH

k,nDkΣkDk

(
ĥk,n + h̃k,n

)
1 + 1

W ĥH

k,nDkΣkDkĥk,n
(27)

�
1
W ĥH

k,nDkΣkDkĥk,n

1 + 1
W ĥH

k,nDkΣkDkĥk,n
, (28)

where in (26), we have replaced the expression of the MMSE
decoder given by (22). In the next equation, we have applied
the matrix inversion lemma. Note that Σ†k is defined as

Σ†k=Σ† − pk
W

Dkĥk,nĥH

k,nDk (29)

=Dk

( ∑
i∈Pk
i6=k

pk
W

ĥi,nĥH

i,n+αξIW
)
Dk+Z̄k.

In the numerator of (28), we have applied [29, Lem. B.26]. The
derivation continues with the use of [29, Lem. 14.3], [29, Lem.
B.26], and [30, Theorem 1] as

vH

k,nDkhk,n �
1
W tr (DkΦkDkT)

1 + 1
W tr (DkΦkDkT)

(30)

=
δk

1 + δk
, (31)

where δk = 1
W tr ΦkT. It is worthwhile to mention that

the diagonal matrix F|ĥi|2 inside the MMSE decoder is
considered a deterministic matrix with entries in the di-
agonal elements the limits of the individual diagonal ele-
ments [31]. In particular, exploiting the uniform convergence
lim supW max1≤i≤W

∣∣∣[ĥiĥH
i

]
ww
−
[
Φ̂i

]
ww

∣∣∣ = 0, we have∥∥∥ 1
W diag(ĥiĥ

H
i )− 1

W tr
(

diag
(
Φ̂i

))∥∥∥ a.s.−−−−→
W→∞

0. Note that
in (31), we have made use of the commuting property among

diagonal matrices inside a trace and [32, p. 207] The term,
concerning the deviation from the average effective channel
gain, becomes

Var
{
vH

k,nDkhk,n
}
�

1
W E

{
|ĥH

k,nDkΣkDkhk,n|2
}

1 + δk
(32)

�
E
{

1
W 2 tr (DkΦkDkΣkDk (Rk −Φk) DkΣk)

}
1 + δk

(33)

�
E
{

1
W 2 tr

(
Dk (Rk −Φk) DkT

′

k

)}
1 + δk

(34)

where in (32), we have used the matrix inversion lemma, [29,
Lem. B.26], and [30, Theorem 1]. In (33), we have applied
the rank-1 perturbation lemma, [29, Lem. B.26], and [29, Lem.
B.26] again. The last step includes application of [33, Theorem
2]. Based on (20), the interference power of the kth UE is

|vH

k,nDkhi,n|2 �

∣∣∣∣∣ 1
W ĥH

k,nDkΣkDkhi,n

1 + δk

∣∣∣∣∣
2

(35)

�
ĥH

k,nDkΣkDkhi,nhH
i,nDkΣkDkĥk,n

W 2 (1 + δk)
2 (36)

�
hH
i,nDkΣkDkΦkDkΣkDkhi,n

W 2 (1 + δk)
2 (37)

� 1

(1 + δk)
2

(
1

W 2
hH

i,nDkΣkiDkΦkDkΣkiDkhi,n

+
|hH
i,nDkΣkiDkĥi,n|2ĥH

i,nDkΣkiDkΦkDkΣkiDkĥi,n

W 4 (1 + δi)
2

− 2Re

{(ĥH
i,nDkΣkiDkhi,n

)
W 3 (1 + δi)

2

×
(
hH

i,nDkΣkiDkΦkDkΣkiDkĥi,n

)})
(38)

� 1

(1 + δk)
2

(
ζki +

|νki|2µki
(1 + δi)

2 − 2Re

{
ν∗kiµki

(1 + δi)

})
, (39)

where we have applied the matrix inversion lemma in (35),
while in (36) and (37), we have used [29, Lem. B.26]. In (38),
we have applied again the matrix inversion lemma, and in the
last step, we have used the rank-1 perturbation lemma, [29, Lem.
B.26], [30, Theorem 1], and [33, Theorem 2]. The definitions
of the various parameters are given in the presentation of the
theorem. Also, we have

σ2
t =

K∑
i=1

κ2tρi|vH

k,nDkhi,n|2

= κ2t

(
ρkE

{
|vH

k,nDkhk,n|2
}

+

K∑
i6=k

ρiE
{
|vH

k,nDkhi,n|2
})

� κ2t

(1+δk)
2

ρkδ2k+

K∑
i 6=k

ρi

(
ζki+

|νki|2µki
(1+δi)

2 −2Re

{
ν∗kiµki
(1+δi)

}),
(40)



which is obtained by substituting (31) and 39. Also, the
deterministic σ2

r as W →∞ becomes

σ2
r =E

{
vH

k,nDkκ
2
r (IW ◦HnPHH

n) Dkvk,n
}

(41)

� E {tr (Dk (IW ◦HnPHH
n) DkΣkDkΦkDkΣk)}

W (1 + δk)
2

� η
′

k

W (1 + δk)
2

K∑
i=1

ρi tr
(
D2
kκ

2
rRi

)
, (42)

where in (41) we have written the diagonal matrix by means
of a hadamard product. Next, we have exploited the freeness
between vk,nvH

k,n and the diagonal matrix IW ◦HHH. Also, we
have applied [29, Lem. B.26] [30, Theorem 1], [33, Theorem
2], and [32, p. 207] while we have set η

′

k = 1
W tr T

′

k.
The DE of the last term of (20), corresponding to the amplified
thermal noise contribution, becomes

‖vH

k,nDk‖2 �
1
W 2 ĥH

k,nDkΣkD
2
kΣkDkĥk,n

(1 + δk)
2 (43)

�
1
W 2 tr

(
ΣkD

2
kΣkDkΦkDk

)
(1 + δk)

2 (44)

=

1
W 2 tr

(
T
′′

k

)
(1 + δk)

2 , (45)

where in (43) and (44), we have applied the matrix inversion
lemma and [29, Lem. B.26], respectively. In the last step,
we have used the rank-1 perturbation lemma as well as [33,
Theorem 2] and [30, Theorem 1].
By substituting (31), (34), (39), (40), (42), and (45) into (19)
and (20), the DE SINR is derived and the proof is concluded.
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