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ABSTRACT
Recently, the development and deployment of social robots
to support children with autism spectrum conditions (ASC)
has attracted the attention of researchers in different fields.
The main aim of this multidisciplinary research field is to
teach and improve the social skills and capabilities of the
children through interacting and playing with robots how-
ever, due to the spontaneous nature of children with ASC,
as well as the inherent complexity of developing autonomous
interactive robots, creating such systems is a challenging
task. In this paper, we present our progress in the context
of the BabyRobot project, towards developing an interactive
humanoid robot to support autonomous child-robot interac-
tions (CRI). We have been developing an interactive sense-
think-act architecture to enable the humanoid robot Kaspar
to display goal-oriented adaptive behaviours while playing,
communicating, and collaborating with children. The final
part of this paper reports on the initial tests of the proposed
interactive architecture.

CCS Concepts
•Human-centered computing → User interface toolkits;
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1. INTRODUCTION
Children with ASC often have difficulty socially interact-

ing with other people. For this reason, using social robots
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Figure 1: A child with autism explores the correct distance
to place the toy in front of the robot’s eyes.

as a novel and engaging aid in the education and therapy of
children with ASC has been proposed previously [1]. Many
human-robot interaction (HRI) studies, have experimentally
confirmed the usability and benefit of social robots for stim-
ulating and teaching social skills in children with ASC [5].
For this reason, the development and deployment of social
robots to support these children has increasingly attracted
the attention of researchers. However, developing an au-
tonomous robot is still a challenging task.

Recently, in the context of the BabyRobot project1, we
have studied the different developmental behavioural aspects
of children with ASC, during their interaction with the Kas-
par robot2[2]. The main objective of our research activities
is to focus on investigating the learning and communication
development of the children, in dyadic and triadic interac-
tion games, through defined enjoyable scenarios, where the
children play different games with Kaspar. The first phase of
the project has focused on designing and testing the scenar-
ios that aim to assist in developing children’s social skills and
in particular, encourage them to improve their social collab-
orative skills to meet common goals. In this first phase, we
have performed our CRI studies in a Wizard-of-Oz setup,
for a usability evaluation, to allow further adaptation and

1www.babyrobot.eu/
2www.herts.ac.uk/kaspar



tuning of the scenarios, as well as a technological assess-
ment to establish the requirements for developing a socially
interactive autonomous robot (see Figure 1). In the sec-
ond phase, we will move towards performing similar studies
in an autonomous/semi-autonomous mode by implementing
the necessary technological developments to facilitate the
interactions and autonomously control particular aspects of
the robot’s functions.

In this paper, we report our progress in developing an
interactive architecture to enable autonomous CRI studies.
Preliminary results indicate that the architecture of the sys-
tem for autonomous CRI studies is particularly promising.

2. KASPAR HUMANOID ROBOT
Kaspar is a child-sized robot which functions as a plat-

form for HRI studies, primarily utilising facial expressions
and physical gestures (movements of the hand, arms, and
gaze), to interact with humans. The robot is approximately
60 cm tall and sits in a fixed position (see Figure 4). The
main body of the robot contains the electronic boards, bat-
teries and servo motors. Kaspar has 18 FSR pressure sensors
placed in several locations around the body including the
hands, arms, shoulders, torso, head, legs and feet to detect
tactile interaction. The robot has 11 degrees of freedom in
the head and neck, 5 in each arm and 1 in the torso. The
face is a silicon-rubber mask, which is supported on an alu-
minium frame. The robot’s eyes are fitted with video cam-
eras and can move up/down, and left/right, the eyelids can
open and shut and the mouth is capable of opening, shut-
ting, frowning and smiling. The Kaspar controller system
has several pre-programmed behaviours that are typically
used for generic play sessions and include various postures,
hand waving, drumming on a tambourine that is placed on
its legs and singing children rhymes [2].

3. THE INTERACTIVE ARCHITECTURE
In order to develop the interactive architecture (IA), we

have been following the typical sense-think-act architecture
[3] and implemented its components based on our robot’s
tasks and game scenarios defined in the project. Since one
of the primary objectives in our studies is to use several toys
to engage children to play with the robot, the first step to-
wards creating an autonomous CRI, relies on Kaspar’s com-
petency to accurately recognize and track different toys as
well as children’s high-level communicative signals. These
core features will assist Kaspar’s ability to track the status of
the game and adapt its behaviour accordingly to achieve the
relevant educational or therapeutic objectives of the game.
For this reason, in the IA development, we have defined the
concept of ‘object’ as something with pre-defined charac-
teristics and features, which plays an essential and known
role in CRI. Following the same strategy, we have consid-
ered children, toys, environment, and the robot itself, as
different objects, which have inherited different characteris-
tics and features. For example, a person has been defined
as an object with a head, skeleton, voice, and facial expres-
sion while a toy has been defined as an object with a name,
colour, 3D position and orientation.

As shown in Figure 2, the IA has three main intercon-
nected layers, which deal with Kaspar’s Sense or perception,
Think or decision making and action planning processes, and
Act or low-level motor control and action performing capa-

Figure 2: The Kaspar’s interactive architecture for au-
tonomous child-robot interaction.

bilities. The IA has fundamentally two functions, the first is
to perceive the environment, using various sensors and de-
vices, and the second is to control the robot’s behaviour in
an appropriate way in order to advance the game and close
the interaction loop with children. IA functions as an active
vision for the robot, which is aware of the interaction envi-
ronment and adapts the robot’s behaviour in real-time by
taking into consideration the rules of the game, the tasks,
as well as the child and game status. The following section
briefly discusses the layers and their underlying components
as well as the implementation process.

3.1 The Sense Layer
The input layer of IA acquires low-level sensory informa-

tion through different devices and creates high-level percep-
tual information (meta-data) e.g., body gesture, which is
understandable to the next layer. The sense layer collects
the incoming data streams in real-time from a Kinect v2
device, a Gyro-Acc. sensor, a full-HD camera, and several
touch sensors that have been placed on the robot’s body. As
shown in Figure 2, there are several parallel perceptual mod-
ules that have been integrated in order to track and analyse
different objects e.g., children and toys. Each module is a
software package that analyses a specific high-level feature
of the objects, as follows:

3.1.1 Human Analysis Module (body analysis, speaker
tracking, and speech recognition)

This perception task has been achieved by integrating the
Microsoft Kinect Software Development Kit (SDK) v2.0 into
the sense layer. It is able to simultaneously detect up to
six humans in the robot’s field of view (FOV) and track
the 3D positions of 25 body joints for each person, in real-
world coordinates. Using this information, the body gesture
and head posture of the user can be recognized, which is
important in CRI, due to their social communicative roles
in human social interaction. The speaker tracking capabil-
ity of the layer has been realised using the beam formation
functions of the SDK. By comparing the beam angle in the
environment with the 3D angles of the children seen in the
FOV, the individual who speaks can be tracked in real-time.
In order to recognize the speech of the speaker, we have in-
tegrated the Windows speech recognition platform into the
sense layer. This module receives the audio signals through
the Kinect’s microphone array and recognizes the utterance
of users based on a pre-defined list of the word/sentences
that we have defined in the Kaspar’s database. Using this
module, the users will be able to verbally interact with the



robot. However, the performance of the module as well as
the recognition rate are still unknown for child-like voices,
it performs relatively well with adult speech.

3.1.2 Toy Analysis Module (multiple toys tracking,
toys 3D orientation estimation)

In order to analyse multiple toys, image processing tech-
niques such as blob detection and colour filtering have been
employed to detect and extract an object from the back-
ground and determine the pixel address in the 2D frame.
For this reason, the object analysis module, firstly, acquires
the image constructed by the RGB camera, and processes
the image in order to convert its specifications (dimensions
and pixel ratios) into the one required for the filtering step.
The module then applies different filters to filter out the
specific colours in order to identify the colour regions in the
image. Finally, it returns as the output, the pixel address
(x,y) of each object in the camera’s FOV. In order to facili-
tate and improve the above aforementioned image processing
tasks, the open source image processing/vision library called
AForge has been integrated into the toy analysis module.
However, due to the performance issues encountered, other
image processing libraries such as Accord and EMGU Net
will be evaluated in the future to assess their suitability for
integration into the layer. This perception task performed
by the following phases:

• Colour frame acquisition: the system acquires the colour
frame of an external wide-angle camera, with up to 30
frame-per-second with the 1920 x 1080 pixel dimen-
sions, and converts the image dimensions to 640x480.
It then visualizes the new created colour frame in an
image holder in the dedicated user interface. The UI
allows users to view the camera’s FOV and specify the
target object for the system.

• Defining the target toys in the colour space: in this
phase Kaspar operator should introduce the target toys
for the system through the UI by a left-clicking with
the mouse on the target object in the FOV. The system
then picks the pixel address of the selected point and
maps it into the camera’s colour space. Since each
pixel is presented by a mixture of the colour values,
the system returns the pixel address (x,y) as well as
the Red, Green, Blue (RGB) values of that pixel and
passes these values to the colour filter.

• Filtering out specific colours: Once the RGB colour
values have been determined, the user should specify
the radius, which enables the system to filter out a
range of colours instead of a specific colour (e.g., a
range of the colour blue for a blue object). The centre
of the range is the RGB values given by the operator
and with the specified radius. The filter function, fil-
ters out the pixels of the image, and decides, which
colour is inside of the RGB range and radius. Since
the RGB values of the object might change in differ-
ent lighting conditions, using the radius in the filter
results in more robust colour tracking capabilities.

• Making a Threshold: In colour tracking, in some cases
there are other unwanted objects which have similar
colours to the target object. In order to remove the
unintended objects, the Thresholding method can be
used. This method converts the RGB frame to the
grayscale and measures the light intensity of each pixel

Figure 3: The structure of the meta-data in the sense layer.

and applying a threshold, then returns 0 for the val-
ues of intensity lower than the threshold, and returns
1 for the values higher than the threshold. This phase
results in a black and white image (binary image) in
which only the selected object are shown and the back-
ground is removed.

• Blob Counter: once the background has been removed,
the system has to localize the target toys and find
the pixel address of the object in the image frame.
For that, the system uses the blob counter technique,
which takes advantage of a label algorithm to locate
the toy. Once the object regions have been specified,
we can apply an additional filter to filter out the toys
based on their size or other feature such as shape.

• In the last phase the system overlays a rectangle on
the selected toy, and comparing the RGB values of the
pixel in centre of the rectangle with the robot database,
it recognizes and targets the toy in the colour space.

In addition to the toy recognition and tracking capabili-
ties, the module estimates the 3D orientation of a cube that
we use in our game scenarios to assist the children in ac-
quiring the skills being taught. This has been achieved by
analysing the signals generated from the Gyro-accelerometer
sensor, which has been placed inside of the cube. Analysing
the raw data (acceleration signals, angular rate), the mod-
ule returns three of the angles values (roll, pitch, yaw) of
the cube. Knowing the 3D orientation of the cube is very
important since this enables Kaspar to understand which
side of the cube is currently being observed by the child and
which side is being presented to the robot. To ensure the
precision of the module in obtaining the 3D orientation of
the cube, the output of the orientation estimation algorithm
has been connected to a virtual cube in which we can control
its motion by moving the physical cube (see Figure 5).

Once the required perceptual information has been col-
lected by the sense layer it then creates the meta-data, which
is temporary memory to store the information about the in-
teraction environment (see Figure 3). The system manages
the data based on the concept of the ‘object’ that we have
defined. The sense layer creates the meta-data following the
strategy presented in [7]. As shown, there are different data
categories in which each of them manages and stores the
data in several sub-categories. For example, as shown in
Figure 6, the ‘objects’ presented in the FOV are one person
and three toys (two toys + one cube). Based on this data,
the sense layer returns the high-level data of the ‘objects’,
and stores the data of person in the STUDENT 1, and also
stores the toys information in the TOY1, TOY2, and TOY3
data holders respectively.



Figure 4: Some of the Kaspar’s body gestures and eye gazes
generated by the act layer.

3.2 The Think Layer
Once the meta-data has been created and received by the

think layer, the layer firstly visualizes the high-level data on
the screen. Then, in a decision making process it identifies
the region of interest (ROI) (attention target), which can be
for example the face of a child, a toy, or the motion area,
and decides how the robot should react to the information
presented in that ROI. The attention mechanism behind the
decision making process is based on the game scenarios and
the tasks that robot should follow to achieve the pre-defined
goal. Currently for the decision making process we are using
a rule-based mechanism however, we are planning to inte-
grate IrisTK [6] to the think layer in order to have a better
control on the robot’s behaviour and reactions in a multi-
party CRI.

3.3 The Act Layer
Once the information (ROI/attention target, and the robot’s

behaviour/reaction) has been identified, the think layer sends
this information to the act layer through a dedicated YARP
port [4]. The robot’s controller machine in the act layer re-
ceives the data and generates the required control signals
for robot’s actuators in order to display correct behaviour
on the robot. As shown in Figure 4, the act layer is able to
display different body gestures and head poses for the robot.
The data communication between the robot controller ma-
chine and Kaspar can be performed either through a wired
or wireless (Wi-Fi) network.

4. THE PRELIMINARY TEST OF IA
We evaluated our interactive architecture in a human-

robot interaction experiment with Kaspar. The purpose of
this experiment was twofold: (i) to demonstrate if each indi-
vidual layer and the modules are able to detect and track the
specific features in real-time, and (ii) to demonstrate if the
overall IA is able to manage the data flow from the sensory
level to the robot control level in order to enable Kaspar to
shape an autonomous social interaction with a human. For
this reason, we defined a HRI scenario in which the subject
was instructed to initiate a social interaction with Kaspar
and introduce two new toys to Kaspar, which are presented
in different colours (red and blue). The subject then reposi-
tioned the toys and asked the Kaspar to see if it could find
and track the toys in the FOV. As shown in Figures 5 and
6, the IA was able to detect and analyse different high-level
features that shows each of the sense, think, and act layer
as well as the underlying modules were working correctly.
Furthermore, the preliminary evaluation of the autonomous
interaction between Kaspar and the person demonstrated a
promising capability of the proposed architecture in enabling
an autonomous interaction with Kaspar.
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