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Abstract

Privacy has never been an explicit goal of authorization mechanisms. The tradi-
tional approach to authorisation relies on strong authentication of a stable identity
using long term credentials. Audit is then linked to authorization via the same
identity. Such an approach compels users to enter into a trust relationship with
large parts of the system infrastructure, including entities in remote domains. In
this dissertation we advance the view that this type of compulsive trust relation-
ship is unnecessary and can have undesirable consequences. We examine in some
detail the consequences which such undesirable trust relationships can have on
individual privacy, and investigate the extent to which taking a unified approach
to trust and anonymity can actually provide useful leverage to address threats to
privacy without compromising the principal goals of authentication and audit. We
conclude that many applications would benefit from mechanisms which enabled
them to make authorization decisions without using long-term credentials. We
next propose specific mechanisms to achieve this, introducing a novel notion of
a short-lived electronic identity, which we call a surrogate. This approach allows
a localisation of trust and entities are not compelled to transitively trust other en-
tities in remote domains. In particular, resolution of stable identities needs only
ever to be done locally to the entity named. Our surrogates allow delegation, en-
able role-based access control policies to be enforced across multiple domains,
and permit the use of non-anonymous payment mechanisms, all without compro-
mising the privacy of a user. The localisation of trust resulting from the approach
proposed in this dissertation also has the potential to allow clients to control the
risks to which they are exposed by bearing the cost of relevant countermeasures
themselves, rather than forcing clients to trust the system infrastructure to protect
“them and to bear an equal share of the cost of all countermeasures whether or not
effective for them. This consideration means that our surrogate-based approach
and mechanisms are of interest even 1n Kerberos-like scenarios where anonymity

is not a requirement, but the remote authentication mechanism is untrustworthy.
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Chapter 1

Introduction

1.1 Motivation

The purpose of authentication is to verify that a user 1s who he/she is claiming
to be. The goal of authorization is to provide access for certain users to cer-
tain resources based on predefined business rules. An audif trail links actions to
principals retrospectively. Authentication, authorization and audit trail are three
traditional concemns in building a privilege management infrastructure (PMI). Tra-
ditionally, authentication is strong (based long term credentials linked to a stable
identity) and authorization is linked to audit via the authentication mechanism
(explicitly using the same long term credential and 1dentity).

Often authorization decisions are made in electronic services using a stand
alone application known as a trust management engine [10]. Trust management
engines are used to aid applications in situations where the application is faced
with a request for a potentially dangerous action. Long term credentials of re-
questors are evaluated against policies by the trust management engine before a
decision 1s made about the request. For example in a typical role based access
control scenario [7, 35] users present the role server with the user’s key certificate
(which is long term and linked to a stable 1dentity) and prove that the presenting
user is the legitimate owner of the key certificate. The role server can then consult
a trust management engine like Keynote [9] or Policymaker [10] before activating

the relevant roles.
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Traditionally identity management has been a part of the trust management
envelope. The repeated use of long term digital credentials (by trust management
engines to make authorization decisions) enables an adversary to correlate all the
actions of a particular user and then link these actions back to the stable i1dentity
to which these credentials correspond. Thus an adversary can build a complete
dossier on an individual [19]. Thieves can steal sensitive personal information,
terrorists can track their targets using government maintained address fecords, or
servers at the far end can leak sensitive information about us. In many instances
in the past people have suffered damage due to the malicious use of sensitive
information [4]. One of the problems is that too much information about us 1s
stored at too many places, maybe without our explicit knowledge and consent,
and we do not have a clue how personal sensitive information will be used by
entities at the other end of the communication channel. Moreover most attacks
on electronic databases are by insiders and not outsiders [4], and tighter access
-controls cannot prevent an attack mounted by a user with legitimate access to the
system.

There is a widely held view (which we discuss further in chapter 2) that the
rapid erosion of privacy, resulting from the repeated use of long term credentials
in the electronic world, is a threat. There have been several previous approaches
(which we discuss in chapter 2) advocating anonymous transactions. The problem
of using long term digital credentials linked to a stable long term identity has
well been understood in the world of commercial transactions, and anonymous
payment mechanisms [19, 18] were designed to deal with this. However current
anonymous payment mechanisms cannot be used to address the threats to privacy
in the domain of access control systems. Digital cash [19] for example advocates
complete anonymity and it then becomes difficult for an auditor to link actions to
principals retrospectively which is a legitimate requirement.

1.2 Scope of this Dissertation

This dissertation focuses primarily on the area of access control systems, and
argues that the exclusive use of long term credentials represents a lost opportunity
in this area. We propose that many applications would benefit from having ways of
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making authorization decisions without usi-r-lg long term credentials. We propose
examples of such mechanisms in this dissertation, using which policies can be
enforced in access control systems without compromising the privacy of a user.
Our approaches allows a localisation of trust and entities are not compelled to
transitively trust [21] other entities which form part of a system.

This dissertation investigates the extent to which taking a unified approach to
trust and anonymity can provide useful leverage to address the threat to privacy
without compromising the principal goal of access control mechanism, which is
to allow access to a resource to authorized persons and to prevent unauthorized
access. In our privacy model users reveal their identities to some and conceal
their identities from others, which is similar to the privacy model proposed in [1].
We focus on some prominent role based authorization models with emphasis on
providing auditable anonymous role activation mechanisms using short lived elec-
tronic identities. We propose a new layer of anonymity in the current trust man-

agement systems which can coexist with traditional non-anonymous mechanisms.

To be precise we concentrate on

1. Establishing the extent to which un-correlatability i1s an obvious require-

ment for authorization systems.

2. Examining how we can address classical trust management problems in an

anonymous way.

These two requirements are not independent, at present we are prevented from
thinking of the former as there is no way of doing the latter. This dissertation
provides a happy middle ground between absolute privacy and zero privacy. Our
approaches are founded on an ability to control both the availability and linkability
of transactions. One of the interesting aspects of transactions is that we have no
real control over the actions of the other party, so in order to achieve certainty of

privacy we use unlinkability as our weapon.

1.3 Contribution

In this dissertation we define a new notion of surrogates or short lived electronic

identities. We construct authorisation mechanisms using these surrogates which
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are suitable for use with role based access control systems such as RCBS [7],
NIST model [35] and OASIS [6], which currently rely on authentication using
long term credentials for activation of roles. We demonstrate how the power-
ful concept of activation of roles using prerequisites described in [6] can also be
achieved by combining our surrogate-based authentication mechanisms with ring
signatures [55]. We also propose an authentication mechanism using our surro-
gates suitable for object based distributed systems like Globe [52].

The designers of various previous anonymous transaction systems [15, 43, 64,
14, 66] emphasize the property of non transferability i.e. only the owner of a cre-
dential can use the credential and the credential cannot be delegated for use by
others. We take issue with such approaches, and investigate ways of supporting
auditable delegation using our surrogates in the anonymous world. We show how
our surrogates can be used to combine anonymous authentication with delegation,
and give some example scenarios where this 1s beneficial. Qur delegation mech-
anism does not greatly restrict the choice of delegation semantics, although for
exposition we adhere to Crispo’s [25] delegation model in this dissertation.

We also show that surrogates can be combined with existing electronic pay-
ment mechanisms without compromising the anonymity of the user. Our surro-
gate based authentication mechanism allows an unbiased auditor with appropriate
authority to correlate actions to individuals but a malicious auditor cannot forge
audit records. Moreover we also show that our surrogates can be combined with
delegation in such a way as to allow a two level audit mechanism with different
levels of trust assumptions for an external and internal auditor. Our approaches
allow a localisation of trust and users are not required to transitively trust [21]
external entities. These mechanisms turn out to be useful even when anonymity
1s not a requirement because they enable remote authentication mechanism to be
taken out of the local trust envelope.

Our surrogates are generated by modular exponentiation of the parent public
key of the user and the secret value corresponding to a surrogate is generated by
modular multiplication of the private key with the exponent used to generate the
surrogate. Surrogates differ from other anonymous or blinded credentials [19,
12, 18, 43, 15, 63] in the way that anonymous credentials need to be certified by
some authority [15, 63], and can be reused [15], or the user needs to get a new
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credential issued after every single transaction [63]. The surrogates we propose
are for single use, does not need to be certified and can only be used by their
legitimate owner. Surrogates are verified by proving that the user/presenter of
the surrogate has knowledge of the secret that was used to generate the surrogate
without revealing the secret. The verification authority can verify surrogates but

cannot masquerade as a legitimate user of the system.

1.4 Organization

We start in chapter 2 with a brief overview of various trust management systems
and anonymous transaction systems. Chapter 3 presents a brief overview of access
control and authentication systems. In chapter 4 we define the new notion of
surrogates which is the main contribution of this dissertation. In chapter 5 we
introduce the basic authorization protocols. We present some mechanisms for
‘auditable anonymous delegation in chapter 6. The implications of our work in
some other application areas is described with some examples in chapter 7. We
set out our conclusions in chapter 8. '

We have deliberately kept the main body of the dissertation short and included
additional material in the appendix. The Appendix contains a number of papers
and a technical report. The first paper entitled “A Palladium Based Solution for Bi-
partite Trust Management” presents a mechanism which was developed at the very
early stages of the author’s PhD project and which we now regard as a false start.
This is followed by “Anonymous Authentication” a paper which was presented at
the Cambridge security protocols workshop in 2004 and will be published in the
Lecture Notes In Computer Science by Springer Verlag. The paper “Uncorrelat-
able Electronic Transactions using Ring signatures’” where we use ring signatures
to authenticate users 1s included next and was presented at the Wholes workshop
organized by the Swedish Institute of Computer Science. The paper titled “Au-
thorization for Ubiquitous Computing”, which introduces a protocol which can
be used in systems based on distributed shared objects, was presented at the Con-
ference on Distributed Processing and Networking organized by Indian Institute
of Technology. The final item in the appendix is a technical report published by
the computer science department of the University of Hertfordshire titled “How
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to deceive Prying Eyes in the Electronic World”.

14



Chapter 2

Trust and Anonymity

2.1 Introduction

Considerable work has been done both in the area of anonymous transaction sys-
tems and of trust management. In this chapter we review some prominent pre-
vious approaches in the light of the research question we are addressing in this
dissertation. Trust management systems were developed to aid applications in
making decisions about requests for potentially dangerous actions, based on local
policies and credentials. For our purposes we divide anonymity techniques into
two major classes, namely anonymous communication channels and anonymous
transaction protocols. The former operates at the network layer, the latter oper-
ates on top of the anonymous channels. Examples of the former are Mixnets [17],
Mixminton [27] and crowd [54] and examples of the latter are Digital Cash [19],
Pseudonym systems [18], [20], [55]etc.

Under various subsections of 2.2 we discuss various trust management ap-
proaches like Keynote, Independent Trust Entities, Attribute Vector model, Cer-
tificates, trusted computing, which is followed by a discussion, of anonymous
communication protocols at the network layer which protects against traffic anal-
ysis, in 2.3. Section 2.4 reviews anonymous transaction protocols which operate
on top of an anonymous communication network discussed in section 2.3. Since
we use ring signatures using RSA keys in some of our protocols, we give a brief
description of the RSA cryptosystem and ring signatures in sections 2.5 and 2.6

15
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respectively. This i1s followed by our conclusions.

2.2 Trust Management Approaches

2.2.1 Trust

Trust 1s a complex subject and there is a considerable variation in the meaning
of trust as used in the literature [38]. Trust 1s often used to mean reliance i.e. A
cannot complete A’s part of a task unless B completes what is required of B. A
can validate B’s actions and it 1s asserted in [21] that in this context A does not
need to trust B although A needs to rely upon B. In the context of the trust man-
agement system we discuss in section 2.2.2 trust is often used interchangeably
with authorization and a trust management system was designed to aid applica-
tions to answer the question “Should we allow to carry out this dangerous action”.
In [38] trust 1s defined as “the firm belief in the competence of an entity to act
dependably, securely and reliably within a specified context”. It is noted in [38]
that delegation is an example of a transitive trust relationship, but in contrast it
1s concluded in [21] that trust is not delegation. In this dissertation we adhere to
the notion of trust set out in [39] which defines trust as a measure of risk i.e. A
trusts B means that B has the ability to violate A’s security policy. We use the
services of a third party whom we refer to as a partially trusted third party (see
chapter 4) in the following chapters. Users trust the partially trusted third party to
aid them to carry out a transaction but the third party cannot forge transactions or
audit records. In other words the partially trusted third party has the potential to
violate A’s anonymity, but cannot masquerade as A. We attempt where possible
to avoid transitivity, as i1t might have adverse and unexpected results [21] in par-
ticular, all trust relationships are local and users are not required to trust unknown
entities external to their local domain. In the rest of this section we discuss some
trust management systems. Systems like Keynote were proposed to address the
1ssue of authorisation (which we deal with in this dissertation) in access control
systems where as independent unbiased trust entities were designed to address the
1ssue of privacy. We keep policy specification languages outside the pufview of
this discussion as our proposed approach (see chapter 4) 1s policy neutral and can
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be used along with any policy specification language.

2.2.2 Keynote

Keynote [9] 1s the latest version of a trust management approach [10] that initially
came from Blaze and others at AT&T. Policy maker [10] was also developed by
the same people and some of them were involved in the development of REF-
EREE [24] another trust management approach that was developed along with
researchers from MIT and W3C. We will focus on Keynote here. Keynote works
more or less like a database query engine. It can function as a stand alone applica-
tion interfacing with other parts of the system and helping them in making deci-
sions. Let’s lump these other parts of the system together and call them ‘client ap-
plications’. Whenever any client application faces the question ’Should we carry
out this dangerous action ” then it refers to Keynote for an opinion and based on
‘that opinion it decides its future course of action. The application presents the
Keynote trust management engine with a set of local policies that should be taken
into account while taking a decision on this particular request, along with the cre-
dentials of the requestor and details about the proposed action. If the proposed
action conforms to the local policy then Keynote advises the requestor to proceed,
otherwise Keynote advises it not to perform this action as it is against the local
policy. Keynote acts as a compliance checker for the client application. The poli-
cies are specified in the form of assertions and the actions are specified which are
evaluated against these assertions. |

Let our policy be that we are only going to allow payment by credit cards to
those who are authorized to accept them and have the required credentials from
a bank or a building society which 1s legally empowered to issue such authoriza-
tions. A keynote assertion specifying this policy looks like

o Authorizer: “DSA: IFFG2” # CA’s key

e Licensee: “RSA: DEF662” # Buyer’s key

e Conditions: “((app-domain == “BUY”) “Pay by credit card if seller is au-
thorized to accept credit cards™)”
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e Signature: “DSA-SHA1:1861234” # Signature of the authorizer.

The sellers need to have digital representation of their authorizations to accept
credit cards. Lets the seller use a SPKI certificate which can be roughly as

o Issuer: “RSA 2GG36” # Bank’s key
e Subject: “RSA 7YYHS” # Seller’s key
¢ Authorization: “Can accept credit cards”

e Delegation: “No”

o Validity: “10/02 - 10/09”

When there is a request by the buyer then the relevant application fetches the rel-
evant credential of the seller, parses it and presents it to Keynote along with the
action requested, the id of the requestor and the 1d of the policy to be consulted
to make a decision. Based upon this information keynote comes out with a deci-
sion which is most likely to be positive in the above instance. Keynote perfectly
enforced compliance with the above mentioned policy but that 1s not all that we
want to achieve. Here keynote checks whether the remote host 1s allowed to accept
credit cards or not and based on this it gives a decision. But consider a situation
where there is a corrupt or disgruntled employee who steals credit card numbers
and uses them, or in other cases people getting access to other information like
medical records etc. Using Keynote one has to live with the threat of correlation
of access requests by an adversary. So we shouldn’t use a Keynote affirmation to
wrap the entire organization with a trust blanket when we do not have information
about the storage and use of records. This static nature of assertions won’t be able
to support a dynamic real world process, where information is accessed and used

by several different users.

2.2.3 Independent Unbiased Trust Entities

Independent unbiased trust entities like TRUSTe, EEF [48] efc. issue a seal that
1s displayed on the websites that do financial transactions online. There are also

alternative dispute resolution agencies that intervene whenever there is a dispute
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between the consumer and the seller. These seals are more like the trade licenses
that we find in most shops or like a safety certificate. For example any boat ply-
ing on the Trent River has to have some form of authornzation from the British
waterways board and display that, but the fact is that just having a seal doesn’t
guarantee all the employees are trained what to do when there 1s a man overboard.
There are checks while 1ssuing such seals or certificates but someone can always
register and get a seal and later on turn dishonest. We are very skeptical about
the utility of such practices in the cyberspace as gathering evidence purely in the
electronic world 1s very hard to do [57], and a seal cannot act as a guarantee for
somebody’s honesty. Seals can have a psychological effect on the customer who
doesn’t understand the system in much depth. So if we again put the question
what happens to our personal information, can these trust entities give us a sat-
isfactory answer? Neither do these seals guarantee proper delivery of goods or
save the seller from being defrauded. Merchant websites displaying such seals
can argue that since they are displaying the relevant seals they are expected to act
properly. The success of these independent unbiased trust entities depends more
on self regulation which assumes that everyone will benefit by acting honestly.
The organizations 1ssuing seals have little control over the storage, use and access
control mechanisms of the target organizations. The seal i1ssuing organizations
also lack verifiable proof of use and storage of information by the sellers and so
an element of risk or unnecessary trust 1s involved between these trust entities and

the sellers.

2.2.4 Certificates

Digital certificates were first proposed by Kohnfelder in his 1978 MIT bachelor’s
thesis [42]. A digital certificate was initially devised after public key cryptogra-
phy was introduced and the need arose to communicate to principals each other’s
public key. Typically a public key certificate contains information about the issuer
which may be a certifying authority, the subject whom it 1s supposed to represent,
the dates the certificate i1s valid and related information. This kind of certificate
could not vouch for the trustworthiness of the subject but is primarily used for
binding keys to principals [33]. Digital certificates may also be used to check for
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authorization as in SPKI [32]. As we have seen above in section 2.1, a certificate
from a bank states whether or not a particular seller is capable of accepting credit
cards but that is not enough to ensure that our credit card nhumbers won’t be used
maliciously. Certification schemes depend on a global authority [33]. We need
detailed assertions about who can be a CA, its authority, revocation services etc
in order to build a public key authority of some credibility. In the light of these
problems it can be said that current certificates aren’t readily able to address the
issues which we are interested 1n like proper use of personal information. More
over we are yet to build a global certification authority and our proposed schemes
do not need a global certification authority.

2.2.5 Attribute Vector Model

The Attribute Vector Model [60] was developed with the goal of allowing trust
‘decisions in pervasive computing. This model incorporated both the traditional
identity based model and the context based model that is of relevance to pervasive
computing. In the attribute vector model the degree of trust of an entity S; on §;

is derived as

D(S;, 55) = F(A(55))

where S; and S; are separate entities and A is the set of their attributes. 5;’s degree
of trust D on S; is evaluated using a function f which takes the attributes A ot
S; as an input. Attributes can be traditional credentials or they may be context-
based attributes like location. The former can be used for traditional computing
purposes and the later can be used for pervasive computing devices. In the light
of our question relating to the safety of our personal information now we do not
think this model can be of much help when applied in the traditional context as it
operates on credentials and we have seen earlier that credentials aren’t meant for
guaranteeing somebody’s trustworthiness.

Apart from the approaches mentioned above there were other systems like
PICS [24] which is mostly used for content selection to prevent children from
visiting pornographic websites. In PICS we do not have the means to specify
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policies and credentials in the metadata format. PICS looks for labels and based
on them it approves or disapproves a decision. This kind of system cannot be used
to get an answer to the questions we started with. Microsoft Authenticode [24]
was another approach that was developed to tackle a particular trust management
problem called code signing. Authenticode provides users with the authenticity
and assurance for accountability for software downloaded over the internet. These
approaches rely on the use of long term credentials which by itself 1s a problem
as discussed above 1n sections 3.6 and 2.2.2

2.3 Anonymous Communication Channel

In this section we discuss the mechanisms which prevent an adversary from fig-
uring out who 1s communicating with whom and when, thus preventing traffic
analysis. This 1s important as the protocols we describe later on in chapter 3 of
this dissertation assume the existence of an anonymous communication channel
between the communicating parties. Here we discuss some approaches to thwart
traffic analysis by an adversary who can observe all traffic on the network.

Chaum introduced the idea of using relay servers or remailers or mixes for
anonymous communication [17]. The first widespread implementation [26] of an
anonymous communication channel were produced by the Cypherpunks mailing
list, which was based on the theoretical work on Mixes. Later Mixmaster [45]
was developed which added some features missing in Cypherpunk remailers. A
mix network which allows the sender to choose the path is known as a free route
network where as a mix network which allows only fixed routes is known as a
cascade network. Cascades provide greater anonymity against an adversary who
owns many mixes [8] than free routes, but are more vulnerable to blending at-
tacks [59]. Moreover cascade networks have lower anonymity as the anonymity
set 1s limited to the number of messages the weakest node can handle, whereas in
free networks larger anonymity sets are possible as no mix acts as a bottle neck
and many mixes handles messages in parallel [27].
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2.3.1 Chaum’s Mix nets

This technique was proposed by David Chaum [17] based on public key cryptog-
raphy. It allows an electronic mail system to hide who a participant communicates
with as well as the content of the communication. The system assumes that:

1. anyone may learn the origin, destination and representation of all messages
in the underlying telecommunication system and anyone can inject, modify
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2. Itis difficult to determine anything about the correspondences between a set
of sealed items and the corresponding set of unsealed items.

The users of the computer system include not only the communicating partners
but also a computer called a mix which will process each mail before it is de-
livered. The sender encrypts a message with the recipient’s public key, and ap-
pends the address of the recipient. The encrypted message and the address of
the destination are then encrypted using the public key of the mix. If the public
key of the recipient 1s K, and that of the mix 1s K, then the input to the mix
is Kn|Ry, K. (Rg, M), A,| where Ry and R, are random numbers used as con-
founders (the confounder 1s a random byte string which has been inserted in the
message and 1s intended to make chosen and known plaintext attacks more dif-
ficult) and A, is the address of the recipient and denotes . The mix decrypts the
input using its secret key and then forwards the message to the recipient. The mix
outputs messages in batches. The goal is to hide the correspondence between the
input to, and output of, a mix. However 1f one item is repeated in the input and
is allowed to be repeated in the output then the correspondence is revealed for
that item. What 1s important is that the mix removes redundant copies before the
output. In case of a single mix the approach is to maintain a record of items used

In previous batches.

2.3.2 Onion Routing

Onion routing [62] 1s a general purpose communication infrastructure for private
communication over a public network. It interfaces with off the shelf software
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and systems through specialized proxies making it easy to integrate into exist-
ing systems. It operates by building anonymous connections within a network
of real time Chaum mixes. Onion Routing’s network of core onion routers are
distributed and under multiple administrative domains so that no single router can
compromise the entire network. Onion routing can be used with both proxy-aware
and non proxy-aware applications. Onion routing’s anonymous connections are

protocol independent and exist in three phases:

1. Connection set up- Set up begins when the initiator creates an onion which
defines the path of the connection through the network. An onion is a data
structure that specifies the properties of the connection at each point along

the route.

2. The next phase i1s data movement when data travels along the connection
and each onion along the route uses its public key to decrypt the onion
it receives. As data moves through the anonymous connection each onion
router removes one layer of encryption as defined by the control information

in the onion defining the route.

3. Connection tear down can be initiated by either end or by the middle.

2.3.3 Mixmaster: Type 2 Remailer protocol

Mixmaster’s [45] design philosophy is strongly influenced by Chaum’s digital
mixes. Messages are sent as one or more packets. All mixmaster packets are
of same length and all bits are encrypted with a 3DES [61] key at evéry hop, so
no information about the identity of the message is visible to the observer. Even
a compromised remailer can only know the previous and next locations in the
chain but it cannot figure out how many preceding hops there were or how many
following hops there will be. The header for the last remailer in the chain contains
a flag “iindicating that 1t 1s the last hop, and indicates whether the message is part of
a multipart message. If it is part of a message then the message ID number is used
to 1dentify all the other parts. Only the last hop can see that a group of packets
are part of a single message. If not all parts arrive within a time limit then the

message 1s discarded.
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2.3.4 Mixminion: Type 3 Remailer protocol

Mixminion [27] a protocol for asynchronous loosely federated remailers addresses
some of the flaws of Mixmaster while being as flexible as Mixmaster. Mixmaster
does not support replies while Mixminion introduces a new primitive called sin-
gle reply use block (SURB) which makes correlated replies as secure as forward
blocks. In Mixminion the servers themselves cannot distinguish reply messages
from forward messages. Mixminion uses TLS over TCP for link encryption be-
tween remailers and use ephemeral keys to ensure forward anonymity for each
message, where as Mixmaster uses SMTP for transport. Most ISPs do not tolerate
users who potentially deliver hate mail etc, and this requirement forms a barrier
to wide scale remailer deployment. Mixminion allows each node to specify and
advertise an exit policy, where as Mixmaster provides no way for the nodes to
advertise their capabilities and roles. Replay attack is a serious problem in mix
networks: Mixmaster keeps a list of old entries but here an attacker just has to wait
till the server has forgets all its old entries and then replay a message. Mixminion
addresses this threat using key rotation: a message is sent addressed to a given key
and after the key changes no messages to an old key will be accepted. Mixminion
uses synchronized redundant directory servers to provide information about the
network compared to the ad hoc approach of Mixmaster. There is also a simple

dummy policy in Mixminion to improve anonymity.

2.4 Anonymous Transaction Protocols

2.4.1 Private Authentication in Mobile Networks

Protocols for private authentication in mobile networks were proposed in [1] where
communicating parties reveal their identities to each other but not to others in
a group or third parties. When a mobile principal A wants to communicate to
another mobile principal B both in the same location then they both exchange
messages encrypted with their public keys 1n such a manner that an eavesdrop-
per cannot detect the presence of either A or B in the area. The protocols 1n [1]

cannot be used for the scenarios we deal with in this dissertation as 1n our cases
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the communicating partners do not reveal their identities to each other. Moreover
in [1] two parties always use long term credentials to communicate with each

other which can be used to correlate actions of a particular principal.

2.4.2 OniPrivacy and Lumeria

These systems were developed to protect user’s personal information from com-
panies. iPrivacy 1s a U.S based company whereby the user downloads software
from a website [48]. This software encrypts the user’s personal details, creates
a fictitious identity and a one time credit card number, which 1s matched by the
credit card company with the real credit card number and then the goods are deliv-
ered at an address chosen by the customer. With Lumeria [48] all the information
is stored with Lumeria and the customer accesses the seller via a proxy server of
Lumeria and can then buy goods online. These schemes can be compared with the
example that we have mentioned earlier where one trusts his/her doctor to keep
their medical records safe. We cannot have any verifiable proof about the integrity
of the software downloaded over the net or the integrity of the company storing
our personal information. So these kinds of schemes we think are vulnerable to
abuse in the same way as the previous ones where we keep our information with

the selling websites.

2.4.3 Chaum’s Digital Cash

A detail description of digital cash can be found in [19]. The user goes to the bank
with a signed request called a note; the bank credits the account of the requestor
after checking the signature on the note. In this scheme users generate the note
number which the bank cannot see and that’s how they ensure that even the bank
cannot track the spending habits of the user. The note number is unique for every
different note. After a note has been spent the bank can see the note number
but cannot figure out to whom the note was issued. Users carry a device called
representative supplied by the bank to generate the note numbers. There are also
proposals of implementing an observer in the representative of the user which
checks against double spending. The anonymity of a user can be compromised if
he/she tries to spend a particular note twice. This scheme cannot prevent transfer
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of credentials which is not a problem in case of notes but certainly would be for

driving licenses, medical prescriptions etc.

2.4.4 Pseudonyms

A scheme using pseudonyms or short lived electronic identities was proposed
in [43]. Here the user generates private and public keys and so do the organi-
zations. The user goes to the credential issuing organization and generates an
pseudonym (short lived identity) which is a function of the secret and non secret
keys of the user and the organization. Credentials contain the nym of the user
which the user can then use for the purpose the credential is meant for. The user
has different credentials for different organizations and it can use credentials is-
sued by one organization while dealing with another organization. Our proposals
differ from pseudonyms: in our scheme the user is globally represented by his/her
public key rather than by different pseudonyms, auditable delegation is not possi-
ble using pseudonyms.

2.4.5 Idemix

A description of idemix can be found in [15]. In idemix an user first registers with
a global pseudonym authority (PA) with which the user registers its pseudonym
and PA issues a credential stating that the pseudonym is valid. The user then can
use the pseudonym to get a reference for a credit card payment from a different
organization. The organization 1ssuing payment tokens trusts the PA. A user can
then use the payment tokens with other organizations. The user, PA and other
organizations have to be part of the idemix system: idemix issues IP addresses
as well as SSL certificates to each of them. Moreover there arises a need for a
global pseudonym authority which everyone needs to trust. It is our contention
that building a global pseudonym authority is as difficult as building a global pub-
lic key authority and both in any case are developments yet to come to fruition.
Moreover transfer of credentials is not possible in the idemix system. The mech-
anisms we propose in chapter 5 do not need a global pseudonym authority, as
trust relationships are more localised e.g students trust their own university net-
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work administrator. Moreover our mechanisms can coexist along side with non

anonymous mechanisms and do not need a significant change in the infrastructure.

2.4.6 Globally Unique Pseudonym

A scheme for tying attributes to pseudonyms was proposed in [64]. An user con-
tacts a registrar with a proof of his/her identity. The registrar is not a single entity
but a group of principals and the user must contact a threshold number of them.
The registrar then contacts an 1ssuer who 1ssues a globally unique pseudonym to
the user and binds the pseudonym with the public key for signature and encryp-
tion which 1s called a GUP certificate. Issuers like registrars are threshold entities.
Having threshold entities prevents disclosure of individual information as well as
registration of multiple entities by a single user. GUP certificates can be used ei-
ther as a attribute certificate or can be used for commercial purposes. The scheme
presented in [64] requires a global pseudonym authority and a registration author-
ity which is similar to trusting a third party with personal sensitive information [4].
The schemes we present in this dissertation has a more localised trust rélationship
rather than a global authority.

2.5 The Rivest Shamir Adleman Cryptosystem

The RSA crypto-system [56] relies on the difficulty of factoring composites of
large primes to provide its security. A composite n = p*q is computed, and made
public, while the two primes p and q are kept secret. A valuee wherel < e < (p—
1) * (g — 1) is chosen at random, and d such that d e = 1 mod (p — 1) * (g — 1)
is efficiently calculated. The public key is(e, n), while(d, n) is the private key.
In order to encrypt a message M for the public key (e,n) one simply performs an
exponentiation modulo n. The ciphertext is therefore

M® mod n (2.1)
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To decrypt, the message 1s simply raised to the power of the decryption key,
M mod n =M mod n (2.2)

Digital signatures can also be implemented. The public verification key is denoted
(e,n) while the signature key 1s (d,n). The signer raises the message to be signed
to the power d as follows

M%mod n (2.3)
and the venifier checks the signature as follows:

M® mod n = M mod n (2.4)

All operations are performed modulo n. Digital signatures provide integrity prop-
erties and non-repudiation properties: if the public key of Bob is well known,
Alice can prove to a third party that Bob has signed a message. We in this disser-
tation use RSA keys to generate ring signature (see section 2.6).

One of the major issues in public key cryptosystems is key managefnent. Sev-
eral techniques have been proposed for the distribution of public keys which are

as follows
1. Public anouncement
2. Publicly available directory
3. Public key authority
4. Public key certificates

For a detailed discussion on key management one can refer to [61, 11]. For the
protocols we propose in this dissertation we do not assume the existence of a
global public key authority, thus eliminating transitive trust relationships between

users and global authorities.
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2.6 Ring Signatures

Protocols for our example scenarios 5.4, 5.3 and 6.3 make use of a two level
authentication mechanism where users first authenticate as members of a group
using ring signatures and then use their surrogates to authenticate as discussed in
section 4.5. We give a brief description of ring signatures here. Ring signature
was designed Ron Rivest, Adi Shamir and Yael Tauman [55]. They call a set
of possible signers a ring. One of the members of the ring actually signs using
his/her own private key and the public keys of the other ring members. In this
signature scheme the verifier doesn’t learn who the signer is but can only learn
that the signer 1s a member of a certain group of possible signers. In producing
such a signature the signatory doesn’t need the co-operation of any other member
of the group. The other members do not even have to agree to be in the group.
All the signer needs to know i1s the public keys of all the members of the group.
‘Unlike group signatures ring signatures do not have any set up procedure, have no
revocation procedures (but verification depends on ring membership at the time of
signing), and any user can choose any set of possible signers. What is important
from the point of view of the protocols we present in this dissertation is that ring
signature is perfectly signer ambiguous. If there are » members of a ring then it
1s difficult for an adversary to guess the correct signature with a probability more
than 1/r. Since complete anonymity is not a requirement in our protocols we
use ring signature in conjunction with our surrogates to enable an auditor to link
actions to individuals retrospectively.

The ring member who actually produces the signature is known as the signer
and other ring members are known as non signers. Each member is associated
with a public key P (via a PKI directory or certificate) and the corresponding
private key 1s known as S,.. It is assumed that the ring members use a trapdoor one
way permutation (such as RSA) to generate and verify signatures. Ring signatures

have two procedures:

1. ring—sign(m, P1, P2....Pr, S;) : This produces a signature o on message
m, given the public keys P1, P2.... Pr of the r ring members and the private
key S}, of the signer.
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2. ring—vertify(m, o) : This accepts a message m and the signature o (which
includes public keys of all the members of the ring) and outputs either true

or false.

Here we describe a ring signature scheme where individual signers use RSA as

their signature scheme.

2.6.1 Ring Sign

Each ring member A; has an RSA public key P; = (n;, e;) and the trapdoor one

way permutation f; over Z,,. is defined as:
fi(x) = 2% mod n;

By the properties of RSA it is assumed that only A; can compute the inverse per-
‘mutation f;! efficiently. Since the trapdoor one way permutations of various ring
members will have domains of different sizes, so for ring signatures all the trap
door permutations are extended to have a common domain {0, 1}°, where 2° is
some power of two which 1s larger than all moduli n;s. The trapdoor oneway per-
mutation f; over Z,. is being extended to g; over {0, 1}’ and a detailed discussion
can be found in [55]. The signature 1s generated as:

1. The signer s first computes a symmetric key as the hash of the message m
to be signed:

k = h(m)
2. Then the signer chooses a random initialization value v uniformly at random
from {0, 1}°.

3. Next the signer for picks random z; for each other member of the ring,
1 <i<r,i /s, uniformly from {0,1}° and computes 7; for each ring

member where 1 £s:

Yi = Qi(zi)
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4. Fourth the signer solves the ring equation for y,. The ring equation is a com-
bining function which takes as input the key £, and the imtialization value v
and values ¥y, ¥2, ..., yr in {0, 1}° and produces an output z in {0, 1}°. The
combining function is efficiently solvable for any single input: for each s,
1 <1< r,givena b bit value z and values for all the inputs y; except ys, it
is possible to efficiently find a b bit value for ys such that Cy. ,(v1, y2, ---, Y1)
= z. In this step the signer solves this equation for y; where z = v.

Ck,v(yh Y24 000y yr) =V

5. Next the signer uses his knowledge of the trapdoor oneway function in order

to invert g, on y, to obtain x,.
_ -1
.'1:3 T 93 (:BS)

6. The signature o on the message is defined as:

0 = (P1, Py ey Pr; 031, oy )

2.6.2 Ring Verity

A verifier can verify an alleged signature ¢ on the message m, where
og=(P,P,.., P;v;1y,...,T,)

ds.

1. Firstforz =1, 2, ..., r the verifier computes
y; = gi(Xi)
2. Second the verifier computes the hash of the message to get the key £ as:

k = h(m)
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3. Finally the verifier checks whether the y;s satisfy the fundamental equation:
If the equation is satisfied then the verifier accepts the signature as valid.

Ck,u(y11y2; ...,yT') = v

We have discussed the RSA cryptosystem based on composites in section 2.5
where we generate inverses of RSA public keys. These inverses are used for
doing ring signatures as described here in this section e.g. where the private key
is used to invert the trapdoor one way permutation as shown in step 5 of the ring

sign operation.

2.7 Conclusions

As discussed above trust management systems, independent trust entities or cer-
tificates cannot guarantee proper use of personal sensitive information. Anonymity
systems provide a solution to the problem of privacy but cannot be used for mak-
ing authorization decisions using current trust management systems, as trust man-
agement systems currently make decisions based on long term credentials like key
certificates. Long term credentials, on the other hand, enable an adversary to cor-
relate all the transactions of a particular user, which compromises the privacy of
the user. In chapter 5 we shall present some alternative mechanisms where trust
decisions can be made using transient identities or surrogates.

Privacy enhancing technologies [19, 12, 18, 43, 15, 63] cannot igndre the fact
that delegation 1s a key organizational practice. For anonymity systems to gain
widespread acceptability they must support delegation. In chapter 6 we propose
a mechanism using which we can have auditable delegation of credentials in the
anonymous world. We illustrate the general approach which, we propose, by
presenting a protocol which can be used in a role based access mechanism to

authenticate users to roles anonymously.



Chapter 3

Access Control and Authentication

Mechanisms

3.1 Introduction

We review some popular access control models relevant to our work in section
3.2, and describe an approach to access control in a system based on distributed
shared objects in section 3.3. The delegation model we shall adhere to in this
dissertation 1s discussed 1n section 3.4 and 1s followed by a brief description of an
open network authentication system called Kerberos in section 3.5. We describe
an early version of Microsoft Palladium and our solution based on this Palladium
architecture in section 3.6 and subsection 3.6.1 respectively. This is followed by

our conclusions in section 3.7.

3.2 Access Control Mechanisms

Access control mechanisms are designed to control access to valuable information
and are used by the military, the government and large organizations. Their goal
1s to permit authorized access as well as to prevent unauthorized access. In the
following subsections we give a brief overview of various access control mecha-

nisms.

33



CHAPTER 3. ACCESS CONTROL AND AUTHENTICATION MECHANISMS34

3.2.1 Mandatory Access Control

Mandatory access control (MAC) supported both by military and civilian govern-
ments attaches security labels to objects to be protected and clearance levels to
the users. This model was first formalised by Bell and La Padula [5] but later on
Sandhu 1n [58] presented a minimal model called BLP. In these models access is
granted on the basis of the security label of the object and the clearance level of
the user. MAC was developed primarily for the military environment and did not
permit read up or write down: that 1s an user with a lower clearance level cannot
read information with a higher clearance level nor can write objects with a lower
clearance level. Thus information flow among entities is restricted. The system
administrator 1s responsible for maintaining and setting both sets of security lev-
els.

3.2.2 Discretionary Access Control

Discretionary access control (DAC) mechanisms unlike MAC allows users to con-
trol who has access to their information. Users can delegate their own rights to
other users. A matrix can be used to represent access to all objects by all users.
This matrix is known as an access matrix and has a row for every user-and a col-
umn for every object. DAC 1s more appropriate for static situations where users
and the objects remain same for a considerable length of time. In organizations
where users as well as objects change frequently DAC is inadequate [6, 7].

3.2.3 Role Based Access Control

Role Based Access Control (RBAC) has been perceived by many [34] as more
appropriate than DAC to the secure information processing needs of non-military
systems. The RBAC mechanism 1s built upon the premise that in large corpo-
rations individual employees do not own the informatton they process or have
access to, the information is owned by the corporation and RBAC mechanisms
should prevent employees from making unauthorized use of information. Roles
in RBAC model the roles individuals perform in any organization e.g. in a hospital

the roles an individual can perform can be doctor, nurse, clinician, pharmacist etc.
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Roles are a group of permissions that an individual acting in the role can perform
within the context of the organization. The determination of membership of roles
and allocation of permissions to roles are in compliance with organization policies
and not so much at the discretion of the system administrator. These policies are
based on existing practices, laws, or ethics. The users cannot pass access permis-
sions on to other users at their own discretion. Authentication of users to roles is
done using long term credentials like key certificates, role certificates etc. This
enables an adversary to correlate all the transactions of a particular user. In mech-
anisms using long term credentials, audit is traditionally linked to access control
via authentication using the same identity. We show alternative ways of authen-
tication and audit without using long term credentials in this dissertation. In this

dissertation we also deal with activation of roles using prerequisites as described
in [6].

NIST model

The NIST model was proposed in [35]. The NIST RBAC model is organised in
four step sequence of increasing functional capabilities. The four levels are:

e Flat RBAC

e Hierarchical RBAC
e Constrained RBAC
e Symmetric RBAC

Flat RBAC captures the essential elements of RBAC. Users are assigned to roles
and permissions are assigned to roles. Flat RBAC has a requirement for role
review whereby the roles assigned to a specific user can be determined as well as
the users assigned to specific roles. Flat RBAC also requires that users are able to
exercise permissions of r‘hultiple roles simultaneously. Hierarchical RBAC is for
supporting role hierarchies. A hierarchy is mathematically a partial order defining
a seniority relation between roles, whereby senior roles acquire the permissions
of their juniors. Hierarchical RBAC can support an arbitrary partial order or may
impose restrictions on the role hierarchy. Constrained RBAC adds a requirement
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for enforcing separation of duties. Constrained RBAC allows permission role
review like user role review in Flat RBAC. The NIST RBAC model does not
directly address the issue of authentication and depends on strong authentication

mechanisms based on long term credentials.

RCBS

The Role and Context Based Security (RCBS) model was proposed in [7]. This
model introduces permission centric operational Separation of Duty (SoD) con-
straints which can be built on top of standard RBAC models or can be introduced
as an additional feature of RBAC models. RCBS introduces the concept of critical
combination which groups the set of transactions of a task and enforces Per-Role
Operational SoD, Static Operational SoD and Inheritance in Operational SoD
between roles with reference to the transactions in the critical combination. The
application of permission specific constraints as proposed in RCBS allows for
finer granularity in mutual exclusion between roles. Authentication in RCBS is
done using role certificates which declares the identity of the user and the roles
assoclated with the user. An activation certificate binds the user’s identity with
the names of the activated roles of the current session. The role manager and the
activation manager generate the appropriate certificates. The certificates can also
be used for interdomain authentication in the RCBS model.

OASIS

The Open Architecture for Secure Interworking Services [6] (OASIS) is an RBAC
model developed at the University of Cambridge Computer Laboratory. The fea-
tures of OASIS include session support, prerequisite parameters, context aware-
ness, tlexible delegation with a fast revocation mechanism and distributed oper-
ation and management. Context awareness 1s achieved in OASIS either by tag-
ging roles with parameters which depend on the environment in which the role
was activated or by the use of environmental predicates. These predicates allow
information outstde the OASIS system to be incorporated in the access control
decision process. OASIS supports a form of delegation where the assigner can
transier rights not held by the assigner e.g. a nurse can assign a doctor the role of
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treating.doctor although the nurse does not have the rights of a doctor. OASIS
provides such assignment of rights by mean of appointments. Appointments in
OASIS can express traditional delegation as well as transfer of rights not held by
the assigner. In OASIS [6] the assignment of users to roles is handled by role acti-
vation rules and these rules allow users to enter roles based on valid prerequisites.
Such prerequisites can be a role, an appointment or an environmental predicate.
Environmental predicates are powerful enough to express constraints such as sep-
aration of duties and cardinalities. Every prerequisite can be tagged to make it
a membership condition and can be revoked. If a revoked role forms part of a
prerequisite to activate other roles, the revocation of the former can trigger further
revocation resuting in a cascade. An example scenario [6] is a hospital where the
role on_duty_doctor can only be activated by a user 1f the user has already acti-
vated the role employed_paramedic,local_user and on_duty. Another example
scenario 1s a University where the role research_student can only be activated
by a student if the student has already activated the role student.

3.3 Distributed Shared Objects

We live in a world where resources are hardly ever entirely local but are usually
distributed across various locations. There is seldom a central authority that man-
ages all access to these resources. Designers of distributed systems generally use
long term credentials (key certificates) for authentication purposes. This means
that servers can 1dentify their clients, and can correlate their actions.

Globe [52] is a wide area distributed system where objects are physically repli-
cated at several locations. The principal construct in Globe is a Distributed Shared
Object (DSO) which consists of several local objects residing in local address
spaces. The local objects storing a part of a DSO’s state are known as replicas. A
replica consists of the following subobjects:

¢ Semantics subobject, which is the only subobject written by the application
developer, and which contains the code that implements the DSO.

e Communication subobject is responsible for communication between local

objects residing at local address spaces.
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e Replication subobject is responsible for keeping the replica’s state consis-
tent with the other replicas.

¢ Control subobject is responsible for taking care of the invocations from the

client process on the host.

e Security subobject 1s responsible for implementing the security policies of
the DSO.

To invoke a method on a DSO, a user has to create a local object in his/her own
address space. This object often acts as a proxy routing requests to appropriate
replicas. The Globe Location Service facilitates finding of replicas. A user willing
to run a replica or a user proxy needs a Globe Object Server in his/her. computer,
either stand alone or integrated with other application.

The current proposals by the developers [52] of Globe are based on certificates
issued by the DSO owner and follow a role based authorization model.

3.3.1 Access Control in Globe

If we model an electronic newspaper as a DSO then the corporate entity running
the newspaper is the owner of the DSO and determines the security policies for
the DSO by identifying all the meaningful roles for the object. This involves care-
ful examination of the application concerned, which is outside the scope of this
dissertation. Once the user role set is 1dentified for an object then with each user
role 1s associated a bit vector indicating the methods the role is allowed to exe-
cute. Grouping the bit vectors for all the roles of a particular object forms the
access control matrix for the DSO. This matrix 1s stored in the security subob-
ject and when a replica 1s created it gets the matrix from the owner of the DSO.
When a role wants to invoke a method on an object the security subobject consults
this matrix to verify whether or not this role is allowed to invoke this particular
method. '

The DSO owners sign certificates binding users to their public key, this certifi-
cate i1s then used by the user to authenticate themselves while requesting access. If
there are users with the power to delegate then the security subobject verifies the
chain of certificates till it reaches the one signed by the DSO owner. The replicas
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also authenticate themselves to the user, and the replica and the user can start talk-
ing to each other after they have authenticated to each other. Replicas authenticate
themselves to the user using replica certificates 1ssued by the DSO owner.

The disadvantage of using long term credentials by the user to authenticate
himself/herself arises from the fact that an adversary can correlate all the actions
of any particular user. This will leak information about any user’s online activities
to an adversary which can be used 1n a way harmful to the user. We present an
alternative authentication model in this dissertation whereby an user can authenti-
cate himself/herself to the replica anonymously and an adversary cannot correlate
the actions of any user. This we believe is novel because previous approaches to
authentication rely on long term credentials. Similarly, at present trust manage-
ment systems like Keynote [9] make decisions based on long term credentials and
policies. Our new approach doesn’t require significant changes to the way authen-
tications are done at present. The trust management systems can be queried using
the surrogates [28, 25] employed in our approach, and decisions can still be made
based on fixed or dynamic policies.

3.4 Controlled Delegation

Delegation [30, 37] 1s a process by which a principal A authorizes another prin-
cipal B to act on its behalf by transferring a set of its rights to B possibly for
a specific period of time. In many organizations, employees higher up the hier-
archy delegate certain responsibilities to their secretaries or subordinates. Such
instances are quite common 1n the real world and so to be useful in the real world
anonymity systems should support delegation in certain situations. In an organi-
zation a manager can delegate their secretary the power to act on behalf of the
manager for a duration chosen by the delegator.

There are several commercial websites whose customer base consists of peo-
ple who are legally not allowed to have a credit card (children below 18 yrs). In
such situations children use their parents’ credit card to buy online. Now the prob-
lem here 1s that credit card numbers once learnt can be reused. Things become
more complicated when parents have anonymous credentials instead of credit
cards: to share anonymous credentials such as those mentioned in [18, 43, 15, 63]
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the owner also has to share their secret key. This is a major problem in such situ-
ations where delegation is a legitimate requirement.

In this dissertation we adhere to the semantics of the delegation model pro-
posed by Crispo [25] due to the following reasons. The delegation model pro-
posed by Crispo consider threats posed by the delegator thus allowing space for
repudiability of actions. The trust assumptions between the delegator and the del-
egatee are clearly spelt out in the specification of the delegation mechanisms. It is
hard for the delegator to frame the delegatee as well for the delegatee to frame the
delegator. It 1s also emphasized that the principle of consent be explicitly imple-
mented; thus the delegator delegates only with the explicit knowledge and consent
of the delegatee.

In the mechanism we introduce 1n section 6.4 we ensure that the delegator is
not able to frame the delegatee nor the delegatee is able to frame the delegator.
It is also difficult for the delegatee to masquerade as the delegator and an unbi-
ased auditor can uniquely and irrefutably link actions to individuals without being
able to forge the audit records. The delegator would no longer be able to use the
permissions 1t has delegated.

3.5 Kerberos

Kerberos [46] is a trusted third party authentication service and users are referred
to as the clients of the Kerberos authentication service. Various services (e.g. mail
services, file servers) trust Kerberos’ judgment as to the idenfity of a user to be
accurate. We give here a brief description of the current design of Kerberos which
1s followed by an overview of our proposals in section 8.5.

Kerberos has a top level authentication service issuing Ticket Granting Tick-
ets (TGT). The TGT contains clients name along with current time, lifetime of
the ticket, and the client’s IP address and is encrypted in a key known only to
the ticket-granting server and the authentication server. The authentication server
then sends the ticket, along with another copy of the random session key, and some
other information, back to the client. Only Kerberos authentication server and the
client, which is actually derived from the user’s password, know this response. In

order to gain access to a service server, the application needs to build an authen-
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ticator that contains the client’s name and IP address, and the current time. The
authenticator is sent to a Ticket Granting Service (TGS) along with the TGT and
TGS verifies the TGT. The TGS, after authenticating the client, constructs a new
ticket that contains a new session key, the name of the client, and an expiration
time, all encrypted in the service server’s key. Users prove their identity for each
desired service to the concerned server and server also proves its identity to the
user. Servers are allowed to keep track of all past requests with time stamps that
are still valid to counter replay attacks. So what we see is strong authentication
based on permanent credentials and audit 1s linked to authorization via the same
permanent credential used to authenticate. Such an approach gives birth to some
unnecessary trust assumptions between various entitics of the system e.g. clients
are compelled to trust servers not to enable an adversary to correlate their access
requests. We discuss the work that can be carried on Kerberos to remove such
compulsive trust assumptions in our future work section discussed in section 8.5.

3.6 Microsoft Palladium

- Palladium architecture [16] (now known as NGSCB) was proposed in 2002 by
Microsoft 1n association with other companies namely Intel, HP etc. In Palladium
the public and secret keys of a user are embedded in a chip soldered with the
microprocessor. This chip is popularly known as a Fritz chip. There is a trusted
software component called Nexus which communicates between applications on
top and the keys embedded in the hardware. Applications running on top can
be divided into trusted and untrusted applications. Applications trusted by the
user are known as Nexus certified agents or NCAs. Having keys embedded in the
hardware would enable recipients of messages to be certain about the sender of the
message and keys would be tied to principals by means of certificates which can
be retrieved for verification. The problem with such an approach is that it requires
a global certification authority. Even if there is a global certification authority
revocation would still be a problem. Once keys are compromised it would require
users to replace their trusted boxes with a new one. Moreover such an architecture
does not enable plausible deniability which is a legitimate requirement in certain
sifuations [57]. Palladium depends on long term credentials which again is not
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good for individual privacy.

3.6.1 Trusted Hardware Based Approach

As part of our initial attempt to address the problem of anonymity and trust we
designed a solution using Palladium which is explained in appendix A. Here we
explain the salient features of this scheme and explain why this approach was not
pursued further. Trustworthiness of individuals, in our Palladium based approach,
were ascertained using weights assigned to principals by their peers and a deci-
sion was made using a simple metric. We assume the Palladium machine will
prevent rogue applications from stealing passwords and implement the owner’s
(i.e. owner of the keys stored in the box) securi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>