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A B S T R A C T

Olfactory receptors (ORs), the largest subfamily of G protein-coupled receptors, are essential for detecting and 
interpreting environmental odorants in animals. Understanding their function is crucial for deciphering olfactory 
perception and exploring emerging roles in non-olfactory systems. With the recent surge in available sequence 
data and AI-based structural predictions, computational modelling has become indispensable for investigating 
OR structure, ligand binding, and activation mechanisms. This review provides a comprehensive overview of 
computational approaches used in OR research, including homology modelling, molecular docking, molecular 
dynamics simulations, free energy calculations, pharmacophore modelling, virtual screening, and machine 
learning-based predictions. Both ligand-based and structure-based pharmacophore modelling are discussed in 
detail, highlighting their respective applications, strengths, and limitations. While structure-based approaches 
have gained prominence due to advances in receptor structure prediction tools like AlphaFold, ligand-based 
pharmacophore modelling remains valuable in scenarios where structural data are limited or uncertain. Case 
studies illustrate how these techniques have been applied to identify novel OR–ligand interactions, explore re
ceptor dynamics, and support drug discovery. Collectively, these computational strategies offer powerful tools 
for decoding OR function, guiding experimental validation, and expanding our understanding of olfactory sig
nalling in health and disease.

1. Introduction

Olfaction (or sense of smell) is one of animals’ most ancient and 
essential sensory systems [1–4]. Animals have an olfactory system that 
allows them to detect, encode and interpret odour molecules within 
their environment [2]. Olfaction also describes the chemosensory pro
cess of sensing low amounts of airborne, volatile chemical compounds in 
terrestrial vertebrates and insects [3]. Fish and aquatic crustaceans, 
however, do not encounter airborne, volatile chemical substances. 
However, their olfactory systems resemble those of animals that live on 
land [3]. In these marine animals, the olfactory system serves critical 
roles in detecting food, avoiding predators, navigating environments, 
recognising mates and kin, and mediating social and reproductive be
haviours, all through detecting waterborne chemical cues processed by 
specialised sensory structures [5–8]. More broadly, chemical senses play 
an important role in invertebrates and many vertebrates, essential for 
communication between individuals, detecting food and threats, and 
identifying dangerous substances [9–12].

The olfactory receptors (ORs) – the largest G protein-coupled re
ceptor (GPCR) family- comprise sensory proteins that aid in recognising 

various environmental odorants [1,13]. About 380–400 ORs exist in 
humans [1,14–17], 1000 in mice [1,14,15,18,19], in cows, and in dogs, 
about 800–1000 OR exists [20]. In vertebrates, ORs are primarily situ
ated in the epithelium of the nasal cavity to detect smell, and they have 
also been identified in other non-nasal tissues/organs such as the gut, 
blood vessels, airways, prostate and other organs [19,21–25]. These ORs 
in non-chemosensory organs are called ectopic ORs (eORs) [19,26]. 
Ectopic ORs might respond to compounds that are different from 
odorants. For instance, Cheng et al. demonstrated that a lipidated syn
thetic pepducin, o109-i2–2, modelled after the second intracellular loop 
of Olfr109, acts as an intracellular allosteric antagonist. Rather than 
engaging the extracellular ligand-binding site, this pepducin interferes 
with Olfr109-mediated signalling by modulating its interaction with G 
proteins and β-arrestin [27]. The study further reveals that administra
tion of pepducin significantly ameliorates glucose metabolism disorders 
in high-fat diet (HFD)-induced obese mice and Akita mice, indicative of 
its potential as a therapeutic agent [27]. Notably, the antidiabetic effects 
observed were nullified in mice lacking the Olfr109 receptor, high
lighting the role of this receptor in mediating the observed therapeutic 
outcomes [27]. These findings underscore the promising therapeutic 
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utility of Olfr109-derived pepducin in addressing obesity and diabetes 
[27,28].

Other non-odorant ligands that can be detected by ectopically 
expressed ORs include endogenous metabolites and synthetic com
pounds, mediating diverse physiological functions beyond olfaction. 
Notably, OR51E1, expressed in the heart and prostate, responds to 
medium-chain fatty acids (nonanoic acid and decanoic acid), modu
lating cardiac contractility, while 2-ethylhexanoic acid antagonises this 
effect. In acute myeloid leukaemia, OR2AT4 and OR51B5 are activated 
by synthetic ligands such as sandalore and isononyl alcohol, inducing 
apoptosis and inhibiting cell proliferation. In the liver, terpenes like 
(− )-carvone and (− )-citronellal activate OR1A1 and OR1A2, influencing 
lipid metabolism and cancer cell growth. These examples underscore the 
potential of extra-nasal ORs as therapeutic targets and diagnostic bio
markers in various organ systems [29]. Although the human olfactory 
system is weaker than many other animals, it remains exact and func
tionally sophisticated [30,31], including the ability to scent-track [32]. 
It can detect and discriminate among numerous odorants, including 
those at low concentrations [30,31]. This capability is attributed mainly 
to the diverse amino acid sequences of human olfactory receptors, which 
enable the recognition of structurally distinct odorants [33].

Given the structural diversity of olfactory receptors and the scarcity 
of experimentally resolved OR structures, computational modelling has 
become an indispensable tool for understanding OR function. Tech
niques such as homology modelling, molecular docking, molecular dy
namics simulations, and, more recently, AI-based structure prediction 
methods like AlphaFold have been widely used to predict OR 3D 
structures, explore ligand-binding interactions, and investigate receptor 
activation mechanisms. These approaches facilitate receptor deorpha
nization, guide mutagenesis studies, and support drug discovery efforts 
targeting nasal and ectopically expressed ORs. This review explores the 
current landscape of computational strategies applied to OR research, 
highlighting their capabilities, challenges, and future directions.

2. Olfactory receptor structure and function

The structure of ORs is quite intricate and characterised by seven 
membrane-spanning domains (seven transmembrane domains, 7 TM) 
[13,19,34]. The transmembrane (TM) domains are connected by three 
extracellular (ECL) and intracellular (ICL) loops, respectively, an intra
cellular C-terminus and an extracellular N-terminus [30]. ORs have 

unique sequence features (Fig. 1) [30]; LHTPMY in intracellular loop 1 
(IC1) [35], EF(I/L)LLG(L/F) upstream of TM1 [36], PMYFFL (TM2) 
[36], three C (ECL2), SY at the end of TM5 and beginning of ICL3 
[35,36], KAFSTCASH at the starting of TM6 [35] and PMLNPFIY in TM7 
[35,36].

Additionally, within the intracellular loop, a conserved sequence 
motif aspartate-arginine-tyrosine (DRY) is located at the junction of 
TM3 and ICL2. This motif, often referred to as D3.50-R.3.51-Y3.52 in the 
Ballesteros-Weinstein numbering system, is a hallmark of class A GPCRs, 
and plays a central role in G protein coupling and activation 
[1,30,45–47]. The Ballesteros-Weinstein system assigns a general 
reference framework by denoting the most conserved residue in each 
helix as position x.50, where x is the helix number, allowing consistent 
cross-comparisons between structurally homologous receptors [48].

The olfactory sensory neurons (OSNs) within the olfactory epithe
lium (OE) are arranged in overlapping zones based on the expression of 
individual olfactory receptors (ORs) [4,49,50]. This arrangement fol
lows a pseudostratified pattern, with basal layer progenitor cells and 
upper layers composed of mature neurons [4]. The mature OSN den
drites project into the nasal cavity, forming a dendritic knob at the 
surface of the OE [4,51]. From this knob, 5–10 long, slender cilia extend 
into the nasal mucus, which is approximately 60 μm thick [30,45]. These 
cilia serve as chemosensory structures that detect odours [30,45,52]. It 
is important to note that ORs are localised on the membranes of these 
cilia, where they interact directly with odorant molecules present in the 
mucus [4,51]. Mature OSNs that express the same OR gene project their 
axons to the olfactory bulb (OB), an extension of the brain just above the 
cribriform plate [4,30,45]. The axons of OSNs synapse on specific 
glomeruli, spherical structures in the OB dedicated to processing infor
mation from a particular odorant [4,45,51].

Each OSN expresses only one type of OR [16,53]. This implies that 
the activation of a specific OR solely determines the activation of an OSN 
[16,53]. A specific OR can bind to several odorant molecules; 
conversely, a single odorant can activate multiple ORs 
[16,30,31,54,55]. When an odorant molecule binds to an OR, it triggers 
a cascade of biochemical reactions inside the OSN [16,30]. This cascade 
of reactions ultimately causes the OSN to depolarise and generates an 
action potential [30]. The neuronal action potential is transmitted to the 
olfactory bulb, which is a relay station, forwarding the information to 
various brain regions for further processing [30].

Fig. 1. Schematic showing the transmembrane topology of the human olfactory receptor OR1A1, generated using GPCRdb Tools, https://gpcrdb.org/ [37–44]. The 
receptor comprises seven transmembrane domains (TM1–TM7), connected by three extracellular (ECL1–ECL3) and three intracellular loops (ICL1–ICL3), with an 
extracellular N-terminus and intracellular C-terminus. Residues are colour-coded by physicochemical properties: green (polar uncharged), yellow (hydrophobic/ 
aliphatic), pink (aromatic), red (acidic), blue (basic), and grey (cysteine/proline). (For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.)
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3. Computational approaches in olfactory receptor modelling

Computational methodologies employed in olfactory receptor 
modelling facilitate the investigation of olfactory receptors’ structural, 
functional, and dynamic aspects. These approaches encompass diverse 
capabilities, including the prediction of olfactory receptor structures 
based on their amino acid sequences, identification of critical residues 
involved in ligand binding, estimation of ligand binding affinities for 
different olfactory receptors, and examination of the real-time dynamics 
of olfactory receptors. Computational approaches in modelling olfactory 
receptors and their response to odorant molecules that we discuss here 
are: 

• Homology modelling, where the structure of a protein is predicted by 
aligning it to a closely related one where the structure is known.

• Pharmacophore modelling, where potential interaction points be
tween ligand and receptor are abstracted to predict the binding af
finity of untested ligands.

• Molecular dynamics simulations, where protein structures are 
modelled over time, subject to temperature-based fluctuations in 
their structure, governed by pre-set interactions between atoms.

• Free energy calculations estimating binding energies.
• Molecular docking, where ligand-receptor interactions are modelled 

by fitting ligands into binding pockets, estimating their interaction.
• Virtual screening uses computational techniques to search for po

tential olfactory receptor ligands in odorant databases, thus reducing 
large libraries to manageable sizes. Structure-based virtual screening 
consists of consecutive computational processes, such as target and 
database preparation, docking and post-docking analysis, and com
pound selection for experimental testing [56].

• Machine learning in human olfactory research comprises of the study 
of the physiology of pattern-based odour detection and recognition 
processes, 2) pattern recognition in olfactory phenotypes, 3) the 
creation of complex disease biomarkers that include olfactory fea
tures, 4) odour prediction from physico-chemical properties of vol
atile molecules like electronic noses, and 5) knowledge discovery in 
publicly available big databases [57]. Machine learning also plays an 
increasingly important role in the approaches above.

4. Homology modelling

Structural biology has significantly advanced our understanding of 
protein structure. It enables us to predict how a protein’s primary 
sequence is arranged into secondary structures such as alpha helices and 
beta sheets. It identifies common motifs, domains, and folds [58,59] and 
provides insights into protein subunits’ tertiary and quaternary orga
nisation [58].

Protein sequences are crucial in determining their structure and 
function [58]. Proteins are inherently dynamic entities, exhibiting sig
nificant flexibility and structural adaptability within their drug-binding 
sites [60]. However, a single structural model, whether obtained 
experimentally or predicted, represents only a static snapshot and may 
not capture the full range of a protein’s relevant characteristics [60].

Homology modelling, a technique used in computational biology, 
involves constructing a three-dimensional (3D) structure of a protein of 
interest based on the known 3D structure of a related protein [58,61]. 
This method is employed when the crystal structure of the protein of 
interest is unavailable [58,61]. The underlying principle of homology 
modelling is that evolutionarily related proteins tend to retain a 
conserved three-dimensional fold, particularly in their structurally sta
ble core regions, despite substantial variation in their amino acid se
quences [60]. This structural conservation arises from shared ancestry, 
rather than strict membership in the same protein family. Importantly, 
structural cores are more evolutionarily conserved than amino acid se
quences, enabling reliable structural predictions even at relatively low 
sequence identity [62]. Homology modelling, therefore, relies on 

experimentally determined structures of homologous proteins (tem
plates) to generate accurate models for related protein sequences (tar
gets) [58,60,61].

Homology modelling yields the most accurate models when using 
closely related homologous structures [63]. However, suitable models 
can still be generated even with relatively low sequence similarity 
(approximately 20 %) [60]. Methods used in homology modelling are 
typically classified as traditional homology (template-based) or de novo 
modelling [60]. To assess the accuracy of three-dimensional structure 
predictions, computational methods such as de novo prediction and 
threading are compared to homology modelling using criteria such as 
root-mean-square deviation (RMSD) [63]. Homology modelling has 
been found to produce 3D structures with the highest accuracy 
compared to other methods [63,64]. Moreover, it is a time- and cost- 
efficient approach with well-defined steps [63].

Consequently, traditional homology modelling (or comparative 
modelling) is considered the most accurate computational method for 
predicting protein 3D structures [63]. As depicted in Fig. 2, homology 
modelling commences with selecting a suitable template protein with a 
known 3D structure [63]. The amino acid sequence of the target protein 
is subsequently aligned with the template sequence, and the structural 
information from the template is transferred to generate a model of the 
target protein [63]. The key steps involved in homology modelling are 
summarised in Fig. 2, while a compilation of commonly employed 
servers and tools for protein structure homology modelling is provided 
in Table 1.

The enduring challenges faced in homology modelling, such as weak 
sequence–structure similarities, the alignment of sequences with struc
tures, modelling of rigid body shifts, distortions, loops, side chains, and 
the detection of errors in a model, persist to this day [84]. Reduced 
accuracy and the potential for producing incorrect models represent 
ongoing hurdles in this field [84]. Alignment errors remain a primary 
cause of deviations, necessitating meticulous manual inspection and 
adjustment, even when employing fully automated programs [84–87]. 
Choosing a suitable template, inaccurate alignments, and inefficient 
refinement methods remain the primary sources of errors in the ho
mology modelling [88,89]. In the case of ORs, which are membrane- 
bound GPCRs, these challenges are compounded by the inherent 
complexity of transmembrane domain modelling, limited availability of 
experimentally determined templates, and the dynamic nature of these 
receptors. ORs are notoriously challenging to crystallise due to low 
expression levels and high instability, making structural data scarce. 
While recent advances such as AlphaFold have significantly improved 
predictive modelling, they often favour inactive conformations and do 
not fully account for the membrane environment critical to GPCR 
function. Consequently, hybrid approaches incorporating structurally 
related mouse OR templates or experimentally resolved GPCRs have 
emerged as a practical workaround to improve model quality and bio
logical relevance [58,60,90].

Homology modelling of olfactory receptors presents significant 
challenges due to the need for experimentally solved structures available 
for modelling purposes. To establish a dependable homology model for 
Olfr73, Yuan et al. (2019) conducted a comprehensive analysis. Their 
approach involved comparing the sequence of Olfr73 with sequences of 
other class A GPCRs within the Protein Data Bank. Class A GPCRs 
(Rhodopsin-like receptors) are the largest and most studied GPCR sub
family. They are defined by a seven-transmembrane helical structure 
and conserved motifs such as the DRY motif at the cytoplasmic end of 
TM3, essential for receptor activation and G protein coupling [91]. Their 
findings revealed that the highest sequence identity achieved was 19 % 
compared to the beta-2-adrenergic receptor (β2AR, PDB code: 4LDE) and 
16 % compared with rhodopsin (RHO, PDB code: 4BEY). To construct 
their model, they used the crystal structures of both β2AR and RHO as 
templates [92].

More recent work by Yu et al. (2022) further illustrates the impor
tance of template selection and curated alignments in homology 
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modelling of olfactory receptors, particularly when investigating ligand 
interactions and receptor function [93]. In their study, the authors 
generated in-house models of mOR256–3 and mOR256–8 using MOD
ELLER 9.21 [65], a widely used software for comparative protein 
structure prediction (see Table 1), guided by carefully constructed 
sequence alignments. Four template structures were employed: human 
α2AR (PDB ID: 2YDV), human CXCR1 (PDB ID: 2LNL), human CXCR4 
(PDB ID: 3ODU), and bovine rhodopsin (PDB ID: 1U19). The N- and C- 
terminal regions were excluded from modelling. All templates repre
sented inactive conformations, a modelling choice that warrants 
consideration, as GPCRs, including ORs, undergo significant conforma
tional rearrangements during activation. These changes include the 
outward displacement of TM5 and TM6, the reorientation of conserved 
microswitches (e.g., DRY, NPxxY, PIF), and the reorganisation of 
intramolecular contact networks that affect ligand binding and G protein 
coupling [94–97]. Since OR activation mechanisms remain less well 
characterised than those of prototypical Class A GPCRs, relying exclu
sively on inactive templates may bias models toward conformations that 
are not functionally relevant. Future modelling efforts could incorporate 
activation state data or integrate inactive and active-state templates to 
capture the receptor’s functional plasticity more accurately to address 
this limitation. In the Yu et al. study, sequence similarity between the 
templates and target ORs ranged from 31 % to 38 %, increasing to 
38–44 % within the TM regions [93]. Additionally, the authors con
structed three ECL2-focused chimeric models by grafting extracellular 
loop 2 (ECL2) regions from β2AR (PDB ID: 2RH1), M2R (PDB ID: 3UON), 
and 5HT2CR (PDB ID: 6BQH), respectively, onto the mOR256–3 scaffold. 
These chimaeras were used to probe the functional contribution of ECL2 

to odorant binding and are distinct from the core homology models of 
mOR256–3 and mOR256–8 [93].

Each tool employs a distinct methodology and has different 
strengths, rendering the available tools well-suited for various research 
scenarios in protein structure prediction and homology modelling. 
Table 1 is not an exhaustive list of tools used in protein structure 
modelling, but several tools we discussed in this review.

MODELLER: Inspired by NMR techniques, MODELLER integrates 
diverse restraints and parameters through probability density functions. 
These encompass homology-derived restraints, stereochemical re
straints, torsional angle, non-bonded distance parameters, and optional 
restraints. Optimisation involves conjugate gradient descent, molecular 
dynamics, and simulated annealing [84,65,98].

MODELLER is highly flexible and scriptable, making it particularly 
advantageous for batch processing or for fine-tuning specific modelling 
parameters. It is well-suited for experienced users who need control over 
custom restraints. However, it lacks a graphical user interface, which 
may make it less accessible to beginners. Model quality is typically 
evaluated using Discrete Optimised Protein Energy (DOPE) scores, 
GA341 assessment scores, and structural checks for steric clashes and 
geometry [65,99].

SWISS-MODEL: This model is recognised for its high degree of 
automation. It requires minimal user input in the form of a primary 
sequence. It adeptly selects templates from a comprehensive database 
and aligns them with the target sequence. Subsequently, it generates 
models for all regions except insertions and deletions, crafted using 
constraint space programming. Side chains are added precisely by 
applying a backbone-dependent rotamer library, and optimisation is 
carried out using the steepest descent [84,67,68,100–102]. Its main 
advantage lies in its ease of use and accessibility through a web-based 
interface, making it ideal for non-specialists and high-throughput 
modelling. However, its automation reduces user control over tem
plate selection and loop refinement. Model quality is evaluated using the 
QMEAN scoring function and global quality estimates. SWISS-MODEL 
predictions are also independently benchmarked via the CAMEO 
continuous model evaluation system [68,101].

Phyre and Phyre2: These servers leverage advanced remote ho
mology detection methods to construct 3D models, anticipate ligand 
binding sites, and evaluate the impact of amino acid mutations. The 
alignment process employs position-specific iterated BLAST (Psi-BLAST) 
and secondary structure prediction algorithms, aligning the target 
sequence with template 3D structures. A curated dataset generated 
through HMM-HMM–based lightning-fast iterative sequence search 
(HHblits) facilitates the creation of multiple sequence alignments, 

Fig. 2. Schematic representation of the typical workflow for homology modelling. The process includes template identification, sequence alignment, model building, 
optimisation, loop and side chain modelling, and model validation. Adopted from E. Aki-Yalcin, M.Tilahun Muhammed (2019) [63].

Table 1 
Representative tools and servers for protein structure prediction and homology 
modelling.

Tool URL Ref.

MODELLER https://www.salilab.org/modeller/ [65]
Phyre2 http://www.sbg.bio.ic.ac.uk/phyre2/html/ 

page.cgi?id=index
[66]

SWISS-MODEL https://swissmodel.expasy.org/ [67,68]
Alphafold https://alphafold.ebi.ac.uk/ [69]
RoseTTAFold https://robetta.bakerlab.org/submit.php [70,71]
RoseTTAFold Joint 

(RFjoint)
https://github.com/RosettaCommons/Ros 
eTTAFold_joint

[72]

ESMFold https://esmatlas.com/about [73–76]
HelixFold https://github.com/THU-KEG/HelixFold [77]
ScaleFold https://github.com/tensorfold/ScaleFold [78]
I-TASSER https://zhanggroup.org/I-TASSER/ [79–83]
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subsequently informing the prediction of secondary structures with PSI- 
blast-based secondary structure PREDiction (PSIPRED). Query Hidden 
Markov Models (HMMs) are fashioned by amalgamating alignment and 
secondary structure prediction data. The most favourable alignments are 
then employed to craft models from a database containing HMMs 
derived from known 3D structures. Finally, loops and side chains are 
modelled meticulously [84,66,103].

Phyre2 is particularly effective in detecting remote homologs, mak
ing it useful for targets with low sequence similarity to known struc
tures. Its limitations include reduced accuracy in loop modelling and 
limited refinement of side chains. Confidence in Phyre2 models is 
typically conveyed through confidence scores based on template align
ments, and additional validation can be carried out using tools like 
MolProbity or structural superposition for RMSD estimation [66].

I-TASSER (Iterative Threading ASSEmbly Refinement): This 
model is a widely used platform for protein structure prediction, 
particularly effective for targets with limited or no close homologs. The 
method combines threading, fragment assembly, and ab initio modelling 
to build full-length atomic models from amino acid sequences. One of its 
primary advantages is its ability to refine initial template-based models 
into more native-like structures. It has shown strong performance in 
both benchmark tests and large-scale studies, such as modelling over 
900 human G protein-coupled receptors (GPCRs), even when sequence 
identity with known structures is low. The method also generates 
reasonable models for loop regions, which are often excluded in other 
GPCR-specific modelling pipelines [79,80,104].

Model evaluation in I-TASSER relies on several key metrics: Cα- 
RMSD (to assess structural deviation), TM-score (to evaluate overall 
topology), and an internal C-score, which estimates model reliability 
based on alignment quality and simulation convergence. TM-scores 
above 0.5 are generally indicative of correct global folds. I-TASSER’s 
ability to handle low-identity targets has been validated in independent 
benchmarking studies, including modelling of membrane proteins like 
rhodopsin, where it often outperformed other homology modelling tools 
[105].

Nevertheless, I-TASSER has limitations. Its performance may 
decrease for large, multi-domain proteins or when reliable threading 
templates are unavailable. While it is adaptable for membrane proteins, 
the default implementations are generally better optimised for soluble 
targets. In recent years, fully end-to-end AI-based approaches like 
AlphaFold2 have surpassed I-TASSER in accuracy for many targets. 
However, I-TASSER remains a robust and accessible tool, particularly 
when combined with other structural bioinformatics pipelines and used 
alongside model validation and experimental data.

5. Artificial intelligence-based structure prediction

AlphaFold, developed by DeepMind, has revolutionised protein 
structure prediction by replacing traditional template-dependent ap
proaches with deep learning-based ab initio modelling. It leverages co- 
evolutionary information from multiple sequence alignments (MSAs). 
It uses transformer-based neural networks to predict inter-residue dis
tances and orientations, ultimately constructing full 3D structures with 
near-experimental accuracy [69,106].

AlphaFold2’s architecture integrates MSA representations, template- 
based features, and pairwise residue relationships within a unified 
attention-based framework, trained on thousands of experimentally 
determined protein structures. A key innovation lies in its end-to-end 
differentiable pipeline, which accurately predicts backbone and side- 
chain geometries. AlphaFold does not rely on close sequence homo
logs and can infer novel folds, making it especially valuable for 
modelling GPCRs such as ORs, which lack high-quality structural tem
plates [84,69,107].

The AlphaFold Protein Structure Database now includes predictions 
for over 200 million proteins, encompassing all annotated human pro
teins, including the entire human OR repertoire [106]. This database has 

become a vital resource for researchers exploring difficult proteins to 
crystallise due to low expression, poor solubility, or instability in 
membrane environments [84,91]. Fig. 3 illustrates the AlphaFold3- 
generated binding pocket of the human olfactory receptor OR1AD1. 
AlphaFold3 expands its modelling capability beyond proteins to include 
ligands, nucleic acids, and cofactors, enhancing its utility in modelling 
receptor–ligand interactions [108]. Fig. 3 shows the predicted binding 
pocket of the human olfactory receptor OR1AD1 complexed with the 
odorant 4-Methoxyacetophenone. The structure was generated using 
AlphaFold3 on the University of Hertfordshire’s High-Performance 
Computing (UHHPC) facility, and the complex was visualised in MOE 
2024.0601 (Chemical Computing Group, Montreal, Canada). The ligand 
(blue) is nestled between transmembrane helices TM3, TM5, and TM6 
(depicted as red ribbons), forming interactions with conserved aromatic 
and polar residues. These contacts suggest a putative orthosteric binding 
site, consistent with known binding modes of class A GPCRs. This 
structural model supports hypotheses about odorant recognition by 
OR1AD1 and provides a basis for downstream docking and mutagenesis 
studies.

RoseTTAFold, developed by the Baker Lab, employs a three-track 
neural network to simultaneously integrate sequence data, pairwise 
distances, and 3D structural information. Initially intended for mono
meric protein prediction, it has since been extended to accommodate 
protein complexes and nucleic acid-containing assemblies [70,109].

RoseTTAFold Joint (RFjoint) is a powerful variant that allows 
sequence recovery and mutation effect prediction in a unified model. It 
achieves strong zero-shot performance without requiring family-specific 
training, outperforming MSA Transformer and DeepSequence in variant 
impact prediction [72]. RoseTTAFold has also demonstrated robust 
performance in antibody modelling, particularly for challenging 
complementarity-determining regions such as H3 loops, even without 
high-quality templates [71].

Despite these strengths, RoseTTAFold has limitations, particularly in 
accurate side-chain placement and modelling flexible loop regions. 
Further refinements, such as FastRelax or domain-specific retraining, 
may be necessary for specialised applications [71]. Nonetheless, its 
accessibility, speed, and predictive versatility position it as a strong 
complement to AlphaFold2.

ESMFold, developed by Meta AI, eschews MSAs and templates in 
favour of large-scale protein language models (pLMs) trained on billions 
of sequences. This approach enables accurate single-sequence structure 
prediction, particularly valuable for orphan proteins with little or no 
evolutionary context [73,110].

ESMFold achieves high structural accuracy and inference speed, up 
to 60 times faster than AlphaFold2. This makes it suitable for proteome- 
scale applications and quick pre-screening in structure-based discovery 
[110]. It also supports applications in enzyme function prediction [74] 
and binding site annotation [75] and has been transformed into ESM- 
Design, a sequence generation tool optimised for stability and expres
sion [76].

Comparative studies show that ESMFold performs comparably to 
AlphaFold2 in well-annotated protein regions (e.g., Pfam domains) but 
slightly underperforms in complex families where MSA-based evolu
tionary signals are richer [78,111].

6. Other emerging frameworks and infrastructure innovations

Several frameworks now aim to extend, optimise, or simplify 
AlphaFold-style modelling. HelixFold achieves fast and memory- 
efficient training using PaddlePaddle, reducing AlphaFold2’s training 
time to just over 5 days [77]. ScaleFold scales AlphaFold2 training to 
over 2000 Graphics Processing Units (GPUs), decreasing training time to 
10 h through kernel fusion and custom Compute Unified Device Archi
tecture (CUDA) optimisation [78]. Uni-Fold, a PyTorch-based reimple
mentation of AlphaFold and AlphaFold-Multimer, provides faster 
training and enhances TM-score prediction for multimeric complexes 
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[112]. OpenComplex generalises this architecture to model RNA, pro
tein–RNA assemblies, and non-protein targets using modular encoders 
[113].

Solvent, a standardised benchmarking toolkit, abstracts folding ar
chitectures into interchangeable components and facilitates reproduc
ible model evaluation across ESMFold, OmegaFold, and others [114]. 
DeepFold, an AlphaFold-inspired model, integrates loss functions for 
side-chain accuracy and molecular energetics, ranking fourth in CASP15 
[115].

Finally, BioNeMo merges AlphaFold2, OpenFold, and ESMFold pre
dictions into a single refined structural dataset useful for structure-based 
ligand screening and human variant interpretation [116]. Additionally, 
OpenMM-Loss, a physics-aware training strategy, uses molecular dy
namics gradients to enhance structural plausibility [117], while ResiR
ole enables functional benchmarking by quantifying how well models 
preserve functional sites [118].

7. Comparative insights: strengths and limitations across 
models

AlphaFold2 and RoseTTAFold remain the gold standards for high- 
resolution structure prediction across various targets. AlphaFold2 of
fers exceptional precision but is computationally expensive and relies on 
deep MSAs, making it less effective for orphan receptors without 
sequence homologs. RoseTTAFold is more modular and efficient, sup
porting multi-chain predictions with reduced computational demand; 
however, it lags slightly in side-chain resolution and dynamic modelling.

Conversely, Esmfold sacrifices MSA depth for speed and scalability, 
making it a promising option for de novo proteins, high-throughput 
screening, and proteins with limited evolutionary data, such as many 
ORs. However, its predictive power may be limited in conformationally 

complex or multimeric targets that contain essential co-evolutionary 
signals.

New platforms like HelixFold, Uni-Fold, and OpenComplex expand 
accessibility and the scope of structure prediction. They offer open- 
source frameworks that are easier to customise, retrain, and bench
mark, while tools like Solvent and BioNeMo address long-standing 
reproducibility and integration challenges. DeepFold and OpenMM- 
Loss enhance physical realism and side-chain packing, marking neces
sary steps toward integrating structure-function prediction.

Together, these tools shift toward fast, scalable, and adaptable 
modelling paradigms that can infer novel folds and support functionally 
relevant modelling of previously inaccessible targets, such as olfactory 
receptors, membrane proteins, and non-canonical complexes.

8. Pharmacophore modelling

Paul Ehrlich first introduced the pharmacophore concept in 1909 
[119,120]. Ehrlich defined a pharmacophore as a molecular framework 
that carries the essential features responsible for a drug’s biological 
activity [119,120]. The pharmacophore concept has been expanded 
considerably over the past century, and it is now used to describe the 
essential features of a drug-target interaction [119,120]. According to 
the recent definition of the International Union of Pure and Applied 
Chemistry (IUPAC), a pharmacophore model is an ensemble of steric and 
electronic features necessary to ensure optimal supramolecular in
teractions with a specific biological target [119,120]. The pharmaco
phore model does not specify the drug’s chemical structure but offers a 
framework for understanding how it interacts with its target.

A pharmacophore model can be generated using a ligand-based or 
structure-based technique [119]. Ligand-based pharmacophore model
ling involves superimposing a set of active molecules and extracting 

Fig. 3. A figure illustrating the binding pocket of the receptor OR1AD1 with the ligand 4-Methoxyacetophenone, generated using AlphaFold3 [108] on a High 
Performance Computing (HPC) system (University of Hertfordshire (UH) HPC facility) and visualised using MOE 2024.0601 (Chemical Computing Group, Mon
treal, Canada).
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common chemical features essential for their bioactivity [119,121]. 
These features include hydrophobic areas, aromatic ring systems, 
hydrogen bond acceptors, hydrogen bond donors, and negatively ion
isable and positively ionisable groups [120,122]. The two essential 
techniques in ligand-based pharmacophore modelling are handling the 
conformational flexibility of ligands and conducting molecular align
ment [119]. These techniques are also the main challenges in this field 
[119]. Despite the obstacles, ligand-based pharmacophore modelling is 
a valuable tool for drug discovery. This technique can identify new drug 
candidates by identifying the common features of known ligands that 
bind to a particular target.

Structure-based pharmacophore modelling involves probing possible 
interaction points between the macromolecular target and ligands 
[119,121,123]. This is done by analysing the target protein’s structure 
and identifying residues likely to interact with the ligands 
[119,121,123]. The pharmacophore model is then generated by iden
tifying the common features of these interactions [119,120,123]. The 
Protein Data Bank (PDB) is an essential resource for the structures of 
protein complexes [120]. The PDB contains structures determined using 
various methods, including nuclear magnetic resonance (NMR) spec
troscopy, X-ray diffraction, and electron microscopy. As of February 17, 
2025, the PDB contains 231,356 structures from experimental methods 
[124] and 1,068,577 computed structure models (CSMs) [69]. The 
choice of pharmacophore modelling approach depends on the available 
data. If the structure of the target protein is known, structure-based 
pharmacophore modelling is the preferred approach. However, if the 
structure of the target protein is not known, ligand-based pharmaco
phore modelling can be used. Various automated pharmacophore gen
erators have been developed in recent years. These generators are 
available as commercial software, such as HypoGen (Accelrys Inc., http 
://www.accelrys.com), DISCO [125], GALAHAD (Tripos Inc., htt 
p://www.tripos.com), PHASE (Schrödinger Inc., http://www.schrod 
inger.com), and MOE (Chemical Computing Group, http://www.che 
mcomp.com), as well as several academic programs [119]. The key 
steps involved in pharmacophore modelling are summarised in Fig. 4.

Pharmacophore modelling, although successful in drug design, has 
limitations. Challenges include modelling ligand flexibility and molec
ular alignment [119]. Properly selecting training set compounds, 
influenced by dataset size and diversity, is critical [119,126]. Overly 
complex pharmacophore models hinder practical use [119]. They may 

not reflect the quantitative structure-activity relationships (QSAR) 
[119]. Scoring metrics for pharmacophore-based virtual screening are 
lacking, and reliance on pre-computed conformation databases can miss 
active molecules [127–130]. Constructing pharmacophore queries lacks 
a standardised approach [127]. In olfaction, small ligands limit the 
utility of pharmacophore modelling due to the small number of phar
macophore points.

9. Molecular dynamics simulations

Molecular dynamics (MD) has emerged as a potent tool for investi
gating biophysical systems, benefitting from advances in computational 
capabilities and software availability [131–134]. MD simulations can be 
used to understand the structure-to-function relationships of macro
molecules and the essence of protein-ligand interactions and to guide the 
drug discovery and design process (Fig. 5) [131]. Despite the contri
butions of MD to understanding complex biophysical systems, method
ological difficulties remain [133]. One such difficulty is insufficient 
sampling, which limits the application of MD. This limitation is due to 
the rough energy landscapes that govern the biomolecular motion 
[132]. These landscapes are characterised by many local minima, 
separated by high-energy barriers [132,135]. As a result, it is difficult for 
MD simulations to escape from these local minima and explore the entire 
energy landscape [132].

Several methods have been developed to address the problem of 
insufficient sampling [132,135]. These methods include enhanced 
sampling techniques, such as umbrella sampling, metadynamics, and 
replica exchange MD [132,135]. These techniques allow MD simulations 
to explore a more comprehensive energy landscape range and obtain 
more accurate results [132,135]. In addition to sampling limitations, 
important methodological considerations arise when choosing between 
all-atom and coarse-grained (CG) simulation approaches. While all-atom 
MD captures detailed molecular interactions, CG approaches, such as 
those using the MARTINI force field, reduce complexity by grouping 
atoms into interaction “beads.” This enables simulations over longer 
timescales and larger systems, making CG simulations particularly use
ful for membrane protein dynamics and self-assembly studies [136,137].

Another area for improvement with MD is the accuracy of the force 
fields used to model the interactions between atoms and molecules. 
Force fields are mathematical descriptions of these interactions, often 

Fig. 4. Schematic showing the steps involved in pharmacophore modelling. The process starts with collecting data from either a small molecule known to be active 
against a specific target (ligand-based pharmacophore modelling) or crystal structures of receptor–ligand complexes (structure-based pharmacophore modelling). 
These inputs inform the generation of pharmacophore models, which are refined and validated. The best-performing model is chosen for virtual screening to identify 
new candidate compounds. Post-processing steps, such as molecular docking and molecular dynamics simulations, may be conducted to evaluate binding modes, 
stability, and affinity. This integrated approach facilitates the identification of potential ligands and supports structure-guided drug discovery.
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simplified to make the simulations computationally feasible. However, 
this simplification can lead to errors in the simulation results. Addi
tionally, constructing realistic membrane-embedded protein systems is a 
known challenge in MD, particularly for GPCRs such as olfactory re
ceptors. Tools like CHARMM-GUI Membrane Builder streamline this 
process, allowing users to embed proteins in complex lipid bilayers 
across several MD engines [138,139]. One emerging solution to improve 
realism in such systems is constant-pH molecular dynamics, which en
ables dynamic protonation of titratable residues during simulations. 
This is particularly relevant for GPCRs, where changes in protonation at 
conserved sites can modulate activation and ligand binding. Recent 
scalable implementations of constant-pH MD in GROMACS and AMBER 
allow this technique to be applied in complex systems [140]. Despite 
these difficulties, MD is a powerful tool for studying biophysical systems 
[133]. As computational power continues to increase and as force fields 
become more accurate, MD will become an even more valuable tool for 
understanding and predicting the behaviour of biomolecules.

MD simulations can now be restrained or guided by experimental 
data to address sampling and force field limitations further, enhancing 
model accuracy and interpretability. For example, Cryo-electron mi
croscopy (Cryo-EM) density maps can be integrated into simulations to 
maintain experimentally observed conformations [141]. At the same 
time, SAXS/SANS data can be used to refine protein-solvent interactions 
and conformational ensembles [142]. Nuclear magnetic resonance 
(NMR) guided simulations incorporating experimental chemical shifts 
and Nuclear Overhauser Effects (NOEs) can enhance the validation and 
refinement of predicted conformational dynamics by ensuring consis
tency with experimental observables [143].

MD simulations are performed using computer software. Some of the 
most popular MD software packages include Groningen Machine for 
Chemical Simulations (GROMACS) (https://www.gromacs.org/index. 
html), Assisted Model Building with Energy Refinement (AMBER) 
[144], CP2K [145], Large-scale Atomic/Molecular Massively Parallel 
Simulator (LAMMPS) (https://www.lammps.org) [146].

The necessity for precisely experimentally derived protein structures 
in molecular docking and MD simulations is paramount [147]. However, 
the need for more crystal structures or high-quality protein models for 
olfactory receptors poses a challenge in predicting protein-ligand 

interactions accurately [147]. Olfactory receptors can be large and 
dynamically flexible, particularly those integral to intricate biological 
processes. Conducting MD simulations on such substantial protein sys
tems demands considerable computational resources, limiting the scale 
and extent of simulations even when high-performance supercomputers 
are used. Correctly accounting for water molecules in simulations is 
crucial but often involves approximations [147].

Force fields that describe atom and molecule interactions in simu
lations have inherent limitations [147]. In MD simulations, these force 
fields may not fully capture the intricacies of protein-ligand interactions, 
potentially leading to inaccuracies in predicting binding affinities and 
protein dynamics [147]. Applications of molecular dynamics simula
tions to olfactory receptor systems, including studies on ligand binding, 
structural stability, and activation mechanisms, are discussed in later 
sections of this review.

10. Free energy calculations

Free energy calculations in the framework of classical molecular 
dynamics simulations are used in various research areas, including sol
vation thermodynamics, molecular recognition, and protein folding 
[148]. Free-energy-based simulations increasingly provide insights into 
protein structures, dynamics, and biological mechanisms [149]. The 
essential components of a free-energy calculation, a suitable model 
Hamiltonian, a sampling protocol, and an estimator for the free energy 
are independent of the specific application [148].

Binding free energy calculations based on molecular simulations 
provide predicted affinities for biomolecular complexes [150]. These 
calculations begin with a detailed system description, including its 
chemical composition and the interactions among its components [150]. 
System simulations are then used to compute thermodynamic informa
tion, such as binding affinities [150]. A primary goal of a drug discovery 
project is to design molecules that can bind tightly and selectively to the 
target protein receptor [151]. Accurate protein-ligand binding free en
ergy prediction is essential in computational chemistry and computer- 
aided drug design [151]. Recent improvements in computing power, 
classical force field accuracy, enhanced sampling methods, and simu
lation setup have enabled accurate and reliable protein-ligand binding 

Fig. 5. Schematic representation of the key steps involved in a molecular dynamics (MD) simulation workflow. The process begins with system setup, which includes 
preparing the initial structure, selecting an appropriate force field, generating a simulation box, and solvating the system with suitable ion conditions. The next phase 
involves energy minimisation to resolve steric clashes, followed by equilibration under constant volume (NVT) and constant pressure (NPT) ensembles. Production 
MD simulations are then conducted to capture the system’s time-dependent behaviour. The final phase involves trajectory analysis to extract structural, energetic, 
and dynamic information. This workflow provides a comprehensive approach for studying molecular interactions, stability, and conformational changes at the 
atomic level.
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free energy calculations [151]. This positions free energy calculations as 
leading in the small molecule drug discovery process [151,152].

Alchemical free energy methods represent a rigorous class of tech
niques involving the transformation of a molecule (e.g., a ligand) into 
another or a non-interacting state through a series of non-physical in
termediates. A coupling parameter governs these intermediates (λ), and 
the resulting free energy changes are estimated using methods such as 
thermodynamic integration (TI), free energy perturbation (FEP), or 
Bennett’s acceptance ratio (BAR) [153]. Unlike end-point methods, 
alchemical techniques explicitly sample a defined thermodynamic path, 
offering higher accuracy due to increased computational complexity and 
convergence sensitivity [154].

The Molecular Mechanics Poisson-Boltzmann Surface Area (MM/ 
PBSA) and Molecular Mechanics Generalised Born Surface Area (MM/ 
GBSA) methods are widely favoured for predicting binding free energies 
due to their superior accuracy compared to most molecular docking 
scoring functions, while also being less computationally intensive than 
alchemical free energy methods [155]. These approaches, known as 
end-point methods, have been extensively applied in various biomole
cular studies, including protein folding, protein-ligand binding, and 
protein-protein interactions [155]. However, alternative approaches 
exist, such as Relative Binding Free Energy (RBFE) simulations, Free 
Energy Perturbation (FEP) for absolute binding energies, and various 
enhanced sampling techniques (REST2 (Replica Exchange with Solute 
Scaling) [151], Metadynamics (MTD) [132], Simulated Annealing 
[132], Adaptive biasing force (ABF) [156], and Gaussian aMD (GaMD) 
[156] [152]. These alternative approaches offer additional avenues for 
investigating binding energetics and exploring biomolecular in
teractions [152].

The main distinction between alchemical and end-point methods lies 
in the nature of the simulated transformations. End-point approaches 
rely on sampling only the bound and unbound states to estimate binding 
free energy, typically using empirical energy functions and implicit 
solvent models. In contrast, alchemical methods conduct trans
formations through intermediate λ-states between physical endpoints, 
enabling the calculation of absolute or relative binding energies with 
greater thermodynamic rigour [157].

An illustrative example of sampling difficulties in alchemical 
methods is the binding of toluene versus 3-iodotoluene to T4 lysozyme. 
The bulkier 3-iodotoluene induces a slow rearrangement of Val111, 
which can significantly affect free energy convergence. Suppose this 
conformational change is not sampled during the simulation. In that 
case, inaccurate results are obtained, either overly favourable or 
unfavourable binding predictions, depending on whether the holo or 
apo structure is used as the starting point [158]. This underscores the 
importance of careful conformational sampling and force field valida
tion in ligand-binding free energy calculations.

Enhancing the accuracy of free energy calculations poses a complex 
challenge, where two crucial issues, insufficient configurational space 
sampling and imperfect force fields, are interlinked and hard to isolate 
for testing [159]. Longer simulations can naturally improve sampling 
and convergence, yet novel strategies may be required [159]. While 
advanced force fields show promise in specific scenarios, their general 
applicability remains unverified, especially in protein-ligand binding 
contexts [159–161]. Force field enhancements are expected to play a 
pivotal role in enhancing the accuracy of free energy calculations [159]. 
These improved calculations will allow for a rigorous evaluation of force 
field accuracy and identify areas requiring specific enhancements [159].

In practice, free energy simulations have shown their utility with 
homology models if input structures meet stringent quality criteria. 
High-resolution crystal structures, capable of precisely placing binding 
site residues and co-crystallized ligands from the target ligand series, are 
typically required for effective simulations [152,162].

Beyond sampling challenges, other issues arise in free energy 
methods. Perturbations that introduce formal charge changes also pre
sent known difficulties. Additionally, the treatment of explicit water 

molecules is a challenge. In many cases, buried waters cannot freely 
exchange with bulk solvent during short MD simulations, complicating 
the introduction of ligand modifications in these regions. Moreover, 
force field inaccuracies, encompassing parameterisation and inherent 
limitations within molecular mechanics force field equations, can 
constrain performance [152].

For instance, slow side chain rearrangements can be problematic 
when different ligands induce such rotations, as seen with toluene versus 
3-iodotoluene. As Baumann et al. demonstrated, this rearrangement is 
often not adequately sampled in either equilibrium or nonequilibrium 
protocols, resulting in significant variations in free energy estimates 
depending on the starting structure [158]. Water sampling can also be 
problematic, especially when another ligand displaces a buried water 
molecule. In such cases, relative binding free energy calculations may 
converge more rapidly than absolute ones when ligands have similar 
shapes or displace the same water molecules. However, binding mode 
flips are less likely to occur with relative calculations, primarily during 
weak ligand interactions. Nevertheless, this issue can impact R-groups in 
drug-like ligands [158,163,164].

11. Molecular docking

Molecular docking is a structure-based drug design method that 
simulates the molecular interaction and predicts the binding mode and 
affinity between receptors and ligands [165,166]. The molecular dock
ing methodology explores the behaviour of small molecules in the 
binding site of a target protein [166]. However, docking can also be 
applied in cases where the binding site is unknown, through blind 
docking or by combining with pocket prediction algorithms that scan 
the entire protein surface for potential interaction regions. Molecular 
docking simulates the optimal conformation of the ligand according to 
the complementarity and preorganisation of the binding site, which can 
predict and obtain the binding affinity and interaction mode between 
the ligand and receptor [165].

Molecular docking programs perform a search algorithm in which 
the ligand conformation is evaluated recursively until convergence to 
the minimum energy is reached [166]. Finally, an affinity scoring 
function ranks the candidate conformations and orientations (poses) as 
the sum of the electrostatic and van der Waals energies [166]. The 
scoring function is a mathematical function used to evaluate the binding 
affinity between a ligand and a receptor. Some scoring functions may 
also incorporate solvation, entropy, and empirical energy terms, or 
utilise machine learning–based methods. The choice of scoring function 
can significantly impact the accuracy of the docking results [165,166]. 
Molecular docking results can be used to identify potential drug candi
dates [165]. The candidates with the highest binding affinities are 
typically considered the most promising drug candidates. However, it is 
essential to note that molecular docking is a preliminary step in drug 
discovery. Additional experiments are normally required to confirm the 
candidate poses’ binding affinity and assess their potential toxicity.

Over the past twenty years, more than 60 distinct docking tools and 
applications have been developed for academic and commercial pur
poses [166]. These programs employ various ligand placement strate
gies, which can be broadly categorised into different approaches [166]. 
Incremental construction techniques, such as FlexX (BioSolveIT, https: 
//www.biosolveit.de), build the ligand from smaller fragments [166]. 
Shape-based algorithms, such as DOCK (UCSF DOCK, https://dock. 
compbio.ucsf.edu/Overview_of_DOCK/index.htm), identify potential 
binding poses by matching the shape of the ligand to the shape of the 
receptor binding site [166]. Genetic algorithms like GOLD (CCDC, htt 
ps://www.ccdc.cam.ac.uk/solutions/software/gold/) and Flare 
(Cresset, https://cresset-group.com/software/flare/) use evolutionary 
methods to search for the lowest-energy binding pose [166]. Systematic 
search methods, such as Glide (Schrödinger, https://www.schrodinger. 
com/platform/products/glide/), exhaustively search the conforma
tional space of the ligand to identify all possible binding poses [166]. 
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Monte Carlo simulations, such as LigandFit [167], randomly sample the 
conformational space of the ligand to determine likely binding poses 
[166]. Most flexible ligand docking programs assume the receptor to be 
rigid. However, several other tools also support receptor flexibility, such 
as AutoDock Vina, which allows side-chain flexibility (https://aut 
odock-vina.readthedocs.io), RosettaLigand, which models both ligand 
and receptor flexibility [168], GOLD allows for flexibility in the receptor 
[166] and Schrödinger’s Induced Fit Docking protocol that integrates 
Glide docking with Prime-based receptor refinement [169].

Molecular docking techniques are riddled with limitations and dif
ficulties. The results they predict may often diverge from experimental 
findings due to complex factors [170,171]. 

• Understanding the myriad molecular features influencing molecule 
interactions can be intricate and computationally demanding. Each 
step of the docking process adds further complexity.

• The numerous conformational degrees of freedom in molecules make 
positioning a ligand in a macromolecule’s binding pocket both time- 
consuming and challenging. This necessitates the use of sophisti
cated scoring functions.

• The availability of low-resolution crystallographic structural data for 
molecules or entirely unknown structural information compounds 
the difficulty of locating accurate receptor binding pockets.

• The molecules’ inherent flexibility and geometry alterations during 
binding further complicate the docking process.

• Notably, many docking tools need help with hydrated docking, 
which involves considering water molecules in macromolecule- 
ligand interactions and removing water molecules from the re
ceptor’s binding pocket before docking, while a common practice, 
may only sometimes be appropriate, especially when water mole
cules are tightly bound or functionally active in the binding site.

• Existing force fields may not support all types of atoms, adding 
complexity in selecting appropriate force fields and parameters for 
docking.

• Many docking software tools only recognise biomolecules like DNA, 
RNA, proteins, and enzymes as receptors, while synthetic-organic, 
synthetic organic-inorganic hybrid and inorganic molecules are 
often overlooked.

• Some docking tools may accept ligands with specific metal atoms, 
but recognising all metal types could be more consistent. Similarly, 
while a few docking tools accommodate nanoparticles as ligands, not 

all kinds, such as gold (Au), silver (Ag), and iron (Fe), are universally 
recognised.

• Handling ions as ligands can be problematic, as automatic charge 
neutralisation by software may require manual verification.

• Docking tools may limit the number of atoms and torsions in a 
molecule, further constraining their applicability. 

In addition to conventional docking, data-driven docking methods 
have emerged as a powerful alternative that integrates experimental 
constraints from techniques such as NMR, EPR, FRET, or cross- 
linking mass spectrometry. These constraints can be used during 
docking to guide the search toward biologically plausible confor
mations. Tools like HADDOCK (High Ambiguity Driven DOCKing) 
enable such data to restrain docking models and improve reliability, 
especially for flexible or partially disordered systems [172]. These 
integrative approaches significantly enhance the interpretability and 
accuracy of docking predictions in complex biological environments.

12. Applications in olfaction

Various computational methods have been employed to investigate 
olfactory receptors. The recently released cryo-EM structure of OR51E2 
revealed a unique binding pocket (Fig. 6). The binding pocket of olfac
tory receptors (ORs) is located in a similar transmembrane region as that 
of class A GPCRs such as the β2-adrenergic receptor and rhodopsin; 
however, it differs structurally in that it is typically more occluded and 
compact, with unique residue arrangements that confer specificity to 
small, volatile odorants [55]. The binding pocket of olfactory receptors 
(ORs) is hydrophobic, which suggests that odorants bind to ORs through 
hydrophobic interactions [30].

In contrast, the binding site of the β-adrenergic receptor forms ionic 
bonds, hydrogen bonds, and electrostatic interactions with its ligands 
[30]. The odorant-binding pocket identified in OR51E2 is smaller than 
the β2-AR and rhodopsin binding pocket and does not engage TM2 and 
TM7 [55]. However, the binding specificity of ORs is not only deter
mined by the hyper-variable region of the central transmembrane do
mains; the N-termini and C-termini also play a role [30,173,174]. Both 
terminals are short, containing approximately 20 amino acids each [30].

One study utilised molecular modelling, fingerprint interaction 
analysis, and molecular dynamics simulations to examine the olfactory 
receptor Olfr73 [92]. The aim was to gain insights into the fundamental 
principles governing odorant binding to this olfactory receptor and to 
discover novel receptor-activating compounds beyond the scope of 

Fig. 6. Comparison of the odorant-binding pocket in OR51E2 with other class A GPCRs. (a) Cryo-EM structure of the human olfactory receptor OR51E2 bound to its 
ligand propionate (yellow spheres), showing key interactions with transmembrane helices TM3-TM6 and extracellular loop 2 (ECL2). (b) Structure of the 
β₂-adrenergic receptor (β₂AR) in complex with adrenaline (PDB ID: 4LDO), illustrating its ligand-binding site. (c) Structure of rhodopsin bound to all-trans-retinal 
(PDB ID: 6FUF), highlighting its orthosteric pocket. The figure illustrates similarities in the overall helical arrangement of the transmembrane domains while 
emphasising distinct binding pocket geometries and ligand environments [55]. (For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.)
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traditional chemical odorant libraries. The results revealed that the 
binding pocket of the homology-modelled Olfr73 is comparatively 
smaller but exhibits greater flexibility than the binding pockets found in 
typical non-olfactory G-protein-coupled receptors. The study’s authors 
further screened a library of 1.6 million compounds against Olfr73. This 
screening process identified 25 potential agonists beyond conventional 
agonists. Among these, 17 compounds were verified through cell-based 
assays, with some exhibiting promising therapeutic potential. The 
study’s overall conclusions propose a molecular explanation for the 
diminished interaction between an odorant and its olfactory receptor 
(OR), accounting for the typically low potency of OR-activating com
pounds. The results offer proof-of-principle for identifying novel thera
peutic OR agonists.

In 2023, Alfonso-Prieto and Capelli introduced a protocol that 
involved conducting a series of molecular dynamics simulations using de 
novo structures predicted by state-of-the-art machine learning algo
rithms [175]. They applied this protocol to investigate the human 
OR51E2 receptor, which has been extensively studied [175]. The find
ings of this study highlighted the importance of MD simulations in 
refining and validating models generated de novo [175]. The study also 
revealed the significance of a sodium ion at a binding site close to D2.50 

and E3.39 in stabilising the receptor’s inactive state [175]. Remarkably, 
these two acidic residues exhibit vital conservation among human ORs, 
implying that this crucial requirement likely applies to the approxi
mately 400 other members within this receptor family [175]. With the 
recent publication of a Cryo-EM structure of the same receptor in its 
active state, Alfonso-Prieto and Capelli presented this protocol as an in- 
silico method that complements ongoing efforts to unravel the structures 
of ORs [175].

In a recent follow-up study, Pirona et al. (2024) built upon the 
Alfonso-Prieto and Capelli OR51E2 modelling protocol [175] by per
forming extended microsecond-scale molecular dynamics simulations to 
investigate the effects of calcium binding on olfactory receptor inacti
vation. Using the experimentally determined active-state cryo-EM 
structure of OR51E2 as a starting point, they demonstrated that calcium 
(Ca2+) binding to the conserved acidic residues D2.50 and E3.39 sta
bilises the receptor in an inactive conformation more effectively than 
sodium (Na+) or protonation of these residues. This stabilisation was 
linked to reduced water permeability, suppressed lipid infiltration into 
the ion-binding pocket, and conformational shifts in TM5 and 
TM6—structural hallmarks of GPCR inactivation. Importantly, the 
findings suggest that calcium binding achieves better electrostatic 
complementarity at this site compared to monovalent ions, providing 
new mechanistic insights into the regulation of OR states. Given that 
over 90 % of human ORs possess this conserved D2.50/E3.39 motif, the 
study proposes calcium as a potential physiological modulator of OR 
activity, opening new avenues for functional studies and drug targeting 
in this receptor family [176].

Advanced machine learning applications have been revived due to 
advancements in artificial intelligence and growing research in decod
ing human olfactory perception from the chemical features of odorant 
molecules [177]. Achebouche et al. conducted a study wherein they 
devised Convolutional Neural Network (CNN) and Graphical Convolu
tional Network (GCN) models to analyse the relationships that map 
odorant molecules to odours and odorant molecules to olfactory re
ceptors [177]. CNNs are deep learning architectures that capture spatial 
hierarchies in data, making them suitable for grid-like inputs such as 
molecular fingerprints, while GCNs are designed to learn directly from 
graph-structured data, such as molecular graphs, by propagating infor
mation across atom-level connectivity. The study employed an extensive 
dataset of 5955 molecules, 160 odours, and 106 olfactory receptors 
[177]. Their findings indicated encouraging performance results, with 
the GCN model achieving a precision-recall area under the curve (AUC- 
PR) of 0.66 for odorant-to-odour prediction, reflecting moderate pre
dictive ability in a highly imbalanced, multi-label classification setting, 
and 0.91 for odorant-to-OR prediction, suggesting strong predictive 

power for ligand–receptor relationships [177]. In addition to their pre
vious findings, the study reported an additional result by examining the 
correspondence of odours and ORs associated with 389 compounds 
[177]. They calculated a pairwise score for each odour-OR combination, 
providing further insights into the relationships between odours and 
olfactory receptors [177]. This analysis suggested a potential combina
torial relationship between olfactory receptors and odours [177]. The 
study highlights the potential of artificial intelligence in identifying the 
perception of smell and revealing the complete collection of receptors 
associated with a specific odorant molecule [177].

In 2013, Boyle, McInally, and Ray reported a cheminformatics 
pipeline that predicts receptor–odorant interactions from an extensive 
collection of chemical structures (>240,000) for receptors, which they 
tested on a smaller panel of odorants (~100) [178]. They use compu
tational tools to identify shared structural features from known ligands 
of individual receptors [178]. Specifically, they calculated a panel of 32 
molecular descriptors using Dragon software, which included physico
chemical properties such as molecular weight, lipophilicity (logP), 
hydrogen bond donors and acceptors, and topological indices. A support 
vector machine (SVM) classifier was subsequently trained on these 
features to predict the activators and inhibitors of Drosophila olfactory 
receptors. These features were used to screen in silico new candidate 
ligands from >240,000 potential volatiles for several olfactory receptors 
in the Drosophila antenna [178]. Additional experiments involving nine 
olfactory receptors yielded a remarkable success rate of approximately 
71 % for the screening process [178]. This led to the identification of 
numerous new activators and inhibitors [178]. In summary, their find
ings demonstrate that computational prediction of receptor-odour in
teractions holds the potential to facilitate systems-level analysis of 
olfactory receptors present in various organisms [178].

In another study, Gelis et al. utilised protein-ligand complex mo
lecular dynamics (MD) simulations to better understand the dynamic 
interactions between proteins and odorants essential for receptor acti
vation [179]. To achieve this, they developed a dynamic model of the 
human olfactory receptor hOR2AG1, a well-characterised functional 
receptor [179]. The homology model of hOR2AG1 was based on an X- 
ray structure of bovine rhodopsin with a resolution of 2.2 Å, chosen 
because both receptors belong to class A G protein-coupled receptors 
(GPCRs) and share hydrophobic ligands [179]. Through dynamic 
computational predictions and experimental analysis using site-directed 
mutagenesis, they refined the three-dimensional structure of the ligand- 
binding site within the hOR2AG1 homology model [179]. Their inves
tigation identified a binding pocket between helices III, V, VI, and VII as 
the most promising site for ligand binding. This finding was experi
mentally validated by expressing wild-type (WT) and mutant hOR2AG1 
receptors in Hana3a cells and conducting functional characterisations 
using single-cell Ca2+ imaging [179]. The study’s results provide 
valuable insights into olfactory receptor activation and ligand binding 
mechanisms, contributing to understanding how olfactory receptors 
interact with odorants at the molecular level.

More recently, Nicoli et al. utilised experimental data to guide the 
investigation of OR5K1 ligand binding modes within the orthosteric 
binding site [180]. They incorporated structural information from AI- 
driven modelling, recently available in the AlphaFold Protein Struc
ture Database, and homology modelling to gain insights into the binding 
process. Induced-fit docking simulations were employed to explore the 
conformational space of the binding site for the ensemble docking [180]. 
To refine their models, they used mutagenesis data to guide the sampling 
of side chain residues and model selection [180]. The resulting models 
exhibited improved rationalisation of the distinct activities of active 
(agonist) versus inactive molecules compared to the initial models, 
effectively capturing the subtle structural differences responsible for 
activity variations [180]. Notably, the study identified specific residues, 
L1043.32 and L2556.51, as crucial for the activity of OR5K1 agonists 
[180]. In conclusion, Nicoli et al. presented a robust model refinement 
protocol applicable for modelling the orthosteric binding site of 
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olfactory receptors and other G protein-coupled receptors (GPCRs) with 
low sequence identity to existing templates [180]. Their approach is 
valuable for understanding ligand binding mechanisms and receptor 
activity in challenging receptor structures.

In a separate investigation, Cong et al. aimed to elucidate how the 
amino acid sequences of ORs contribute to their diverse responses to 
various ligands [34]. The study involved constructing a proteochemo
metric (PCM) model using site-directed mutagenesis, in vitro functional 
assays, and molecular simulations. PCM is a computational modelling 
approach that integrates protein sequence information and ligand 
chemical descriptors into a unified framework to predict recep
tor–ligand interactions across multiple targets. This PCM model relied 
on OR sequence similarities and ligand physicochemical features to 
predict OR responses to odorants, employing supervised machine 
learning techniques [34]. Among these techniques, the Random Forest 
(RF) algorithm, an ensemble learning method based on decision trees, 
was chosen for its robustness in handling high-dimensional and 
nonlinear data. The research indicated that the ligand selectivity of the 
ORs is primarily encoded in the residues located within 8 Å of the 
orthosteric pocket [34]. Subsequent predictions utilising the Random 
Forest (RF) method achieved a hit rate of up to 58 %, as confirmed by in 
vitro functional assays involving 111 ORs and seven odorants with 
distinct scaffolds [34]. This led to the identification of sixty-four new 
OR–odorant pairs, with 25 ORs successfully being deorphanized [34]. 
The most effective model demonstrated a 56 % deorphanization rate 
[34]. The PCM-RF approach provides an accelerated method for map
ping OR–odorant interactions and successfully deorphanizing ORs [34]. 
This advancement holds great promise for enhancing our understanding 
of olfactory receptor functionality and facilitating the identification of 
new receptor-ligand pairs for various therapeutic and sensory 
applications.

13. Conclusions and future directions

Computational modelling has become a powerful tool in studying 
olfactory receptors, enabling a deeper understanding of their structure, 
function, and dynamic interactions with odorants. Homology modelling 
has successfully predicted OR structures when experimental data is 
limited. Pharmacophore modelling aids in identifying critical residues 
involved in ligand binding and contributes to the identification of po
tential drug candidates. Molecular dynamics simulations and free en
ergy calculations allow for investigating OR-odorant interactions, 
refining models, and predicting binding affinities. Molecular docking 
assists in predicting the binding modes and affinities between receptors 
and ligands, contributing to drug discovery efforts. Machine learning 
techniques have also successfully predicted receptor responses to 
various odorants, providing insights into OR selectivity.

The application of computational approaches in olfactory receptor 
modelling is poised to grow. With advancements in computational 
power and force field accuracy, molecular dynamics simulations will 
continue to play a vital role in understanding the dynamic behaviour of 
ORs. Furthermore, combining different computational methods, such as 
machine learning with docking or molecular dynamics simulations, 
holds promise for more accurate predictions of receptor-odorant in
teractions. Moreover, utilising experimental data in conjunction with 
computational models will further enhance the accuracy of predictions 
and facilitate the deorphanisation of ORs. As new experimental struc
tures become available, improved homology models will contribute to a 
more comprehensive understanding of OR structure-function relation
ships. These integrated strategies collectively provide an increasingly 
powerful toolkit for exploring the structural basis of olfactory receptor 
function, ligand specificity, and receptor–ligand interactions across 
diverse biological systems.

Despite these advances, key challenges remain. Experimental vali
dation of computationally predicted OR structures and ligand in
teractions is still limited, primarily due to the scarcity of high-resolution 

receptor structures and the difficulties in expressing and crystallising 
ORs. Additionally, the functional diversity and redundancy among ORs 
present further hurdles in reliably predicting receptor–ligand relation
ships, especially across species.

Future research will likely benefit from combining AI-based structure 
prediction tools (e.g., AlphaFold, RoseTTAFold) with dynamic simula
tion methods and structure-based screening to refine receptor models 
and capture biologically relevant conformations. Hybrid approaches 
integrating experimental constraints (e.g., cross-linking MS, FRET, 
NMR) with computational workflows could improve modelling accuracy 
and expand our understanding of OR activation and signalling.

Moreover, the emerging role of ectopically expressed ORs in non- 
olfactory tissues presents an exciting frontier for therapeutic discov
ery. Computational methods may help uncover novel ligands, elucidate 
tissue-specific receptor functions, and guide the design of selective 
modulators with clinical relevance.

Finally, with the increasing availability of OR–ligand datasets, the 
integration of machine learning techniques, including deep learning and 
graph neural networks, offers promise for large-scale deorphanization 
and ligand profiling, paving the way for a systems-level understanding 
of olfactory coding and its biomedical applications. These developments 
will advance basic olfactory biology and enable translational applica
tions in drug discovery, diagnostics, and sensory modulation.
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