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A B S T R A C T 

We present a new suite of EDGE (‘Engineering Dwarfs at Galaxy formation’s Edge’) cosmological zoom simulations. The suite 
includes 15 radiation-hydrodynamical dwarf galaxies co v ering the ultrafaint to the dwarf irre gular re gime (10 

4 ≤ M � ( z = 0) ≤
10 

8 M �) to enable comparisons with observed scaling relations. Each object in the suite is evolved at high resolution ( ≈ 3 pc ) 
and includes stellar radiation, winds, and supernova feedback channels. We compare with previous EDGE simulations without 
radiation, finding that radiative feedback results in significantly weaker galactic outflows. This generalizes our previous findings 
to a wide mass range, and reveals that the effect is most significant at low M � . Despite this difference, stellar masses stay 

within a factor of two of each other, and key scaling relations of dwarf galaxies (size–mass, neutral gas–stellar mass, and gas- 
phase mass–metallicity) emerge correctly in both simulation suites. Only the stellar mass–stellar metallicity relation is strongly 

sensitive to the change in feedback. This highlights how obtaining statistical samples of dwarf galaxy stellar abundances with 

next-generation spectrographs will be key to probing and constraining the baryon cycle of dwarf galaxies. 

Key words: methods: numerical – galaxies: dwarf – galaxies: evolution – galaxies: ISM – galaxies: structure. 
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 I N T RO D U C T I O N  

mall ‘dwarf’ galaxies are sensitive probes of galaxy formation and 
ark matter physics. Within their shallow gravitational potential 
ells, energetic stellar processes [e.g. supernovae (SNe), stellar 
inds and radiation, and collectively ‘feedback’] efficiently drive 
alactic outflows (see Collins & Read 2022 for a re vie w), making
warf galaxies an ideal laboratory to study how feedback processes 
egulate the growth of galaxies over cosmic time (e.g. Naab & 
 E-mail: mpr47@bath.ac.uk 

p  

c  

T  

The Author(s) 2025. 
ublished by Oxford University Press on behalf of Royal Astronomical Society. Th
ommons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whic
rovided the original work is properly cited. 
striker 2017 for a re vie w). Furthermore, the existence of their low-
ass dark matter haloes offer leading constraints on the ‘coldness’ 

f dark matter (e.g. Nadler et al. 2020 ), while their internal dynamics
irectly probe if dark matter is self-interacting (see Pontzen & 

o v ernato 2014 ; Bullock & Boylan-Kolchin 2017 ; Sales, Wetzel &
attahi 2022 for re vie ws). 
The same low mass that makes dwarf galaxies sensitive to impor-

ant physical processes has historically also made them challenging 
o observe and characterize. But the advent of wide-field, deep 
hotometric surv e ys has now revealed an ever-growing number of
lassical and ultrafaint dwarf galaxies (Simon 2019 for a re vie w).
his has in turn enabled dedicated programs to study the stellar
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hemistry and kinematics of these systems (e.g. Ji et al. 2016a ,
 , c , 2020 ; Longeard et al. 2018 ; Buttry et al. 2022 ; Simon et al.
023 ; Bruce et al. 2023 ; Hansen et al. 2024 ). Furthermore, the new
eneration of imaging can now be combined with upgrades in radio
apabilities (e.g. with the MeerKAT Telescope) and multi-object
pectroscopy (e.g. with the Dark Energy Spectroscopic instrument;
ESI). This has fundamentally changed our ability to characterize

he gas contents and gas-phase metallicities of faint dwarf galaxies,
ushing characterization to the very faintest end (e.g. McQuinn et al.
021 ) and vastly extending statistical samples (e.g. Scholte et al.
025 ). 
This forward trend in observational capabilities and disco v eries

ill continue in the next 5 yr, spearheaded by experiments such
s the Vera C. Rubin Observatory which is expected to provide a
ear-complete census of faint ( M V ≈ −6) dwarf galaxies within
 Mpc around the Milky Way (Mutlu-Pakdil et al. 2021 ) and the
ancy Roman Space Telescope . These new photometric data sets will
e complemented by forthcoming spectroscopic information, with
or example the 4MOST-Dwarf survey expected to obtain chemical
bundances for > 50 000 dwarf galaxy stars (Sk ́ulad ́ottir et al. 2023 ).

Interpreting these new data sets requires us to develop detailed
odels of dwarf galaxy formation that can match the data’s new

tatistical power while retaining enough physical fidelity to make
obust predictions. This is a challenging task. The small sizes of dwarf
alaxies ( ≈ 100 pc ) require high ( ≈ 10 pc ) numerical resolution to
esolve their gas reservoirs and star-forming regions over cosmic
ime. But, at the same time, modelling the full cosmological history
f a dwarf galaxy is also essential, as each specific formation scenario
lays a key role in setting the z = 0 properties and observables
e.g. Ben ́ıtez-Llambay et al. 2015 ; Benitez-Llambay & Fumagalli
021 ; Fitts et al. 2017 ; Rey et al. 2019b , 2020 ; Wright et al.
019 ; Katz et al. 2020 ; Tarumi, Yoshida & Frebel 2021 ; Herzog,
en ́ıtez-Llambay & Fumagalli 2023 ). Simulating many objects, in
 cosmological context, and with a high-resolution place conflicting
emands on the available computing power. 
None the less, the field has made great progress in addressing

hese challenges in recent years. Impro v ements in code efficiency and
omputational power now allow zoomed cosmological simulations
f field faint dwarf galaxies with ≈ pc resolution o v er the full Hubble
ime (e.g. Wheeler et al. 2019 ; Agertz et al. 2020 ; Gutcke et al. 2022 ;
o et al. 2025 ). These gains go beyond an incremental improvement

n resolution, as they allow us to resolve explicitly the cooling
adius of SNe explosions, in turn enabling a robust modelling of the
merging momentum and its coupling to the gas (e.g. Kimm et al.
015 ; Kim & Ostriker 2015 ; Martizzi, Faucher-Gigu ̀ere & Quataert
015 ; Ohlin, Renaud & Agertz 2019 ). 
In parallel, model impro v ements are significantly increasing

hysical fidelity. For example, radiation-hydrodynamics simulations
an now account for stellar radiative heating over the cosmological
istory of a dwarf galaxy (Agertz et al. 2020 ). Unlike previous
ubgrid implementation that were attempted to capture radiative
ffects locally (e.g. Agertz et al. 2013 ; Hopkins et al. 2018 ), explicit
adiative transfer gives a physical account of how photons ionize,
eat, and inject momentum in the gas both locally, and non-locally
cross the interstellar medium (ISM) and circumgalactic medium
CGM). Beyond radiative transfer, cosmological simulations of
warf galaxies have also made strides to explicitly sample the initial
ass function (IMF) with individual stars (e.g. Gutcke et al. 2022 ;
ndersson et al. 2025 ), unlocking direct comparisons with resolved-

tar observations of dwarf galaxies in the Local Volume. And high-
esolution cosmological simulations have also started to incorporate
etailed models of cosmic ray (e.g. Martin-Alvarez et al. 2023 )
NRAS 541, 1195–1217 (2025) 
nd black hole feedback (e.g. Koudmani, Henden & Sijacki 2021 ;
oudmani, Sijacki & Smith 2022 ; Arjona-Galvez, Di Cintio & Grand
024 ), starting to quantify the importance of these processes at the
aint end of galaxy formation at z = 0. 

Furthermore, lessons learned from these detailed numerical sim-
lations directly inform the development of more realistic semi-
nalytical and semi-empirical models of dwarf galaxy formation
e.g. Benitez-Llambay & Frenk 2020 ; Wang et al. 2021 ; Kravtsov &

anwadkar 2022 ; O’Leary et al. 2023 ; Kim et al. 2024 ; Monzon,
an den Bosch & Mitra 2024 ). The statistical power of these models
ill be invaluable to interpret the populations of dwarf galaxies from
e xt-generation surv e ys. 
The EDGE collaboration has been a key contributor to these

dvances. At the core of our approach is the undertaking of suites
f highly detailed, high-resolution cosmological simulations (e.g.
gertz et al. 2020 ; Rey et al. 2020 ; Prgomet et al. 2022 ; Andersson

t al. 2025 ). These simulations are then leveraged to pinpoint the
 ey f actors shaping dw arf galaxy observables (Rey et al. 2019b ,
022 , 2024b ; Goater et al. 2024 ; Gray et al. 2025 ), and dark matter
roperties (Orkney et al. 2021 , 2022 , 2023 ). Learnings from these
imulations are then encapsulated into a semi-analytical model to
nable the modelling of statistical populations (Kim et al. 2024 ). 

In this paper, we present the new generation of EDGE cosmo-
ogical zoomed simulations that will be the cornerstone of our
uture interpretation efforts. This new suite extends the state of
he art in multiple ways. First, in physical fidelity. We maintain
he characteristic high resolution of the original EDGE simulations
 �x ≈ 3 pc ; m DM 

≈ 950 M �) to resolve individual SNe explosions,
nd combine it with a systematic use of radiative transfer for an
xplicit account of radiative feedback from stars. This improves the
hysical realism of the ISM o v er man y more objects than the single
warf galaxy presented in Agertz et al. ( 2020 ). 
Second, we extend the scale of the simulation suite. We sim-

late > 15 different dwarf galaxies from ultraf aint dw arf galax-
es ( M 200 ≈ 10 9 M �; M � ≈ 10 4 M � at z = 0) to dwarf irregulars
 M 200 ≈ 10 10 M �; M � ≈ 10 7 M �). All simulations share the same
umerical resolution and feedback physics. Bridging to higher mass
bjects without compromising on the physical fidelity opens new
egimes of comparisons with observational data, as well as providing
 larger range of data points to calibrate future semi-analytical
odels. 
This combination of scale and fidelity is unique. Furthermore, the

bility to compare between two fundamentally different feedback
odels (without and with photoionization feedback in EDGE1 and

DGE2 , respecti vely) also allo ws for a ne w understanding of the
heoretical uncertainties in our results. We describe the EDGE2

odel and its updates in Section 2 and show how it affects the
SM and outflows of dwarf galaxies in Section 3 . Section 4 shows
ow dwarf galaxy scaling relations naturally emerge from EDGE

odelling and their robustness to a large change in subgrid physics
odelling. Section 5 discusses the new numerical challenges associ-

ted with explicitly modelling stellar radiation, and we conclude in
ection 6 . 

 E D G E 2  N U M E R I C A L  SETUP  

n this section, we describe the EDGE2 numerical methods and the
uite of zoomed cosmological simulations. We briefly summarize
he main differences between EDGE1 and EDGE2 in the bullet points
elow, and refer the reader to Rey et al. ( 2020 ) for a more in-depth
escription of the EDGE1 model. 
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Figur e 1. Ener gy (top), total oxygen (middle), and iron (bottom) injected by 
a 300 M � stellar particle o v er its lifetime in the EDGE1 and EDGE2 models. 
The total is the sum of each individual subcomponent and does not include 
the radiation budget to enable one-to-one comparison between EDGE2 and 
EDGE1 . Due to the change in IMF, yields and SNeIa modelling, EDGE2 injects 
≈ 50 per cent less CCSN energy, half the oxygen, and twice the iron per 
stellar population. 
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(i) EDGE2 uses non-equilibrium primordial and molecular chem- 
stry via the implementation of Rosdahl et al. ( 2013 ) andNickerson,
eyssier & Rosdahl ( 2018 ), as opposed to EDGE1 ’s equilibrium
ooling from Courty & Alimi ( 2004 ). 

(ii) EDGE2 accounts for stellar photoionization and photoheating 
sing radiative transfer following the setup described in Agertz et al. 
 2020 ). 

(iii) EDGE2 updates the feedback budget to be normalized to a 
roupa ( 2001 ) IMF integrated between 0.1 and 100 M � to be

onsistent with spectral energy distribution (SED) libraries. EDGE1 
sed a Chabrier ( 2003 ) IMF integrated between 0.5 and 100 M �. 
(iv) EDGE2 tracks the enrichment of eight individual elements (C, 

, O, Mg, Al, Si, Fe, and Eu) using the NUGRID yields for core-
ollapse supernovae (CCSNe; Pignatari et al. 2016 ; Ritter et al. 2018 ).
DGE1 tracked only O and Fe and used the Woosley & Heger ( 2007 )
CSNe yields for EDGE1 . 
(v) EDGE2 updates the Type-Ia SN (SNeIa) model to use a delay- 

ime distribution from Maoz, Mannucci & Brandt ( 2012 ) and yields
rom Seitenzahl et al. ( 2013 ). EDGE1 used the binary mass function
rom Raiteri, Villata & Navarro ( 1996 ) and yields originally from
hielemann, Nomoto & Yokoi ( 1986 ). 
(vi) EDGE2 updates the UV background (UVB) from a modified 

aardt & Madau ( 1996 ) to the Faucher-Gigu ̀ere ( 2020 ) photoioniza-
ion and photoheating rates. 

(vii) EDGE2 uses a new high-cadence infrastructure to allow the 
ynamical tracking of gas and stars on short time-scales with tracer 
articles (Cadiou, Dubois & Pichon 2019 ). 
(viii) EDGE2 adds five new objects at higher masses ( M 200 ≈

0 10 M �) to the original suite of initial conditions to grow our sample
ize (Muni et al. 2025 ). Table A1 in Appendix A provides all the
roperties of each object in the EDGE1 and EDGE2 models. 

Fig. 1 summarizes how these changes affect the energy injection 
nd metal production budget integrated over 14 billion years in a 
00 M �, 0 . 01 Z � stellar population. We describe these changes 
urther in the next sections. 

.1 Initial conditions and resolution 

ll of our simulated galaxies are evolved to z = 0 from cosmological
oomed initial conditions constructed with the GENETIC software 
Stopyra et al. 2021a ). All initial conditions use a flat Lambda-
old dark matter ( � CDM) transfer function generated with CAMB

Lewis, Challinor & Lasenby 2000 ). Original EDGE1 initial condi- 
ions assume a Planck Collaboration XVI ( 2014 ) cosmology with 
arameters �m 

= 0 . 3086, �� 

= 0 . 6914, h = 0 . 6777, σ8 = 0 . 8288,
nd n s = 0 . 9611. The new initial conditions we introduce below use
 Planck Collaboration VI ( 2020 ) cosmology with parameters �m 

= 

 . 3158, �� 

= 0 . 6842, h = 0 . 6732, σ8 = 0 . 8117, and n s = 0 . 9660.
hese cosmologies are compatible within 68 per cent confidence 

ntervals and do not lead to major differences. Initial conditions are 
volved analytically using first-order perturbation theory (Zel’dovich 
970 ) until z = 99, at which point numerical integration starts. 
To build the original EDGE1 zoomed regions, we first simulate 

 random cosmological volume (50 Mpc at 512 3 resolution) only 
ccounting for gravity and dark matter. We then open a cubic 
oomed region of 11.5 Mpc (resolution equi v alent to 2048 3 , m DM 

=
 . 8 × 10 6 M �) centred on the largest void in the simulation. Having 
esimulated this first zoom level, we identify haloes within the z = 0
oid using the HOP halo finder (as in Eisenstein & Hut 1998 )
nd keep only isolated central haloes with no neighbours more 
assive than them within 5 r 200 . Here, r 200 is the radius encompassing
00 times the critical density of the Universe. We select six dark
atter haloes spanning a wide window in present-day halo mass 

 M 200 = 1 . 5 × 10 9 to 7 × 10 9 M �, where M 200 is the mass enclosed
n a sphere of radius r 200 ), track them back to the initial conditions
gain, and generate initial conditions at our final zoomed resolution 
 m DM 

= 940 M �, equi v alent to 16384 3 ). 
New initial conditions presented in this paper follow the same 

rocedure as previously followed with small operational differences 
see also Muni et al. 2025 ). The original volume is 100 Mpc,
rst simulated using 256 3 particles. We centre on the biggest void

dentified by running a ‘paired’ simulation (see Stopyra, Peiris & 

ontzen 2021b ) and select a ≈ 11 . 5 Mpc cubic subvolume in which
he resolution reaches m DM 

= 3 . 9 × 10 6 M �. We select three haloes
ith present-day halo masses from M 200 = 7 × 10 9 to 1 × 10 10 M �

nd increase the dark matter resolution in their Lagrangian region to
 DM 

= 953 M �. Resolution between the original and updated initial
onditions match to ≈ 1 per cent , with slight shift arising from the
light differences in cosmological parameters. 

We also use the ‘genetic modification’ approach to introduce 
ontrolled changes in cosmological initial conditions (see Roth, 
ontzen & Peiris 2016 ; Rey & Pontzen 2018 ; Stopyra et al.
021a ; Cadiou, Pontzen & Peiris 2021 for more information about
he method and the range of possible modifications). Using this 
pproach, all initial conditions are genetically modified to ensure 
MNRAS 541, 1195–1217 (2025) 
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hat the Lagrangian region of our dwarf galaxies is (almost) at rest
ith respect to the cosmological box (Pontzen et al. 2021 ). This
odification minimizes the streaming of the dwarf galaxy through

he simulated volume, mitigating advection errors during integration
ithout affecting its mass growth and local environment. 
Furthermore, four of our haloes have genetically modified initial

onditions that craft a targeted change to their mass growth history.
ne low-mass halo (‘Halo 1459’) is engineered to form system-

tically earlier and later, at fixed halo mass today (see Rey et al.
019b ). Two intermediate-mass haloes (‘Halo 624’ and ‘Halo 600’)
re modified to respectively be more massive in halo mass o v erall
nd to form later at fixed z = 0 halo mass (see Rey et al. 2020 ).
astly, a high-mass halo (‘Halo 383’) is modified to form earlier
nd later at fixed halo mass today (see Gray et al. 2025 ). Thanks to
he nature of the genetic modification algorithm, all other untargeted
spects of each formation scenario is maximally reproduced (e.g.
he large-scale environment and cosmic web topology; see e.g.
ontzen et al. 2017 ; Rey, Pontzen & Saintonge 2019a for visuals).
ll haloes labelled ‘GM’ in Table A1 have had their mass accretion
istories genetically modified. Future work will perform controlled
odifications to additional haloes in the EDGE2 suite. 

.2 Hydrodynamics, radiati v e transfer, and refinement 

e follow the evolution of dark matter, stars, gas, and radiation
sing the adaptive mesh refinement hydrodynamics code RAMSES-RT

Teyssier 2002 ; Rosdahl et al. 2013 ). The dynamics of collisionless
articles (dark matter and stars) are computed using a multiscale
article-mesh solver estimating densities through a cloud-in-cell
pproximation (Guillet & Teyssier 2011 ). Fluid dynamics are com-
uted using an Harten–Lax–van Leer contact Riemann solver (Toro,
pruce & Speares 1994 ) with the fluid equations closed by assuming
n ideal gas equation of state with adiabatic index γ = 5 / 3. 

A key addition to this suite is the explicit treatment of the local
ources of radiation. We solve the dynamics of the radiation field
sing the M1 method (Rosdahl et al. 2013 ; Rosdahl & Teyssier 2015 )
iscretizing the light spectrum in six energy bins from the infrared
o the UV (same as in Agertz et al. 2020 , table 1). Our energy
ins are chosen to track radiation that (i) e x erts radiation pressure
hrough dust multiscattering (from 0.1 to 1 eV), (ii) e x erts direct
adiation pressure (from 1 to 12 eV), (iii) dissociates H 2 (from 12 to
3.6 eV), (iv) ionizes H I (13.6 to 24.59 eV), (v) ionizes He I (24.59 to
4.42 eV), and (vi) ionizes He II ( > 54.42 eV). We update the average
nergies and cross-sections in each band every 10 coarse time-steps
y computing the luminosity-weighted average over the spectra of all
tellar populations in the simulation volume (see Rosdahl et al. 2013 ).
urthermore, to mitigate computational costs, local radiation around
tellar sources is propagated at a reduced speed of light ( c reduced =
/ 100; see discussions in e.g. Gnedin & Abel 2001 ; Rosdahl et al.
013 ). A time-varying, but spatially uniform, UVB also permeates
he simulation box after reionization (see Section 2.3 ). This source is
ot propagated but contributes to photoionization and photoheating
ates. 

We use the adaptive nature of RAMSES-RT to focus computational
ower in the dense centre of our dwarf galaxies during integration.
e split cells when they contain eight dark matter particles, and
hen their baryonic mass (stars and gas) exceeds 8 m bar , where
 bar ≈ 150 M �. Refinement is allo wed do wn to a maximum reso-

ution of �x ≈ 3 physical pc. This maximum resolution is achieved
hroughout the dwarf galaxy’s ISM and rapidly degrades as densities
ecrease (see e.g. Pontzen et al. 2021 , fig. 3). We maintain an
pproximately constant resolution in physical units by releasing
NRAS 541, 1195–1217 (2025) 
dditional new lev els ev ery two-folding of the scale factor (Snaith
t al. 2018 ). Refinement is only allowed inside the zoomed region. 

.3 Cooling and thermochemistry 

ompared to the original EDGE simulations that assumed equilibrium
hemistry and cooling, the new simulations of this paper now follow
he non-equilibrium thermochemistry of the primordial plasma fully
oupled to radiative transfer. 

We track the individual ionization fractions of H I , H II , He I , He II ,
e III , and H 2 . The mass fractions and cooling contributions from

tomic species are computed using the semi-implicit solver described
n Rosdahl et al. ( 2013 ), accounting for photoionization, collisional
onization and excitation, bremsstrahlung, Compton cooling and
eating from the cosmic microwave background, and di-electronic
ecombination. We assume that ionizing radiation from free-bound
round state recombination radiation is absorbed locally (the on-the-
pot approximation; see e.g. Nebrin 2023 ). We follow the formation,
dvection and destruction of H 2 and its contribution to the cooling
ate following the model described in Nickerson et al. ( 2018 ).
his model accounts for gas-phase, dust-phase, and collisional H 2 

ormation, destruction through photodissociation, photoionization,
nd cooling and heating coupled to the local radiation flux. In all
uns, we turn-off cosmic ray heating and ionization due to the large
ncertainties on the cosmic ray ionization rate in dwarf galaxies. We
eave to future work an exploration of its impact on the ISM and
utflows of dwarf galaxies (see also Martin-Alvarez et al. 2023 ). 
Metal cooling uses tabulated cooling rates scaled by metallicity.

elow 10 4 K, we use the Rosen & Bregman ( 1995 ) fine struc-
ure cooling rates, while abo v e 10 4 K, we use CLOUDY (Ferland
t al. 2017 ) tables assuming our updated UVB (Faucher-Gigu ̀ere
020 ). These rates are scaled by the total metallicity defined as
 = (2 . 09 Y O + 1 . 06 Y Fe ) /Z �, where Z � = 0 . 02. The numerical
oef ficients are deri ved from assuming a solar mixture from Asplund
t al. ( 2009 ) and Y O and Y Fe are the mass fractions of oxygen and
ron in the gas cell (see also Kim et al. 2014 ). 

Ionization and heating from the UVB permeates the whole
olume in an optically- hin approximation, with high-density regions
llowed to self-shield from this background. We exponentially
amp the UVB photoionization and photoheating rates according
o exp ( −n H / 10 −2 cm 

−3 ) to approximate self-shielding abo v e n H ≈
0 −2 cm 

−3 (Aubert & Teyssier 2010 ; Rosdahl & Blaizot 2012 ). Local
elf-shielding from stellar radiation is treated self-consistently by
olving of the coupled equations of radiative transfer and thermo-
hemistry. Optically thin UVBs can o v erheat the early intergalactic
edium (O ̃ norbe, Hennawi & Luki ́c 2017 ), so we also exponentially

amp the UVB as a function of redshift by exp ( z reion − z). This
nsures a continuous ramp up of photoionizing and photoheating
ates, rather than the instantaneous switch-on commonly used in
VB tables (e.g. Faucher-Gigu ̀ere 2020 ). With our choice of z reion ,

he UVB heating and ionizing rates are at full strength at z = 6 (see
ey et al. 2020 ). 

.4 Star formation 

he star formation modelling remains unchanged compared to
gertz et al. ( 2020 ). We model star formation following a Kennicutt–
chmidt law (Schmidt 1959 ; Kennicutt 1998 ): 

˙∗ = εff 
ρg 

t 
for gas cells with ρg > ρ� and T g < T � , (1) 
ff 
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here ρ̇∗ is the instantaneous star formation rate (SFR) in a gas cell,
ff is the star formation efficiency per free-fall time, ρg and T g are 
he gas cell density and temperature, and t ff = 

√ 

3 π/ 32 Gρ is the 
ocal free-fall time. We choose ρ� = 300 m p cm 

−3 , corresponding 
oughly to the average density of giant molecular clouds and to 
he density needed to form a 300 M � stellar population at our 
esolution (see below). We pick a constant εff = 10 per cent which, 
t ≈ 3 pc resolution, has been shown to reproduce key star formation 
bservables such as the density and energy power spectra of the ISM
n Milky Way-like galaxies (Grisdale et al. 2017 ), the properties of
iant molecular clouds (Grisdale et al. 2018 ), and the observed star
ormation efficiency in molecular clouds (Grisdale et al. 2019 ). This
alue is also compatible with typical predictions from multi-free-fall 
odels and star formation simulations with similar resolution (e.g. 
ederrath & Klessen 2012 ; Padoan, Haugbølle & Nordlund 2012 ). 
e also implement a temperature threshold of T � = 1000 K, which

s higher than in EDGE1 (100 K) to compensate for the additional
eating from radiative feedback. The original moti v ation for T � is to
nsure that star-forming gas is cold enough to represent (potentially 
nresolved) molecular gas. As we will see in Section 5.1.4 , ho we ver,
he choice of this parameter leads to unwanted numerical effects due 
o the coupling between star formation and radiative heating. 

F or ev ery gas cell satisfying our threshold conditions, we sample
quation ( 1 ) stochastically with a Poisson process so that the
xpectation of the local SFR equals ρ̇∗ (Rasera & Teyssier 2006 ). 
tellar particles have initial masses of 300 M � and assume a Kroupa 
 2001 ) IMF. This mass is at the boundary of ensuring that stochastic
ffects are averaged over at our resolution (see e.g. Smith 2021 ).
his is key for radiative feedback which is still modelled as an

MF-averaged process (as opposed to SN feedback for which SNe 
re individually sampled). We will explore the consequences of 
hese choices in the future with a star-by-star EDGE implementation 
Andersson et al. 2025 ). 

.5 Stellar feedback 

 key aspect of the EDGE model is the detailed account of feedback
rom massive stars. We account for CCSNe, SNeIa, fast winds from
assi ve stars, slo w winds from asymptotic giant branch (AGB) stars,

nd now radiative feedback. 
Our model tracks the main-sequence lifetime of different pro- 

enitors within a stellar particle (Agertz, Teyssier & Moore 2011 ), 
nsuring that stars of different masses inject their feedback on their 
ele v ant main-sequence time-scale. We model SN explosions as 
iscrete events, computing at each simulation time-step the number 
f stars exiting the main sequence to turn into CCSNe (equations 6
n Agertz et al. 2013 ). This IMF-averaged number is then randomly
ampled through a Poisson process to obtain a discrete number of
xplosions (Agertz et al. 2020 ). To maintain consistency with the 
MF used for radiative feedback, we normalize this number to the 
roupa ( 2001 ) IMF integrated between 0.1 and 100 M �. This differs

rom EDGE1 which used a Chabrier ( 2003 ) IMF integrated between
.5 and 100 M �, leading to a ≈ 40 per cent decrease in the number
f CCSNe per stellar population (Fig. 1 , top) 
Furthermore, to match the explodability assumptions made by our 

ew chemical enrichment model (Section 2.6 ), we now assume that 
assive stars between 8 and 30 M � explode as CCSNe, while stars

bo v e directly collapse into black holes without releasing energy. 
revious EDGE1 modelling assumed that all stars between 8 and 
0 M � e xploded. When convolv ed with the IMF, this further reduces
he energy budget of CCSNe by ≈ 10 per cent. 
Furthermore, SNeIa now follow a delay time distribution accord- 
ng to Agertz et al. ( 2021 ). We assume that SNeIa start when their par-
nt stellar particle has an age of 38 . 4 Myr (the main-sequence lifetime
f 8 M � star to form the first non-exploding degenerate progenitor) 
nd explode with a rate that initially peaks at 2 . 6 × 10 −13 M 

−1 � and

ecays as t −1 . 12 following the empirical determination of Maoz et al.
 2012 ) for field galaxies. As for CCSNe, SNeIa are individually
ampled from this rate using a Poisson process. In EDGE1 , we instead
odelled the SNeIa rate by integrating over the IMF of secondary,

inary companions between 1 and 8 M � (Raiteri et al. 1996 ; see
gertz et al. 2013 for a detailed description). This modernization 

eads to a higher number of SNeIa per stellar population (Fig. 1 ,
op), which balances the 40 per cent decrease induced by the change 
n IMF normalization. 

For both SN types, we directly inject thermal energy ( E SN =
0 51 erg constant at all times) when the cooling radius of the
ndi vidual SN e v ent is resolv ed by six resolution elements. This
llows us to self-consistently follow the build-up of momentum 

hrough the Sedov–Taylor phase by solving the hydrodynamics 
quations rather than relying on a subgrid implementation. When the 
ooling radius is unresolved, we switch to a momentum injection. 
his is a binary switch (see also Kim & Ostriker 2015 for a similar

mplementation and Kimm & Cen 2014 ; Kimm et al. 2015 for
n interpolated approach). Following Kim & Ostriker ( 2015 ), we
nject a Sedov–Taylor momentum of p ST = 2 . 95 × 10 5 M � km s −1 

caling with density and gas metallicity according to Blondin et al.
 1998 ). We do not account for local velocity dynamics (e.g. Hopkins
025 ). Appendix B shows that > 90 per cent of CCSNe events and
 60 per cent of SNeIa events are resolved by more than 6 3 ( > 200)

esolution elements, ensuring that we greatly reduce uncertainties 
ssociated to the subgrid modelling of SN feedback in an unresolved
SM. 

We also account for wind feedback from massive O and B stars
 m ≥ 8 M �) during their main sequence, and from stars of masses
 . 5 − 8 . 0 M � when they reach their AGB phase. OB winds return
ass and momentum to the ISM according to the metallicity- 

ependent budget described in Agertz et al. ( 2013 ). AGB winds
ontinuously release mass and metals o v er the lifetime of a stellar
article following their IMF-averaged mass loss (equation 17 in 
gertz et al. 2013 ). No changes are made to these models between

DGE1 and EDGE2 and at our characteristic low metallicities, these 
ind models contribute little to the feedback energy budget (Fig. 1 ).
In addition to these changes to the SN budget between EDGE1 and

DGE2 , a large change in stellar feedback comes from the addition of
adiative feedback in EDGE2 . In this case, each stellar particle injects
adiation according to its age and metallicity following a Bruzual &
harlot ( 2003 ) SED. This SED is a ‘soft’ choice for low-metallicity

tellar populations, and we explore in Section 5.1.3 the impact of a
arder SED accounting for binary stars (Stanway, Eldridge & Becker 
016 ). 

.6 Metal enrichment 

nother no v elty in this suite is the tracking of new chemical elements.
n addition to O and Fe tracked by the previous model (Agertz et al.
013 ), we now account for the production and advection of C, N,
g, Al, Si, and Eu. These elements were chosen to sample main α

lements commonly observed in stars within dwarf galaxies, as well 
s the r -process element Eu. 

As with previous EDGE simulations, we do not model the for-
ation, feedback, and metal enrichment from primordial metal-free 
MNRAS 541, 1195–1217 (2025) 
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tars. Instead, we initialize all simulations with a floor in oxygen
etallicity of Z O 

= 10 −3 Z � as an approximation for primordial
etal enrichment (e.g. Greif et al. 2010 ; Jaacks et al. 2018 ; Visbal,
ryan & Haiman 2020 ; Brauer et al. 2025 ). All other elements have
anishing mass fractions initially. Lowering this floor by an order
f magnitude leaves the stellar mass and metallicities of our dwarfs
nchanged (Agertz et al. 2020 ). 
Once star formation starts, winds from O and B stars, winds from

GB stars, CCSNe, and SNeIa all inject chemical elements on the
ame time-scale as their feedback (Section 2.5 ). Once injected, each
lement is advected passively with the gas. 

Yields for CCSNe, OB winds, and AGB winds are interpolated
rom the tables provided by NUGRID (Pignatari et al. 2016 ; Ritter
t al. 2018 ). Discrete injection events from CCSNe are interpolated
cross the table in progenitor mass and metallicity. Since the NUGRID

ables are only available for CCSN progenitor masses between 12
nd 25 M �, we linearly extrapolate to co v er the range assumed in
ur model (8–30 M �). Future EDGE simulations will leverage new
ield tables explicitly including low progenitor masses (Limongi
t al., in preparation) to alleviate this issue, as well as updating our
ssumptions for the CCSN progenitor mass range to reflect new
nderstanding of the super-AGB phase and electron-capture SNe
Gil-Pons et al. 2018 ; Limongi et al. 2024 ). 

Discrete SNeIa inject chemical elements according to Seitenzahl
t al. ( 2013 ) assuming a (constant) solar metallicity (metallicity
ependence of these yields is weak). For AGB winds, we compute
he IMF-averaged number of AGB stars in a given time-step (Agertz
t al. 2013 ) and inject the corresponding yields from NUGRID for
ach element. OB winds follow the same procedure, but instead inject
ccording to a time-dependent fitting function that was calibrated in
gertz et al. ( 2013 ). 
Combined, these updates have a significant impact on the metal

roduction budget per stellar population. Fig. 1 shows that oxygen
roduction is roughly halved in EDGE2 (middle panel), primarily
riven by a strong decrease in CCSNe yield. Part of this de-
rease is due to the change in IMF normalization reducing o v erall
CSNe numbers by ≈ 40 per cent , but is strongly driven by the
hange in yield tables. EDGE1 tables (Woosley & Heger 2007 )
ad an exponential scaling of oxygen production with progenitor
ass (see e.g. Kim & Ostriker 2015 , equation 5) with high-mass

tars producing copious amounts of metals. This was known to
ignificantly o v erproduce oxygen and alpha elements compared to

ilky Way observations (e.g. Agertz et al. 2021 ). The scaling with
rogenitor mass is much weaker in the NUGRID tables. Importantly,
ron production is increased by a factor ≈ 2 . 5 in EDGE2 (bottom
anel), again largely driven by the change in CCSN yield table. This
eflects the recent trends in yield computations with newer models
ll producing significantly more iron than previous iterations (e.g.
imongi & Chieffi 2018 ). 
Finally, for r -process production of Eu, we include an ef fecti ve
odel for neutron-star mergers (NSNS) inspired by Naiman et al.

 2018 ). We assume a constant relative fraction 4 . 6 × 10 −2 between
SNS and SNeIa consistent with the NSNS rates observed in the

ocal Universe (LIGO and Virgo Scientific Collaboration 2017 ).
SNS events are sampled discretely using the same mechanism

s SNeIa with each NSNS injecting a europium yield of 10 −5 M �
C ̂ ot ́e et al. 2018 ) but no other elements. NSNS events do not inject
nergy, mass, or momentum. 

.7 High-cadence outputs 

he Eulerian nature of our code prevents us from efficiently tracking
he Lagrangian history of gas flows. This is particularly problematic
NRAS 541, 1195–1217 (2025) 
n dwarf galaxies where dynamical times and cooling times in the
entre are much shorter than the cadence at which we can save
imulation outputs (see e.g. Rey et al. 2022 , 2024b for examples of
hese limitations). 

To remedy to this, EDGE2 uses a Monte-Carlo particle tracer
lgorithm (Cadiou et al. 2019 ). Tracers are designed to statistically
rack gas flows and exchange mass with stellar tracers to track the
ull baryon cycle of gas as it is accreted and recycled through star
ormation. Tracer dynamics is solved using the same physical solvers
s the rest of the simulation, but they do not source or contribute
owards hydrodynamical, gravity, or radiativ e forces. We spa wn
ve tracers per high-resolution gas cell, leading to a tracer mass
f 223 M � comparable to the stellar particle mass. Our smallest
warf galaxies have ≈ 2 million tracers, while our most massive
bjects can have up to 20 million tracers. 
The position and velocity of tracers is stored on disc every 4 . 5 Myr

compared to every 100 Myr for full simulation output), along with
he density, pressure, and gravitational potential of the gas at the
ocation of the tracer. Additionally, the same information with the
ame cadence is dumped for a selection of 10 000 dark matter
articles, selected randomly from the main progenitor of the dwarf
t z = 2. 

.8 Data processing and analysis 

e process each EDGE2 simulation with the ADAPTAHOP halo and
ubhalo finder (Aubert, Pichon & Colombi 2004 ; Tweed et al. 2009 )
etaining dark matter structures with more than 100 particles. EDGE1
imulations were processed with the HOP halo finder (Eisenstein &
ut 1998 ). We match haloes and subhaloes between simulation

napshots to build merger trees using the PYNBODY (Pontzen et al.
013 ) and TANGOS (Pontzen & Tremmel 2018 ) libraries. Halo centres
re identified using the shrinking-sphere algorithm (Power et al.
003 ). 

 T H E  I M PAC T  O F  R A D I AT I V E  FEEDBACK  O N  

WA R F  G A L A X I E S  

.1 The stellar mass–halo mass relation 

ig. 2 shows how the integrated stellar masses, M � , respond to the
hange from the original EDGE1 (blue circles) to the updated EDGE2
red diamonds) model. M � is computed by summing all stellar
articles within r 200 and lines connect dwarf galaxies sharing the
ame cosmological initial conditions and formation scenarios (see
he legend for individual names). 

Comparing our results with empirical determinations of the M � −
 200 relation from observed dwarf galaxies (left-hand and middle

anels) shows that EDGE dwarf galaxies are within observational
ncertainties. In both the EDGE1 and EDGE2 models, low-mass dwarf
alaxies ( M � ≈ 10 4 − 10 6 M �; M 200 ≈ 10 9 M �) scatter around the
edian inferred from Milky Way satellites (blue line showing the

eak halo mass from Nadler et al. 2020 ) and span the breadth of the
6–84 confidence interval at fixed M 200 (blue contours). In our suite,
his scattering around the median is largely driven by our systematic
xploration of different formation histories at fixed halo mass (Rey
t al. 2019b ; Gray et al. 2025 ). 

An agreement between Milky-Way satellites and simulated field
warfs might appear surprising at first. But in the low-mass
egime, the shutdown of gas accretion in the smallest haloes due
o cosmic reionization (‘reionization feedback’) is the dominant
echanism regulating the stellar mass and gas content (e.g. Efs-

athiou 1992 ; Gnedin 2000 ; Hoeft et al. 2006 ; Okamoto, Gao &
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Figure 2. Stellar and halo masses of dwarf galaxies simulated with the EDGE1 and EDGE2 models (circles and diamonds, respectively). Both suites are broadly 
compatible with the stellar-mass–halo-mass relation inferred from Milky Way satellites at the low-mass end (left-hand panel, contours; Nadler et al. 2020 ). 
Higher mass objects ( M � ≈ 10 7 M �) in EDGE2 closely match the empirical data measured in isolated dwarf irregulars (left-hand panel, grey points; Read et al. 
2017 ). This match to observational data further extends to stellar sizes, gas contents, and stellar and gas-phase metallicities (Figs 6 –9 ). The average difference 
in M � between EDGE1 and EDGE2 is ≈ 20 per cent , i.e. well converged compared to the scatter in M � at gi ven M 200 between dif ferent galaxy formation models 
(right-hand panel, grey points). This is primarily driven by a change in ISM structure (Fig. 3 ) and galactic outflow strength (Fig. 4 ). Section 3.1 discusses the 
response of individual formation histories (symbols linked with a line and caption). 
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heuns 2008 ; Noh & McQuinn 2014 ; Benitez-Llambay & Frenk 
020 ). Furthermore, few faint and ultrafaint observed dwarf galaxies 
ave orbital parameters that lead to strong tidal interactions with 
he Milky Way (Simon 2018 ; McConnachie & Venn 2020 ; Mc-
onnachie et al. 2021 ). As a result, the faint-end of the M � − M 200 

elation is likely to be shaped by their pre-reionization ( z ≥ 6)
volution, rather than limited by the specific environment of our 
alaxy. 
As dwarf galaxies grow in mass, ( M � ≥ 10 6 M �; M 200 ≥ 5 ×

0 9 M �), reionization feedback becomes less dominant. This en- 
bles field dwarf galaxies to accrete late-time gas and enable dark 
atter halo mass measurements through rotation curves (Read et al. 

017 ; grey points in left-hand panel). At high M 200 all the way
o M 200 ≈ 10 10 M �, our simulated dwarf galaxies closely match 
he individual measurements of field, gas-rich dwarf irregulars. But, 
mportantly, the two lowest mass objects in the Read et al. ( 2017 )
ample lack a simulated counterpart. Rather than a failure of the 
odel, this more likely reflect the rarity of finding such low-mass,
 as-rich g alaxies on which to perform rotation curve measurements. 
t halo masses M 200 ≈ 2 × 10 9 M �, only very specific formation 
istories that form especially late will allow gas accretion and star
ormation (Benitez-Llambay & Fumagalli 2021 ). Such objects are 
ot present either in the EDGE1 and EDGE2 suites, but calibrating 
 semi-analytical on EDGE1 results to create a large population 
aturally reco v ers them (Kim et al. 2024 ). 
On average, M � in EDGE1 and EDGE2 differ by 34 per cent across

he suite, and are within a factor of two of each other for all galaxies
xcept for three specific formation histories that we discuss further 
elow. The magnitude of these shifts is encouragingly tight given the
arge changes in cooling and heating physics between models. To 
mphasize that such shifts are well within theoretical uncertainties, 
he right-hand panel of Fig. 2 shows a compilation of simulated
eld dwarf galaxies (Benitez-Llambay & Fumagalli 2021 ; Herzog 
t al. 2023 , plusses, ‘Swift’; Re v az & Jablonka 2018 , crosses, ‘Gear’;
 ang et al. 2015 ; T ollet et al. 2016 , dots, ‘Nihao’; Fitts et al. 2017 ,
heeler et al. 2019 , stars, ‘FIRE-2’; Munshi et al. 2019 , 2021 ,

entagons, ‘Changa’]. At given M 200 , predictions from different 
imulation groups can differ by o v er an order of magnitude in M � 

e.g. pentagons against stars around M 200 ≈ 10 10 M �), highlighting 
he small-in-comparison shifts between EDGE1 and EDGE2 . 

Before turning to comparing our dwarf galaxies to observations 
Section 4 ), we highlight several trends in Fig. 2 that will help us
stablish differences between our two numerical models: 

(i) EDGE2 systematically suppresses stellar masses in low-mass 
ystems ( M � ≤ 10 6 M �). This trend is reversed in higher mass
MNRAS 541, 1195–1217 (2025) 
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M

Figure 3. Temperature–density diagrams of the ISM of the dwarf galaxy [‘Halo 383 (early)’; M � ≈ 10 7 M �] with the EDGE1 (left) and EDGE2 model (right). 
The diagrams are 2D mass-weighted probability density function (PDF) averaged over the last 4 billion years of evolution. Many features are shared between 
models (annotated). The addition of radiative feedback leads to warm ( T ≈ 10 4 K) and dense ( n H ≥ 10 cm 

−3 ) ISM gas. With this change, the ISM is also 
significantly denser o v erall (top panels) and the strength of galactic outflows is reduced (Fig. 4 ). 
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warfs ( M � ≥ 10 6 M �), for which M � is systematically increased.
ections 3.2 and 3.3 show that the inclusion of radiative feedback

eads to a fundamentally different structure of the ISM and reduces
he efficiency of galactic outflows. This suppression in outflow
oading factors is more pronounced at lower masses, driving M � 

own, and less at higher masses, driving M � up. 
(ii) One of our simulated dwarfs (‘Halo 383: GM higher mass’,

urple in the right-hand panel) significantly o v ershoots the stellar-
ass–halo-mass relation, with data for this simulation shown at
 = 0 . 9 when we stopped the simulation due to the numerical cost
ncurred by the high M � . Little M 200 growth is expected after this
ime. Section 5 shows that, at high M � , the reduced strength of
alactic outflows stems from numerical issues leading to increasingly
ifficult regulation. We stopped ‘Halo 153’ (pink) at z = 0 . 6 for the
ame reason. 

(iii) Two low-mass galaxies show a large M � suppression with
DGE2 (right-hand panel, ‘Halo 600: GM later’ in orange and ‘Halo
459: GM latest’ in turquoise). These two objects share the same
haracteristic of assembling late for their halo masses, from multiple
mall building blocks during the reionization era each with M 200 ( z =
) ≤ 10 8 M � that later come together in dry mergers (Rey et al.
019b , 2020 ). Each of these small building blocks sees their M � 

uppressed by radiative feedback, compounding the effect on the
otal M � compared to a comparatively massive object at the time of
eionization. 

.2 The structure of the ISM 

ig. 3 shows the difference in ISM structure between models
sing SN-only feedback (left) and including radiative feedback
NRAS 541, 1195–1217 (2025) 
right). F or illustrativ e purposes, we plot the 2D temperature–density
istrib utions a v eraged o v er the ≈ 100 snapshots along the formation
istory of ‘Halo 383 (early)’ ( M � ≈ 10 7 M �). We pick this galaxy
s it has a stable and gas-rich ISM at all times, in both models. But
ll points highlighted below generalize across the suite. 

In both models, we observe similar features in the temperature–
ensity diagram (labelled on plot). Namely, (i) the upper tail of
he IGM temperature–density relation (diagonal track at low den-
ities; see McQuinn 2016 for a re vie w); (ii) the distincti ve thermal
quilibrium curve around 10 4 K where radiative cooling balances
hotoheating from the external UVB (see e.g. Smith et al. 2017 ,
g. 8 ); (iii) the break of this thermal equilibrium when gas starts self-
hielding against the UVB; and (iv) high-temperature ( T ≥ 10 5 K)
as at low densities resulting from SN-driven outflows. 

The first notable difference is the warm ( T ≥ 10 4 K) and dense
 ρ ≥ 10 m p cm 

−3 ) gas present in the EDGE2 model (right-hand panel)
nd absent in EDGE1 (left-hand panel). This is the direct result of the
xplicit modelling of radiative feedback in H II regions around stars,
nsuring that EDGE2 galaxies now capture a key gas phase for the
 v erall structure of the ISM and its emission lines. The ‘doubled’
orizontal track results from the mixing of photoionized gas with
he surrounding ISM – the upper track is fully ionized, while the
ower track has significant neutral fraction, driving a difference in

olecular weight and thus a ≈ 0 . 5 shift in temperature. Part of this
ixing is physical, at the edges of H II regions, and part is numerical

Section 5.2 ). 
The second difference is that the ISM is o v erall denser with non-

quilibrium cooling and photoionization feedback (top panels show
arginalized density PDFs). Surprisingly, this trend extends beyond

he density threshold for star formation (dashed lines), with the EDGE2
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Figure 4. Mass-loading factors measured through a spherical shell at 
0 . 25 r 200 as a function of galaxy stellar mass. Error bars show the 16–84 
confidence interval around the median o v er the cosmological history of each 
indi vidual dwarf galaxy. Radiati ve feedback (diamonds) reduces outflo w 

loading factors for every galaxy compared to SN-only feedback (circles). 
This reduction is up to 1.5 dex for the least massive dwarf galaxies. 
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1 Note that the temperatures in Fig. 5 are such that most of the hydrogen in 
the volume remains neutral, thereby not impacting the cosmological timing 
of hydrogen reionization. 
odel maintaining a significant amount of gas at densities abo v e the
tar formation threshold ( ≥ 300 m p cm 

−3 ; grey dashed) that contrasts 
ith the plummeting PDF in EDGE1 . This reflects our numerical 

hoices in the star formation algorithm, which we explore further 
n Section 5 . As we show next, the much denser ISM in EDGE2
orrelates with strongly reduced galactic outflows. 

.3 The strength of galactic outflows 

ig. 4 shows the gas mass-loading factor, ηM 

, o v er the cosmological
istory of each galaxy in the suite as a function of their M � . We define
M 

= Ṁ out / SFR 10 Myr , where the mass outflow rate Ṁ out is measured 
hrough a spherical shell centred on the galaxy that spans a radial
ange between 0 . 2 r 200 and 0 . 3 r 200 and only includes outflowing gas
see also Rey et al. 2024a , for further details). SFR 10 Myr is the star
ormation rate averaged over 10 Myr. Error bars show the 16–84 
onfidence interval of the distribution of ηM 

values o v er time, with
he median shown as a symbol. Some galaxies for which no saved
napshots have SFR 10 Myr > 0 are missing from the plot. 

Fig. 4 demonstrates that radiative feedback systematically de- 
reases the strength of galactic outflows, reducing their ability to 
emo v e mass from the central galaxy. Scatter as a function of
ime is large, reflecting the stochastic nature of the star formation- 
eedback cycle, but the suppression is systematic and close to an 
rder of magnitude. Since M � remains close between EDGE1 and 
DGE2 (Fig. 2 ), this highlights a fundamental change in the way
tar formation is regulated. With radiative feedback, gas is prevented 
rom forming stars by gentle heating, rather than being mechanically 
emo v ed from the centre in blastwaves when considering only SN
eedback. We further show in Appendix C that the star formation 
istories (SFHs) are on average less bursty as a result, aligning with
his picture. 
A reduction in the strength of galactic outflows and of the bursti-
ess of star formation due to radiative feedback is well established
n isolated non-cosmological dwarf galaxies (e.g. Emerick, Bryan & 

ac Low 2018 ; Smith et al. 2021 ; Deng et al. 2024b ; Andersson
t al. 2024 ) and was previously noted for a single low-mass cosmo-
ogical dwarf in Agertz et al. ( 2020 ). Our simulations extend these
ndings to a much wider range of masses and highlight trends with
ost M � . 
In particular, the median ηM 

reduces with increasing M � in the 
DGE1 model, as expected from the scaling of SN-driven outflows 
ith M � (e.g. Muratov et al. 2015 ; Christensen et al. 2016 ; Nelson

t al. 2019 ; Mitchell et al. 2020 ; Pandya et al. 2021 ). In contrast,
DGE2 sees ηM 

stay relatively flat o v er a wide range of M � , even
lightly increasing with mass. This is a direct consequence of the
ifferent feedback mechanisms at play in the two models. 
In EDGE1 , there is no rapid feedback mechanism to regulate

tar formation, the clustering of SNe across all M � is high, and
he efficiency of mechanical outflows decreases as the gravitational 
otential wells get deeper. 
In contrast, EDGE2 sees some of the weakest outflows and the

trongest outflow suppression compared to EDGE1 in the lowest mass 
bjects. This reflects the unique regime of very low-mass galaxies 
hat formed all their stars before reionization. 

In this case, stellar radiation efficiently escapes the ISM of the
mall building blocks that will make the z = 0 galaxy but remain
patially distinct at z > 10 (Fig. 5 , left-hand panel). The radiation
ropagates outwards much more rapidly than a mechanical outflow, 
eating up gas to T ≥ 10 3 K well beyond the main progenitor’s r 200 

right-hand panel). 1 This in turn suppresses gas inflows and corre- 
ated star formation across a much larger volume. This regulation 

echanism is fundamentally different to the mechanical outflows 
riven by SNe in EDGE1 (middle panel). As the galaxies get larger in
ass, this effect occurs at ever higher redshift and contributes less to

haping the o v erall M � of the galaxy. 
Lastly, we note that observ ational v alues for ηM 

at M � ≈ 10 7 M �
ave varied from ≈ 10 (e.g. Chisholm et al. 2017 ), to ≈ 0 . 1 − 1
e.g. McQuinn, van Zee & Skillman 2019 ; Xu et al. 2022 ), to 10 −2 

e.g. Marasco et al. 2023 ), bracketing the values reported here. There
re clear limitations in directly comparing the values in Fig. 4 to
bservations. Here, ηM 

is computed including all gas phases rather 
hose that are bright in emission lines used to make the measurement.

e also use a radius well outside that probed by observations which
 ould lik ely affect the measured ηM 

(e.g. Muratov et al. 2015 ).
inally, the values in Fig. 4 are averaged over the full cosmological
istory, rather than at a time of star formation when the dwarf galaxy’s
as is observable. A more careful comparison is thus warranted to
stablish the realism of either EDGE1 and EDGE2 outflows. This will
e the focus of a future paper. 

 T H E  E M E R G E N C E  O F  DWA R F  G A L A X Y  

CALI NG  R E L AT I O N S  A N D  T H E I R  

I FFERENTI ATI NG  POWER  

.1 The stellar size–luminosity relation 

ig. 6 shows the absolute V -band magnitude, M V , and projected
alf-light radius, r 1 / 2 , V , of simulated dwarf galaxies. To obtain these
MNRAS 541, 1195–1217 (2025) 
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M

EDGE1 EDGE2

Figure 5. Gas density integrated along the line of sight (left) and thin slices of the temperature around the same low-mass dwarf galaxy ( M � ≈ 10 5 M �) at 
z = 10, in EDGE1 (middle) and EDGE2 (right). Accounting for radiative feedback has a dramatic impact beyond r 200 (right-hand panel). Radiation efficiently 
escapes from the dwarf’s small building blocks, heating the volume to T ≥ 10 3 K and suppressing inflows and correlated star formation across a large volume. 
Hot, SN-driven outflows eventually achieve the same effect (middle), but on a time-scale longer than radiative feedback. 

Figure 6. Absolute V -band total magnitude of simulated dwarf galaxies 
against their V -band half-light radius. With both models, simulated dwarf 
galaxies populate the observational scatter observed around the Local Vol- 
ume (grey points; error bars showing the dispersion around the median) 
showcasing the limited power of stellar sizes in discriminating between 
galaxy formation models. Three exceptions lack an observational counterpart 
(labelled), but do not pose significant challenges to either model (see the text 
discussion). 
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in preparation). 
uantities, we compute the luminosity of all star particles within r 200 

s a function of their mass, age, and metallicity according to the single
tellar population model derived from PARSEC isochrones (Bressan
t al. 2012 ; Nguyen et al. 2022 ). r 1 / 2 , V is then obtained along a random
ine of sight. Simulated properties are compared to observational data
rom the compilations of McConnachie ( 2012 ), Kirby et al. ( 2013 ,
014 ), and Simon ( 2019 ) augmented with individual candidates and
etections from Torrealba et al. ( 2016 , 2018 , 2019 ), Homma et al.
 2019 , 2024 ), Mau et al. ( 2020 ), Bennet et al. ( 2022 ), Richstein et al.
 2022 ), Sand et al. ( 2022 ), Cerny et al. ( 2023b , c , a ), Jones et al. ( 2023 ,
024 ), McQuinn et al. ( 2023 ), Collins et al. ( 2024 ), Li et al. ( 2024 ),
NRAS 541, 1195–1217 (2025) 
artinez-Delgado et al. ( 2024 ), McNanna et al. ( 2024 ), Smith et al.
 2023 , 2024 ), and Tan et al. ( 2025 ). We curate the observational data
o use the most recent reference when multiple observations of the
ame system are available. 

Irrespective of the model, nearly all dwarf galaxies are within
he observational scatter of M V –r 1 / 2 , V and there is no clear trend
r systematic offset between models. On average, EDGE2 dwarfs
re marginally larger than their EDGE1 counterparts, and high-mass
DGE2 dwarfs are systematically brighter in line with their increased
 � (Fig. 2 ). 
Two simulated dwarfs lack direct observed analogues (labelled

n plot). In the bottom right, the same dwarf galaxy in both
odels is an ultrafaint ( M V ≥ −6) that is also extremely extended

 r 1 / 2 , V ≥ 1 kpc ). This large r 1 / 2 , V is driven by the specific assembly
istory of this galaxy that sees its stellar component built from the
ergers of small building blocks that deposit stars on wide orbits

see Rey et al. 2019b for details). As discussed in Section 3.1 ,
hotoionization feedback is particularly efficient in these small
uilding blocks, and this object becomes even more diffuse in the
DGE2 model. In both cases, the lack of observational counterpart
an be explained by their central surface brightnesses being beyond
urrently observable capabilities ( μ0 ,V > 31 mag arcsec −2 ). Such
warfs should be revealed by forthcoming surveys such as on the
era Rubin C. Observatory. 
In the left-hand corner, one EDGE1 dwarf (blue point) has a

articular formation history that leads to a compact nuclear star
luster that dominates the light of the galaxy. This galaxy shares
bservational characteristics with ultracompact dwarfs and nuclear
tar clusters not included in Fig. 6 (see Gray et al. 2025 for a
iscussion). Due to the reduced outflow strength and less clustered
tar formation, this galaxy does not qualify as a nuclear star cluster
n EDGE2 . 

Our results highlight the natural emergence of the M V –r 1 / 2 , V 
caling relation, in both median and scatter, from our cosmological
odelling. This emergence is robust to a large change in galaxy

ormation modelling from EDGE1 to EDGE2 . Such convergence hints
hat, if stellar masses are reasonably predicted at a given M 200 ,
he M V –r 1 / 2 , V relation and its scatter follow from the diversity of
osmological assemblies. This in turn brings confidence that this
elation can be well predicted with physics-informed semi-analytical
rguments applied to dark-matter-only simulations (Nigudkar et al.,
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Figure 7. Absolute total V -band magnitude of our simulated galaxies against 
the average iron content of their stars. Both models track the slope of the 
mass–metallicity relation, but are offset with one another due to the changes 
in metal production tables and feedback physics. 
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Figure 8. H I and stellar masses of our simulated dwarf galaxies in each 
model. The structure of the M � − M H I is robust to our change of model, 
with a bimodal structure at the low-mass end and significant time variability 
in H I content due to stellar feedback (violins show the distribution o v er the 
last 4 Gyr). Both models are within the observed scatter at low masses (grey 
circles; see the text for the compilation of individual detections), with EDGE2 
approaching the M � − M H I relation of a stacked mass-complete sample at 
higher masses (grey diamonds; Scholte et al. 2025 ). 
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.2 The stellar mass–metallicity relation 

ig. 7 shows the M V –〈 [Fe / H] 〉 relation where 〈 [Fe / H] 〉 is the
verage stellar iron abundance. We derive [Fe / H] for each stellar
article within r 200 from their iron mass fractions and compute 
 [Fe / H] 〉 as the mass-weighted average (see Escala et al. 2018 ,
quations 3 and 4). Observed data are compiled from Kirby et al.
 2013 , 2014 ) and Simon ( 2019 ) augmented and updated with data
rom Kirby et al. ( 2017 , 2020 ), Li et al. ( 2017 , 2018 ), Longeard
t al. ( 2018 ), Fritz et al. ( 2019 ), Ji et al. ( 2019 , 2021 ), Collins et al.
 2020 , 2021 ), Pace et al. ( 2020 ), Taibi et al. ( 2020 ), Wojno et al.
 2020 ), Jenkins et al. ( 2021 ), Chiti et al. ( 2021 , 2022 ), Bruce et al.
 2023 ), Charles et al. ( 2023 ), Cerny et al. ( 2023a ), Smith et al. ( 2023 ),
ansen et al. ( 2024 ), Heiger et al. ( 2024 ), Kv asov a, Kirby & Beaton

 2024 ), and Tan et al. ( 2025 ). Data error bars show the dispersion
round 〈 [Fe / H] 〉 (when available) rather than measurement errors on
he mean. 

Both EDGE1 and EDGE2 models accurately track the slope of 
he M V –〈 [Fe / H] 〉 relation and are within the observational scatter.
o we ver, EDGE1 dwarfs populate the lower end of observed points
 v er the range of M V , while EDGE2 dwarfs populate the upper end.
he origin of the ≈ 0 . 5 dex offset between models is twofold. First,

he EDGE2 model produces ≈ 2 . 5 more iron per stellar mass formed
han EDGE1 (Fig. 1 ). And second, the inclusion of radiative feedback
eads to a more gentle regulation of star formation with weaker 
alactic outflows (Section 3 ), and thus metal retention in the ISM.
hese two effects compound one another, with both iron production 
nd retention increased in the EDGE2 ISM, in turn leading to higher
 [Fe / H] 〉 . 

These results cement the M V –〈 [Fe / H] 〉 relation as a sensitive
robe of star formation and stellar evolution physics at low metallic- 
ties (see also Agertz et al. 2020 ; Prgomet et al. 2022 ; Sanati et al.
023 ). The normalization at a given M V is in particular directly
elated to the strength of galactic outflows in dwarf galaxies, while 
he slope emerges from the cosmological relation between stellar and 
alo masses. A way to more strongly discriminate between feedback 
odels is thus to increase the precision of 〈 [Fe / H] 〉 measurements

n dwarf galaxies. This will occur in the forthcoming years as
ore stellar abundances per dwarf galaxy become available (e.g. 
k ́ulad ́ottir et al. 2023 ). 
Another promising route is to combine M V –〈 [Fe / H] 〉 with more

bservables of the star formation and feedback c ycle. Giv en the sen-
itivity of iron abundances, further ratios beyond chemical elements 
re likely to provide complementary constraints on metal production 
nd retention. We will use the extended number of chemical elements
racked in EDGE2 to explore this in future work. Next, we focus on
he gas contents and gas-phase metallicity of our simulated dwarf 
alaxies. 

.3 The gas content of dwarf galaxies 

ig. 8 shows the M � − M H I relation for our simulated dwarf galaxies,
here M H I is the total H I mass within r 200 (see Rey et al. 2022 for how
e derive M H I in EDGE1 , while natively tracks out-of-equilibrium H I

ractions). Violins in Fig. 8 show the distribution of M H I o v er the last
 billion years (symbols and lines showing the medians and 16–84
onfidence interv als, respecti v ely). This is long enough to av erage
 v er the time variability due to stellar feedback, but short enough
hat M � does not vary significantly (e.g. Rey et al. 2022 ). 

Both models predict a similar structure for the M � − M H I relation,
ith the most distinct feature being a bimodality between gas- 
eficient dwarfs with vanishing H I contents (upper limits at the 
ottom) o v erlapping in M � with gas-rich systems. This bimodality
rises from the interplay between the UVB and stellar feedback 
hich regulate the gas and H I contents, and the diversity of possible
ass-growth histories in a � CDM universe (Rey et al. 2022 ; see also
MNRAS 541, 1195–1217 (2025) 
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Figure 9. Stellar mass versus gas-phase oxygen metallicity for simulated 
dwarf galaxies that have formed new stars within the last 4 Myr. Both models 
track the slope of the mass–metallicity relation and are broadly compatible 
with individual measurements of metal-poor, low-mass dwarfs (grey). EDGE2 
dwarfs are slightly more metal-rich at a given stellar mass and populate the 
upper end of the observational scatter. But these effects are smaller than 
uncertainties arising from measuring gas-phase metallicities with different 
calibration methods (strong-line calibration as diamonds, direct method as 
circles). 
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.g. Benitez-Llambay & Frenk 2020 ; Benitez-Llambay & Fumagalli
021 ; Kim et al. 2024 ). 
For dwarf galaxies with measurable H I contents, both models

roduce dwarf galaxies within the observational scatter from a
ompilation of individual gas-rich field dwarfs (McConnachie 2012 ;
ole et al. 2014 ; McQuinn et al. 2015 , 2020 , 2021 ; Sand et al.
015 ; Adams & Oosterloo 2018 ; Brunker et al. 2019 ; Janesh et al.
019 ; Hargis et al. 2020 ; Bennet et al. 2022 ; Xu et al. 2023 ; grey
ircles). In the case of the EDGE2 model, this agreement is striking for
 � ≈ 10 7 M � where simulated dwarfs cluster around the M � − M H I 

elation from Scholte et al. ( 2025 ) that combines DESI and ALF ALF A

grey diamonds) to stack a mass-complete sample. Note that the error
ars on the stack show the error on the median, not the expected
opulation scatter which can be read from individual measurements.
Across the suites, EDGE2 galaxies are on average more H I -rich

han EDGE1 galaxies at similar M � , as expected since radiative
eedback dampens galactic outflows (Fig. 4 ). Similarly, both models
redict substantial variability (violins), but M H I is more stable o v er
ime in the EDGE2 model (the extent of the 16–84 confidence
nterval is 53 per cent smaller on average). And an even more
otable difference is the lack of H I -deficient, higher mass dwarf
alaxies ( M � ≥ 10 6 M �) in EDGE2 . Runaway star formation and
ighly clustered SN feedback during mergers can vacate the whole
 I reservoir and self-quench a dwarf galaxy, while a more gentle,

adiativ e re gulation of star formation allows them to retain more gas.
We conclude that the exact shape of the bimodality at low
 � , the median M H I at a given M � and the scatter around this
edian due to time variability are all sensitive to the efficiency with
hich dwarf galaxies drive galactic outflows. This is promising for

uture comparisons with forthcoming radio surv e ys (e.g. Wallaby,
oribalski et al. 2020 ; Apertif-Medium deep, van Cappellen et al.
022 ). But the fact that the structure and the key features of the
 � − M H I relation robustly emerge from our modelling, despite

arge changes in the cooling and heating physics of the EDGE model,
ighlight that constraining power will only be unlocked by leveraging
arge populations of dwarf galaxies. This requires developing a
ew generation of semi-analytical models building on the insights
resented here to generate large statistical samples of H I dwarfs,
hich we will present in future work (Hutton et al. in preparation). 

.4 The gas-phase mass–metallicity relation 

ig. 9 shows the M � –〈 12 + log ( O / H ) 〉 relation at z = 0, where 〈 12 +
og ( O / H ) 〉 is the mass-weighted average oxygen metallicity in the gas
hase. To compute 〈 12 + log ( O / H ) 〉 , we select gas within 2 r 1 / 2 , V of
warf galaxies that have formed new stars in the last 4 billion years,
s measured data of oxygen metallicity almost invariably rely on
onized emission lines in H II regions. We do not account for dust
epletion which should be small at our low metallicities. 
Observ ed data (gre y circles) shows measurements of individual

 = 0 dwarf galaxies compiled by Yates et al. ( 2020 ) and Breneman
t al. (in preparation). All these points measure the electron temper-
ture T e from auroral lines to derive 〈 12 + log ( O / H ) 〉 . We omit their
rror bars for visual clarity. We also show the stack of emission-line-
elected dwarf galaxies from DESI (Scholte et al. 2025 ; pentagons)
ith metallicities derived from strong-line calibration (Nakajima

t al. 2022 ). 
Both EDGE1 and EDGE2 are broadly within the scatter of individual
easurements of gas-phase metallicities and track the slope of the

elation. On average, EDGE2 dwarfs are slightly more oxygen rich
 ≈ 0 . 1 dex) at similar stellar masses than EDGE1 dwarfs. This much
maller upshift than for stellar 〈 [Fe / H] 〉 ( ≈ 0 . 5 dex) is readily
NRAS 541, 1195–1217 (2025) 
xplained by the difference in chemical elements used for the
bservable. While the weaker galactic outflows in EDGE2 increase
xygen retention in the ISM (driving 〈 12 + log ( O / H ) 〉 higher),
xygen production per stellar mass formed is more than halved
ith our updated CCSNe yields (Fig. 1 ), driving 〈 12 + log ( O / H ) 〉

ower. When combined, this leads to a small change in the o v erall
 12 + log ( O / H ) 〉 of our galaxies. 

The EDGE2 model predicts one example of a very low-mass
 � ≤ 10 5 M �, very metal-poor, star-forming dwarf galaxy (bottom-

eft corner). This object (‘Halo 600: GM Later’) is quenched by
osmic reionization early on, and achieves a high-enough dynamical
ass to re-ignite star formation particularly late ( z = 0 . 2, Rey et al.

020 ). The delayed growth drives down M � and 〈 12 + log ( O / H ) 〉
long the slope of the mass–metallicity relation. This highlights the
ossibility for low-mass dwarf galaxies even more oxygen-deficient
han currently known forming through such rare assembly histories.

We conclude that, like for the stellar-phase mass metallicity
elation (Fig. 7 ), the normalization of the gas-phase mass metallicity
s sensitive to the galaxy formation assumptions made. However,
iven the implementation choices between EDGE1 and EDGE2 , the
hifts observed ( ≈ 0 . 1 dex) are smaller than systematic uncertainties
n metallicity measurements. This is illustrated by the ≈ 0 . 3 dex
f fset between indi vidual and stacked measurements (grey circles
nd diamonds). Such offset is of the magnitude expected given their
istinct metallicity calibration (strong line method validated with
semidirect’ observations, versus ‘semidirect’ and ‘direct’ auroral
easurements; see e.g. K e wley & Ellison 2008 ; Yates et al. 2020

or a discussion). And shifts in 〈 12 + log ( O / H ) 〉 of ≈ 0 . 1 dex
re also well within the uncertainties of comparing direct-method
easurements to simulation values (e.g. Cameron, Katz & Rey
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Figure 10. Stellar mass and metallicity growth o v er cosmic time (left) and at z = 0 for multiple versions of the same dwarf galaxy (‘Halo 605’) varying input 
parameters. The increased iron production between EDGE1 and EDGE2 (see Fig. 1 ) drives a ≈ 0 . 4 dex increase in 〈 [Fe / H] 〉 at z = 0. Further adding radiative 
feedback increases 〈 [Fe / H] 〉 by another ≈ 0 . 5 dex by enhancing iron retention in the ISM. Varying the SED and parameters of the star formation algorithm 

has a smaller o v erall effect, but modulates the clustering of star formation and the ability to drive more or less powerful outflows. Intrinsic stochasticity due to 
chaotic noise in the simulations is small compared to these shifts (envelopes). 
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023 ). A more detailed exploration is thus warranted to establish
he precise constraining power of the gas-phase mass–metallicity 
elation on feedback models in the dwarf galaxy regime. 

 N U M E R I C A L  LIMITATIONS  A N D  

E M A I N I N G  UNCERTAINTIES  IN  T H E  EDGE2 

O D E L  

he comparison between new and previous generation of EDGE 

imulations has revealed impressive convergence in observables 
Section 4 ), but fundamentally different ISM and outflow structures 
Section 3 ). In this section, we discuss the sensitivity of these
omparisons to key uncertainties, discuss numerical limitations of 
ur radiative simulations, and highlight key systematics yet to be 
uantified when modelling small dwarf galaxies. 

.1 Direct numerical tests 

o explore uncertainties in our modelling, we resimulate multiple 
imes a dwarf galaxy midway through the mass range of our sample
‘Halo 605’; M � ≈ 10 6 M �). This dwarf survives reionization and 
aintains star formation for a Hubble time, providing a long 

aseline to compare between model inputs. Fig. 10 shows how M � 

nd 〈 [Fe / H] 〉 respond to variations in key numerical and physical
arameters that we detail next. 

.1.1 Chaotic noise and stochasticity 

e start by quantifying the intrinsic noise level and stochasticity in 
ur model. The chaotic nature of galaxy formation combined with 
nite numerical precision can lead to divergent evolution from the 
ame initial conditions (see e.g. discussion in Keller et al. 2019 ;
enel et al. 2019 ). 
To quantify the magnitude of this noise term, we resimulate our

est galaxy twice, each time seeding a different truncation error. 
e achieve this by resimulating the same initial condition on a

ifferent number of cores, which changes the order of arithmetic 
perations and their truncation errors when communicating across a 
upercomputer’s network. 

The envelopes (left-hand panels) around the fiducial EDGE2 run 
red) in Fig. 10 show the extent of the differences in M � and 〈 [Fe / H] 〉
panned by these two additional stochastic resimulations. At early 
imes, when few stellar particles are present, stochasticity effects can 
e substantial, but the different simulations have converged with one 
nother by z ≈ 6. 

Av eraging o v er the three simulations at z = 0, we find M � =
 . 97 + 0 . 07 

−0 . 09 × 10 6 M � and 〈 [Fe / H] 〉 = −1 . 41 + 0 . 04 
−0 . 11 . Such differences

re small compared to the factor-of-a-few changes going from the 
DGE1 to the EDGE2 model. They also remain small compared to
ther input variations that we explore next. 
Admittedly, three simulations is a limited sample size to make 

tatistical statements. The numerical costs of these simulations make 
 wider exploration impractical, but we note that the magnitude of the
catter in M � is comparable to previous findings in the EDGE1 context
Pontzen et al. 2021 ). We conclude that chaotic stochasticity, while
resent, plays a small role in the trends and shifts in observables
iscussed in this paper. 

.1.2 Radiative feedback versus other inputs 

n addition to radiative feedback, the EDGE2 model makes significant 
pdates to the chemical enrichment modelling and SN feedback 
udget (Fig. 1 ). To isolate the effect of these changes on 〈 [Fe / H] 〉 ,
MNRAS 541, 1195–1217 (2025) 
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e resimulate our test dwarf galaxy in the EDGE2 model turning off
on-equilibrium cooling and radiative feedback. 
Comparing this new run to the original EDGE1 version in Fig. 10

blue against purple, respectively), we find a ≈ 2 × increase in M � 

nd ≈ 0 . 4 dex increase in 〈 [Fe / H] 〉 . Conversely, contrasting runs with
nd without radiative feedback (purple versus red, respectively), M � 

s decreased by ≈ 20 per cent , while 〈 [Fe / H] 〉 further increases by
nother ≈ 0 . 5 dex. All of these shifts are large compared to chaotic
tochasticity (Section 5.1.1 ). 

To summarize, our updates to the IMF and to the chemical
nrichment modelling between EDGE1 and EDGE2 drives roughly
alf of the total increase in 〈 [Fe / H] 〉 at z = 0. The other half
s due to radiative feedback promoting metal retention through
eaker outflows. It is thus clear that both of these inputs play an

mportant role in setting the normalization of the stellar mass–
etallicity relation. In the future, we will provide a much more

etailed exploration of CCSNe yield models and further variations
f the SNeIa inputs (Andersson et al., in preparation). 

.1.3 The spectral energy distribution 

nother key input to radiative feedback is the choice of the SED
or stellar populations. Fig. 10 shows the response of our test dwarf
alaxy when swapping from our fiducial SED (Bruzual & Charlot
003 , red) to a harder and more ionizing BPASS2.2 SED (Stanway
t al. 2016 ; orange) that takes into account binary populations of
assive stars. 
As expected with increasing the hardness and number of ionizing

hotons per stellar population, the dwarf galaxy is ≈ 30 per cent
ainter o v erall and ≈ 0 . 25 de x more metal poor. These shifts are
ore modest than the other numerical choices we have explored, but

emain larger than the intrinsic stochasticity. We conclude that the
hoice of SED is a subdominant parameter in setting the stellar
asses and metallicities. At present, we therefore settle on the
ducial SED for the EDGE2 suite as a whole. 

.1.4 The coupling between photoionization feedback and the star 
ormation algorithm 

ig. 3 shows that the EDGE2 ISM has a longer high-density tail, with
ignificant gas staying abo v e our density threshold for star formation.
his stems from the combined conditions that star-forming gas has

o be dense and cold, with our fiducial setup restricting star-forming
as to have T < T � = 1000 K (Section 2.4 ). 

Fig. 10 shows two more resimulations of our test dwarf galaxy
owering and raising this temperature threshold, while keeping the
ensity threshold the same at 300 m p cm 

−3 . The input SED in all
ases is taken to be BPASS2.2 (Section 5.1.3 ). 

Lowering T � to 100 K (gold) increases the stellar mass by
60 per cent compared to the fiducial value with the same SED

orange), despite having made the conditions to form stars more
estrictive. This is combined with an increase in 〈 [Fe / H] 〉 by ≈ 0 . 2
ex, indicating increased metal retention and weaker outflows.
f fecti v ely remo ving T � by increasing it to 10 7 K (bro wn) lo wers
 � and 〈 [Fe / H] 〉 . 
We show in Appendix D that T � in fact controls the clustering of

tar formation and SNe ev ents. F ollowing a star formation event, the
ense gas surrounding the newborn stellar particle is immediately
eated to T ≥ T � = 10 3 K by radiativ e feedback. An y gas in the
mmediate vicinity of a star-forming event is thus prevented from
orming new stars, introducing an ef fecti ve limit on the clustering
NRAS 541, 1195–1217 (2025) 
f star formation. Fig. D2 shows how lowering T � compounds this
ffect, leading to star formation and SN events forming at ever-
ncreasing densities and in turn reducing the efficiency of galactic
utflows at clearing this high-density gas. 
This behaviour reflects the difficulties of modelling stellar pho-

oheating, even at the high resolution of these simulations. If all
rocesses around H II regions are captured, a star formation site
ould remain a mixture of cold gas below T � allowed to form stars,

nd of warm photoheated gas abo v e T � prev ented from star formation.
f, ho we ver, resolution is limited, this multiphase star formation
ite is numerically mixed into a partially neutral, luk ew arm phase.
estricting star formation to cold gas then unphysically shuts down
orrelated star formation. As shown in Appendix B , our simulations
re in this regime of partially resolved radiative feedback, for which
emo ving T � pro vides a way to rebuild correlation between SF events
hat have been spuriously erased. 

.1.5 Convergence with dark matter resolution 

sing a similar EDGE setup with non-equilibrium cooling and
adiative transfer, Agertz et al. ( 2020 ) demonstrated that our fiducial
ark matter resolution ( m DM 

≈ 950 M �) resolves well the cooling
nd ISM of small dark matter haloes. Resimulating a low-mass object
ith eight times more dark matter particles while keeping the spatial

esolution fix ed, the y found well conv erged stellar masses, sizes, and
ron metallicities (compare ‘Fiducial + RT’ to ‘Hires + RT’ in their
able 2). 

We repeat this experiment with the updated EDGE2 model, re-
imulating one of our low-mass object, ‘Halo 1459 (earlier)’,
mproving m DM 

from 940 to 118 M � and keeping �x = 3 pc . At
 = 0, M � changes from 7 . 4 × 10 4 to 7 . 9 × 10 4 M �, r 1 / 2 , V from
30 to 190 pc, and 〈 [Fe / H] 〉 from −2.03 to −2.11. These shifts are
omparable in magnitude to those induced by chaotic stochasticity
Section 5.1.1 ) and we conclude that the observables presented in
his work are robust to the choice of dark matter resolution. 

.2 The impact of partially resolved Str ̈omgren spheres 

n Appendix B , we show that at our resolution ( �x = 3 pc ) the
tr ̈omgren radii, R S , of photoionized H II re gions from radiativ e
eedback events are only partially resolved. This is a key numerical
imitation of our simulations, which has a number of consequences
e discuss here. 
First, an unresolved Str ̈omgren radius around a stellar cluster

ill mix two gas regions, one warm and ionized, one cold and
eutral, into a single element that is luk ew arm and partially ionized.
uch out-of-equilibrium dense, warm. and mostly-neutral gas cools
ery efficiently through collisional excitation, generating a source of
umerically induced cooling that is yet to be fully understood (e.g.
eng et al. 2024a ). 
Furthermore, this numerically mixed gas from unresolved

tr ̈omgren radii interacts with the temperature threshold for star
ormation (Section 5.1.4 ), preventing star formation in larger regions
f space than should physically be allowed. This then suppresses the
lustering of star formation and subsequent CCSNe feedback. In turn,
his may mean that EDGE2 outflows are somewhat too weak, but we
tress that the impressive agreement with observed scaling relations
Section 4 ) makes it unclear whether this is a significant issue. In
uture work, we will quantitatively compare the characteristics of
ur outflows to observations to obtain an orthogonal constraint (e.g.
cQuinn et al. 2019 ; Xu et al. 2022 ; Marasco et al. 2023 ). 
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How to best address the numerical losses from under-resolved 
tr ̈omgren spheres is a key open question for the next generation of
adiation-hydrodynamics dwarf galaxy simulations. 

An obvious solution is to simply increase numerical resolution 
ntil R S is resolv ed, pro viding a robust test of the physical-versus-
umerical reduction in the strength of galactic outflows. Such an 
ndea v our will be computationally demanding, but could already 
e achieved using super-Lagrangian strategies around star formation 
vents similar to those implemented for black hole accretion (e.g. 
urtis & Sijacki 2015 ; Beckmann, Slyz & Devriendt 2018 ; Angl ́es-
lc ́azar et al. 2021 ). Ho we ver, gi ven that numerical resolution is

lready at ≈ 3 pc across the ISM, going further will likely require 
lgorithmic impro v ements to, for e xample e xplicitly sample the IMF
n star formation events and inject radiative feedback star by star
ather than as a population average as is done here. 

An alternative approach could be to keep the resolution unchanged, 
ut revise subgrid algorithms. For example, one can probabilistically 
raw the ionization fraction of H II regions when they are under- 
esolved (Hopkins et al. 2022 ), or allow stars to form at either
ower densities or in more massive particles to boost their ionizing 
ower and thus R S (e.g. Katz et al. 2024 ). Future studies quantifying
he effects of these assumptions on dwarf galaxy properties will be 
rucial. 

Lastly, under-resolved Str ̈omgren spheres also have an important 
mpact when comparing simulated and observed dwarf galaxies. 
ince cooling is efficient in the spurious warm-dense, partially neu- 

ral ISM phase, it leads to much brighter emission lines luminosities
ompared to what should be the true luminosity of the dwarf galaxy.
his requires corrections to obtain accurate estimates (e.g. Katz et al. 
023 ; Ejdetj ̈arn et al. 2024 ) and will be a key problem to solve when
omparing EDGE2 data with observed emission lines. 

.3 Untested theoretical uncertainties 

eyond the numerical limitations and parameter exploration dis- 
ussed abo v e, there remain sev eral astrophysical inputs needed for
osmological zoom simulations whose impact we are yet to explore. 

F or e xample, the choice of the IMF, of the UVB, and of the
hemical yields all have consequences for the cooling, heating, and 
etallicity balance of the ISM. We have not yet been able to test all of

hese independently within the new EDGE2 model, but many of these 
ncertainties have been explored in previous iterations of the EDGE 

odel. In particular, Rey et al. ( 2020 ) discuss the consequences
f varying the redshift at which cosmic reionization happens (see 
lso Benitez-Llambay & Frenk 2020 ; Katz et al. 2020 ), Prgomet
t al. ( 2022 ) investigate the impact of a metallicity-dependent IMF,
hile Andersson et al. ( 2025 ) show convergence tests against a new

eedback budget sourced by individual stars. Future work will also 
resent a thorough exploration of the impact of yield inputs on EDGE

alaxy chemistry (Andersson et al., in preparation). 
And despite the milestone advance of including non-local stellar 

adiative input, other galaxy formation processes remain missing 
rom this breed of EDGE dwarf galaxies. Exotic stellar evolution 
racks (e.g. hypernovae, pair-instability SNe, variable-energy SNe, 
nd metal-free primordial stars) can have dramatic effects on such 
mall dwarf galaxies (e.g. Jeon, Besla & Bromm 2017 ; Jeon et al.
021 ; Gutcke et al. 2022 ; Sanati et al. 2023 ) and leave distinct
races in their chemistry. The growing abundance of evidence of 
ctive galactic nucleii in dwarf galaxies (see e.g. Reines, Greene & 

eha 2013 ; Reines et al. 2020 ; Burke et al. 2022 ; Davis et al. 2022 ;
ezcua & S ́anchez 2024 and summary in Wasleske & Baldassare

024 ) and their associated outflows (e.g. Liu et al. 2020 , 2024 ) calls
or the inclusion of black hole processes at this mass scale, although
ifferent implementations do not converge on their importance over 
 Hubble time (e.g. Koudmani et al. 2021 , 2022 ; Sharma et al. 2023 ;
rjona-Galvez et al. 2024 ; De Almeida et al. 2024 ). Similarly, cosmic

ay feedback provides a different avenue to regulate star formation, 
ith its efficiency in faint dwarf galaxies now starting to be quantified

e.g. Martin-Alvarez et al. 2023 ). Future extensions of the EDGE

roject will explore these avenues. 

 SUMMARY  A N D  C O N C L U S I O N  

e present new EDGE radiation-hydrodynamics cosmological 
oomed simulations co v ering dwarf galaxy formation from the 
ltrafaint to the dwarf irregular regime (10 9 ≤ M 200 ≤ 10 10 M �; 
0 4 ≤ M � ≤ 10 8 M � at z = 0). Our combination of a uniformly
igh resolution ( ≈ 3 pc , m DM 

≈ 950 M �), a large sample size (15
alaxies) and a detailed stellar feedback modelling (resolved SN 

eedback and explicit radiative feedback) is unprecedented. Leverag- 
ng previous-generation EDGE simulations with similar resolution but 
ithout radiative feedback, we systematically compare the response 
f dwarf galaxy observables to this change in physical modelling. 
The addition of radiative feedback leads to a fundamentally differ- 

nt ISM structure (Fig. 3 ) in which star formation and gas accretion
re increasingly regulated by radiative heating from massive stars, 
ather than mechanical removal from the halo centre. This change in
egulation mode leads to a strong suppression of the mass outflow
ates in dwarf galaxies o v er their cosmological history (Fig. 4 ). These
ndings reaffirm that radiative feedback reduces galactic outflows in 
warf galaxies, extending previous results (Agertz et al. 2020 for 
 single cosmological dwarf and e.g. Emerick et al. 2018 ; Smith
t al. 2021 ; Deng et al. 2024b ; Andersson et al. 2024 for isolated
on-cosmological examples) to a 3-dex range in M � . The extended
ass range also shows that the suppression is the most pronounced

n low-mass objects ( M � ≤ 10 6 M �) for which shallow gravitational
otential wells increases sensitivity to radiative feedback (Fig. 5 ). 
Despite the significant change in outflow behaviours, stellar 
asses at z = 0 are converged to ≈ 40 per cent on average across the

uite, a shift well within uncertainties (Fig. 2 ). In fact, most scaling
elations of dwarf galaxy observables cannot distinguish between 
hese two models. The M V –r 1 / 2 , V relation (Fig. 6 ), the M � − M H I 

elation (Fig. 8 ), and the M � –〈 12 + log ( O / H ) 〉 relation (Fig. 9 ) all
howcase small shifts compared to the width of the observational 
catter and its error bars. 

Only the M V –〈 [Fe / H] 〉 presents a strong response to our model
hanges, with both models tracking the observed slope of the mass–
etallicity relation but respectively scattering at the lower and upper 

nds of the observed scatter (Fig. 7 ). Higher 〈 [Fe / H] 〉 in the new
imulations are driven by the combined update to the chemical 
odelling – yield updates increasing iron production – and the 
eaker galactic outflows – that increase iron retention in the ISM 

Fig. 10 ). 
These results confirm the expectation from Agertz et al. ( 2020 ) that

he M V –〈 [Fe / H] 〉 relation is the most sensitive probe of stellar and
SM physics in dwarf galaxies. There, we used a single dwarf galaxy
an with and without radiative transfer. This paper extends these 
esults to a much wider range of stellar and halo masses, showing that
he slope of the M V –〈 [Fe / H] 〉 readily emerges in both models but
hat the normalization of the relation directly reflects the combination 
f modelling choices that control iron production (e.g. CCSNe yields) 
nd retention (e.g. outflow strength). 

A promising way to distinguish between these two effects will be to 
everage the wealth of new chemical data from spectroscopic surv e ys
MNRAS 541, 1195–1217 (2025) 
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e.g. > 50 000 chemical abundances of dwarf galaxy stars with
MOST; Sk ́ulad ́ottir et al. 2023 ). Unpicking the relative abundances
f each element and their scatter will provide stronger constraints
n the chemical yields of stars at low metallicities. In parallel, direct
bservations of dwarf galaxies’ outflows, their velocities, and their
ass-loading factors is now possible thanks to the advancements in

ntegral-field-unit technology (e.g. McQuinn et al. 2019 ; Xu et al.
022 ; Marasco et al. 2023 ). A careful comparison of these emission-
ine-deri ved observ ations to simulations like the EDGE2 suite should
llow us to constrain the physical mechanisms driving galactic out-
ows in dwarf galaxies. Furthermore, additional dynamical scaling
elations (e.g. V andenbroucke, V erbeke & De Rijcke 2016 ; Di Paolo,
alucci & Fontaine 2019 ; Romeo 2020 ) and ne w observ ables such
s the distribution of ionized metal absorbers in the CGM of dwarf
rregulars (e.g. Zheng et al. 2019 , 2020 , 2024 ) can inform us on the
aryon cycle of dwarf galaxies and offer orthogonal constraints on
he accretion-outflow cycle to be explored in the coming years. 

The robust emergence of several dwarf galaxy scaling relations
nd the relative convergence of our results signal that cosmological
imulations of dwarf galaxies have entered an era of precision.
ven with a committed theoretical variation (the inclusion of a
ew feedback channel) which changes by order of magnitudes the
utflow behaviour of simulated dwarf galaxies, much of their general
haracteristics remain broadly compatible with observational data.
one the less, there remains clear numerical limitations to our

imulations. While SN feedback is now well resolved and converged,
adiative feedback remains less accurately captured (Section 5 ).

oreo v er, other theoretical uncertainties that impact the strength
f galactic outflows in dwarf galaxies remain to be quantified,
or example the importance of active galactic nucleus or cosmic
ays in this regime. Addressing these challenges will be the focus
f future works from the EDGE collaboration. But ultimately, the
onvergence of basic scaling relations makes for an exciting moment,
roviding us with a solid foundation to differentiate between these
echanisms and interpret new dwarf galaxy data coming in the next

ecade. 
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PPENDI X  A :  SUMMARY  O F  E D G E1 A N D  E D G E2 

ROPERTIES  

able A1 summarizes the properties of the simulated dwarf galaxies 
ith the EDGE1 and EDGE2 models at z = 0. 
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els (E1 and E2 columns, respectively) at z = 0 (see Section 4 for details on 
al conditions that do not have an EDGE1 counterpart (see Section 2.1 ). Two 
 3.1 ) – their properties are indicated at the labelled redshift. 

 / 2 , V ( kpc ) M H I ( M �) 〈 [Fe / H] 〉 〈 12 + log ( O / H ) 〉 
 E2 E1 E2 E1 E2 E1 E2 
0 0.29 1 . 2 × 10 1 4 . 9 × 10 1 −2.58 −2.24 6.31 7.25 
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Figure B1. Fractions of resolved CCSNe and SNeIa explosions over the full 
cosmological history of each galaxy. Bars show the total number of SNe, with 
filling highlighting those for which we resolve the cooling radius (see the text). 
Each bar pair correspond to an individual dwarf galaxy, ordered with growing 
halo mass as in Table A1 . Irrespective of the mass scale, ≥ 85 per cent of 
CCSNe, which dominate the SN feedback budget, are resolved. 

 

s  

f  

a  

a  

2  

C  

r  

v  

G  

w  

r
w  

fi
 

o  

fi  

s  

t  

s  

b  

K
 

t  

i  

R  

i  

s  

s  

i  

a  

t  

r  
PPENDIX  B:  RESOLV ED  FEEDBACK  IN  

DGE2 SIMULATIONS  

he strength of the EDGE approach lies in its uncompromisingly
igh resolution to directly resolv e ke y stellar feedback processes in
he ISM of our dwarf galaxies. We quantify this statement in this
ppendix. 

1 SN feedback 

esolving the cooling radius of SNe remnants is a key modelling
ilestone to accurately capture the momentum-build up during the
edov–Taylor phase (e.g. Kim & Ostriker 2015 ). Our injection
cheme computes the cooling radius as 

 cool = 30 . 0 pc ( 
n H 

cm 

−3 
) −3 / 7 ( 

E 

10 51 erg 
) 2 / 7 ( 

Z 

Z �
+ 0 . 01) 1 / 7 , (B1) 

here n H is the hydrogen density in the gas cell, E is the total energy
njected (this can be ≥ 10 51 erg if more than one SN are exploding in
he same timestep), and Z is the gas metallicity (see Hopkins et al.
018 , appendix D for a deri v ation of this equation and e.g. Cioffi,
cKee & Bertschinger 1988 ; Thornton et al. 1998 ; Kim & Ostriker

015 for similar scalings). 
Fig. B1 shows the total number of SNe events in each simulated

warf galaxy o v er their whole evolution (bar pair), divided between
CSNe (purple) and SNeIa (orange). The filling of the bar indicates

resolv ed’ ev ents where R cool ≥ 6 �x for which we directly inject
hermal energy rather than momentum. 

All dwarf galaxies have more than ≥ 87 per cent of CCSNe events
esolv ed, ev en as galaxy masses and ISM pressures increase (towards
he right). A larger fraction of SNeIa are unresolved, most likely
ecause these events can occur in lowerdensity environments, long
fter star formation when the adaptive resolution has been degraded.
one the less, since CCSNe provide the overwhelming majority
f the SN feedback budget, such statistics represent a significant
chievement in the robustness of SN feedback modelling. 

2 Radiati v e feedback 

ven if SN feedback is accurately captured as we have shown
bo v e, the coupling of this feedback with the surrounding ISM
nd the subsequent ability to drive galactic outflows depend on the
as conditions in which the explosions occur. These conditions in
urn depend on other, pre-SN feedback channels, especially radiative
eedback. 

F or radiativ e feedback, the ke y length-scale to resolv e is the
tr ̈omgren radius associated to the H II region around the star
ormation event. Requiring equilibrium between ionization and
ecombination of a hydrogen sphere, we obtain the Str ̈omgren radius
Str ̈omgren 1939 ) as 

 S = 

(
3 Q 

4 πn 2 H αB 

)1 / 3 

. (B2) 

ere, Q is the production rate of hydrogen-ionizing (Lyman-
ompton) photons and αB is the case-B recombination rate of
ydrogen. Note that this equation assumes spherical symmetry, a
omogeneous gas distribution and neglects the respective contribu-
ions of helium and metallic ions to the ionization and recombination
alance. None the less, this is enough to gain order-of-magnitude
stimates of whether ionization fronts from photoionization feedback
re resolved, since gas density is the strongest driver in equation
 B2 ). 
NRAS 541, 1195–1217 (2025) 
We can start by estimating an order of magnitude for R S when our
tar formation algorithm spawns a stellar particle (see Section 2.4
or details). The density at which stellar particles are spawned peaks
round ≈ 500 m p cm 

−3 . Accounting for the depletion of 300 M � into
 stellar particle, and assuming a primordial mixture, we input n H =
00 cm 

−3 into equation ( B2 ). Given our choice of SED (Bruzual &
harlot 2003 ), a zero-age 300 M � stellar population has an ionizing

ate of Q ≈ 10 49 s −1 (see e.g. Rosdahl et al. 2018 , appendix D for a
isualization). Assuming the temperature-dependent αB from Hui &
nedin ( 1997 ) e v aluated at T = 2 × 10 4 K (see their appendix A),
e obtain R S ≈ 2 pc . This is already comparable to the maximum

esolution of the simulation, �x ≈ 3 pc . Pushing to n H = 10 3 cm 

−3 

hich is common for star formation events in our simulations, we
nd R S ≈ 0 . 7 pc . 
The choice of the SED (through Q ), of the recombination rate ( αB )

r the assumptions of a primordial plasma will slightly modify these
ndings, but all these parameters enter equation ( B2 ) with weaker
calings than density. As a result, the Str ̈omgren sphere associated
o the birth of a stellar particle is likely to be poorly resolved. This
hortcoming is intrinsic to our star formation algorithm and cannot
e a v oided without modifying the very nature of the recipe (see e.g.
atz et al. 2024 for such a change). 
None the less, even if the Str ̈omgren sphere is unresolved at birth,

he dynamics of the surrounding ISM could quickly alleviate this
ssue. Lowering the density to n H = 10 cm 

−3 , for e xample, giv es
 S ≈ 14 pc and a much better-resolv ed H II re gion. To test this, we

dentify young stellar particles with ages ≤ 5 Myr for each saved
napshot in the history of our individual galaxies. For each young
tellar particle, we identify the density of their host gas cell and their
onizing output using our assumed SED at the particle’s stellar age
nd metallicity. We then use equation ( B2 ) to compute R S (using
he same αB as previously) and consider a Str ̈omgren sphere to be
esolved if R S ≥ 6 �x. In this case, a spherical H II region would be
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Figure B2. Fractions of resolved Str ̈omgren spheres for each dwarf galaxy 
along the cosmological history of each dwarf, with filling highlighting those 
for which we resolve the Str ̈omgren radius with six and four resolution 
elements ( > 200 and 60 elements per sphere, respectively). On average, ≈
40 per cent of Str ̈omgren spheres are resolved by 6 �x across the suite, with 
fractions as low as ≈ 20 per cent for the most massive dwarf galaxies (towards 
the right). Two dwarf galaxies are absent as their saved snapshots do not 
sample young stars and H II regions. 
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Figure C1. Median and 16–84 percentiles of the SFR o v er the full assembly 
history of each dwarf between z = 99 and 0. The Hubble -time-average SFRs 
are well converged between the EDGE1 and EDGE2 models. With radiative 
feedback, EDGE2 shows a less bursty star formation mode with a reduced 
scatter around the median. 
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aptured by > 200 resolution elements, which is enough to accurately 
apture its ionization and temperature structure (e.g. Deng et al. 
024a ). We also compute the fraction of resolved Str ̈omgren spheres
ith R S ≥ 4 �x, which is a more marginal case with ≈ 60 resolution

lements per sphere. 
Fig. B2 shows the obtained statistics, with bars showing the 

esolved fraction of Str ̈omgren spheres o v er the history of our dwarfs.
ome galaxies are missing from the plot as their (short) formation 
istories and snapshot spacing does not allow sampling of < 5 Myr
tars. Across the whole suite, we resolve very well 42 per cent of
tr ̈omgren spheres on average, with the smallest fraction being 
3 per cent for ‘Halo 383: GM early’. Assuming a less stringent 
equirement of R S ≥ 4 �x; this average fraction climb to 52 per cent
ith a minimum of 31 per cent . Similarly, shifting the age cut for

young’ stars from 5 to 10 Myr leads to a 57 per cent average resolved
raction with a minimum 40 per cent fraction. 

Overall, unlike the situation for SNe for which the feedback 
odelling is nearly all resolved (Fig. B1 ), only a rough half of

adiati ve feedback e vents are numerically well captured at our 
esolution. Furthermore, the fraction of resolv ed ev ents falls rapidly 
s galaxies become more massive and their ISM denser. This is a
lear area of impro v ement for radiation-hydrodynamics simulations 
iming to explicitly model radiative feedback (see Section 5.2 for a 
iscussion). 

PPENDIX  C :  BURSTINESS  O F  STAR  

O R M AT I O N  

ig. C1 shows the distribution of SFRs for each dwarf galaxy o v er
ts full cosmological assembly history. Symbols show the median 
FR, while the lines show the 16–84 percentiles of the distribution.
e compute these statistics by computing the SFR averaged over 
0 Myr for the Hubble time and eliminate vanishing SFRs. Only
warf galaxies which have at least 10 snapshots with non-vanishing 
FRs are shown on Fig. C1 . (Some of our low-mass dwarf galaxies
an hav e v ery short SFHs and billions of years of vanishing SFRs,
eading to heavily biased median and 16–84 estimates.) 

The median SFRs are well converged between the EDGE1 and 
DGE2 models (blue points and red diamonds, respectively) in line 
ith the aligned M � reported in Section 3.1 . Computing the average

xtent of the 16–84 interval normalized by its median across each
uite, EDGE2 shows a reduction in scatter of ≈ 2 compared to EDGE1 .
uch reduced burstiness for star formation is expected as a by-product
f radiative feedback and aligns with the much calmer regulation 
ode in EDGE2 (Section 3 ). 

PPENDI X  D :  STAR  F O R M AT I O N  A N D  

UPERNOVA  STATISTICS  

To visualize the consequences of the much denser ISM of the
DGE2 model highlighted in Section 3 , Fig. D1 shows the densities
t which stellar particles are formed (left), and at which the CCSNe
rom a stellar particle explode (i.e. SNe younger than 8 Myr which
orresponds to the main-sequence lifetime of a ≈ 20 M � massive 
tar). We show the histograms of all SF and SNe events across four
DGE2 galaxies that span the full range of M � . (We verified that
onclusions are unchanged if using other galaxies.) Unfortunately, 
tar formation and SNe statistics were not recorded in the EDGE1
odel, so a direct comparison is not possible. 
As expected, no star formation event (left) occurs below our 

ensity threshold for SF ( ≥ 300 m p cm 

−3 ). For low- M � objects (black
nd brown), there is a clear peak around ≈ 10 3 m p cm 

−3 that quickly
apers off. As dwarfs galaxies increase in M � (green and purple),
MNRAS 541, 1195–1217 (2025) 
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M

Figure D1. Density distribution of star formation (left) and SNe (right) events across the history of four EDGE2 dwarf galaxies. As objects become more 
massive, star formation and SN events at increasingly high densities start to appear. 

Figure D2. Same as Fig. D1 , but for the four resimulations of ‘Halo 605’ that vary input parameters as described in Section 5 . For the same galaxy, forbidding 
star formation in warm gas ( T � = 10 2 K) recreates a tail of high-density star formation events by reducing the clustering of star formation and subsequent SN 

feedback. 

h  

r
 

i  

i  

d  

s  

e  
o we ver, the tail of star-forming events extends to higher densities
eaching ( ≥ 10 6 m p cm 

−3 ). 
The direct consequence is that SNe explosions occur in increas-

ngly dense gas (right-hand panel). The amount of momentum emerg-
NRAS 541, 1195–1217 (2025) 
ng from the Sedov–Taylor phase of an SN remnant only weakly
epends on the background density (e.g. Kim & Ostriker 2015 ). But
ince our spatial scales are ultimately limited by numerical resolution,
xplosions in an increasing dense medium couple this momentum to
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n ever-increasing mass, thus yielding smaller velocities and weaker 
utflows. 3 

Part of these effects are driven by our algorithms, which we 
llustrate now. In particular, our star formation algorithm requires 
as to be both sufficiently dense and sufficiently cold to trigger star
ormation (Section 2.4 ). Fig. D2 shows the same statistics as Fig. D1
or the runs described in Section 5 , in which the temperature criteria
re raised and lowered. In particular, for a fixed object, a lower T � 
riv es an e xtended tail of star formation events and SNe at high
ensities (gold), while a higher T � truncates both to lower densities. 
These results should be attributed to interactions between radiative 

eedback and our star formation prescription. Following a star for- 
ation event, the dense gas surrounding the newborn stellar particle 

s immediately heated to T ≥ T � = 10 3 K by radiativ e feedback. An y
as in the immediate vicinity of a star-forming event is thus prevented
rom forming new stars, staying warm and dense until the first SNe
an clear it ( ≈ 5 Myr later). This suppresses the clustering of star
ormation and SNe, making it harder to generate powerful outflows. 
 For a typical Sedov–Taylor momentum ( p SN = 5 × 10 5 M � km s −1 ) ex- 
loding in a 3 pc -cell with ρ = 10 5 m p cm 

−3 , the generated velocity is 
 km s −1 . This is insufficient to escape the gravitational potential well of 
ven our small dwarfs ( v circ ≥ 10 km s −1 ). 
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 https://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reuse, distribution, and rep
Even though we isolated the T � parameter here, we stress that
his parameter is not the only driver of this behaviour. Rather, the
ombination of T � , the heating power of stellar radiation, and the
urrounding ISM densities driving gas cooling and collapse all con- 
ribute towards setting the distribution of star-forming densities. For 
xample, a harder SED will raise more gas o v er a fixed T � and drive
 slightly longer tail of star formation at higher densities (Fig. D2 ,
range versus red). And, at fixed SED and T � , a more massive galaxy
ith a deeper gravitational potential well and higher ISM densities 
ill retain high densities more ef fecti vely and compound this effect

Fig. D1 , purple versus brown). 
Combined with under-resolved radiative feedback events (Ap- 

endix B ), these findings highlight some key uncertainties remaining 
n our radiation-hydrodynamics simulations. None the less, while 
hese effects drive large changes on the statistics of star formation
nd SNe ev ents, the y hav e a much more moderate impact on the
ntegrated M � and other observables (Sections 4 and 5 ). Observables
uch as rest-frame optical emission lines are likely more sensitive to
hanges in the structure of the ISM and its star-forming regions. In
uture iterations of the EDGE model, we will continue to impro v e our
mplementations and compare with these vital observational clues. 
MNRAS 541, 1195–1217 (2025) 
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