
MNRAS 542, 2245–2268 (2025) https://doi.org/10.1093/mnras/staf1347 
Advance Access publication 2025 August 18 

The LOFAR Two-metre Sky Survey Deep Fields: new probabilistic 

spectroscopic classifications and the accretion rates of radio galaxies 

M. I. Arnaudova ,1 , 2 ‹ D. J. B. Smith,1 M. J. Hardcastle ,1 P. N. Best,2 S. Das ,1 S. Shenoy ,1 

K. J. Duncan ,2 L. R. Holden ,1 R. Kondapally,2 , 3 , 4 L. K. Morabito 3 , 4 and H. J. A. Röttgering5 
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A B S T R A C T 

The faint radio-source population includes sources dominated both by star formation and active galactic nuclei (AGNs), encoding 

the evolution of activity in the Universe. To investigate its nature, we probabilistically classified 4471 radio sources at z < 0 . 947 

using low-frequency radio data from the LoTSS (LOFAR Two-metre Sky Survey) Deep Fields alongside a multicomponent 
model for nebular emission, sampled by spectra obtained with the Dark Energy Spectroscopic Instrument (DESI). This was 
done by combining three tools: (i) the identification of a radio excess, (ii) the BPT diagram, and (iii) a modified mass-excitation 

diagram, alongside Monte Carlo methods to estimate the probability that each source is either a star-forming galaxy (SFG), a 
radio-quiet AGN (RQ AGN), or a high-/low-excitation radio galaxy (HERG or LERG). This approach extends the probabilistic 
classification framework of previous works by nearly doubling the redshift range, such that we can now probabilistically classify 

sources over the latter half of cosmic history. Often regarded as the ‘gold standard’ method, spectroscopic classifications allow 

us to evaluate the performance of other methods. Using a 90 per cent reliability threshold, we find reasonable overall agreement 
( ∼ 77 per cent) with state-of-the-art photometric classifications, but significant differences remain, including that we identify 

2–5 times more RQ AGN. Furthermore, our high-confidence spectroscopic classifications show that radiatively efficient and 

inefficient AGN exhibit clearly distinct Eddington-scaled accretion rate distributions, contrary to recent findings in the literature. 
Overall, our results highlight the need for new and forthcoming spectroscopic campaigns targeting radio sources, on the pathway 

to the SKA. 

Key words: techniques: spectroscopic – catalogues – galaxies: active – galaxies: evolution – radio continuum: galaxies. 
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 I N T RO D U C T I O N  

nderstanding the co-evolution of galaxies and their supermassive 
lack holes (SMBHs; MBH ∼ 106 −10 M�) is one of the main drivers of
odern astronomy, fuelling the development of ground- and space- 

ased observatories. Over the past three decades, an avalanche of 
ultiwavelength data has shed new light on this intricate relation: 

he mass of the SMBH correlates with a number of host galaxy
roperties (e.g. Ferrarese & Merritt 2000 ; Gebhardt et al. 2000 ;
errarese & Ford 2005 ; Bernardi et al. 2007 ; Graham 2016 ); the
volution of the cosmic star formation history (CSFH) mirrors that of
he black hole accretion history, where both reach a peak of activity
t z ∼ 2, followed by a decline to the present day (e.g. Boyle &
erlevich 1998 ; Hopkins, Richards & Hernquist 2007 ; Madau & 

ickinson 2014 ; Cochrane et al. 2023 ); the energy released by active
alactic nuclei (AGNs) influences star formation by either triggering 
‘positive’ AGN feedback; e.g. Kalfountzou et al. 2012 ; Silk 2013 ;
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aiolino et al. 2017 ) or suppressing it (‘negative’ AGN feedback;
.g. Heckman & Best 2014 ; Harrison 2017 ). However, the underlying
hysical processes that drive feedback remain poorly understood. 
The radio band plays a crucial role in such studies, as it can provide

 clear view into the dust-obscured activity in the Universe, where it is 
elieved that most of the star formation and AGN activity take place
e.g. Madau & Dickinson 2014 ; Hickox & Alexander 2018 ; Zavala
t al. 2021 ). The primary source of extragalactic radio emission at low 

requencies ( � few GHz) is synchrotron radiation, which is a result
f relativistic particles having been accelerated by either supernovae, 
he end products of short-lived massive stars (e.g. Condon 1992 ), or
y jets (e.g. Begelman, Blandford & Rees 1984 ). The development of
ext-generation radio interferometers (e.g. the Low Frequency Array, 
OFAR; van Haarlem et al. 2013 , MeerKAT; Jonas & MeerKAT
eam 2016 ), which continue to improve their sensitivity and angular
esolution, has allowed us to create large statistical samples of star-
orming galaxies (SFGs) and AGN out to high redshifts (e.g. Smolčić
t al. 2017 ; Novak et al. 2017 ; Whittam et al. 2022 ; Kondapally et al.
022 ; Cochrane et al. 2023 ). At present, the second data release of the
OFAR Two-metre Sky Survey (LoTSS DR2) wide area presents the 
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argest radio catalogue containing 4 396 228 sources across an area
f 5700 deg2 (see Shimwell et al. 2022 for further details). This is
urther complemented by the LoTSS Deep Fields (Tasse et al. 2021 ;
abater et al. 2021 ), which are 3–5 times more sensitive in radio flux,
overing a few tens of square degrees. 

Studying the interplay between SF and AGN activity also involves
nvestigating the various types of AGN. Depending on the efficiency
f matter accreted onto the SMBH, AGN can be classified into two
undamental modes (e.g. see reviews by Heckman & Best 2014 ;
ardcastle & Croston 2020 ). Radiatively efficient AGN (generally
elieved to be accreting at high Eddington-scaled accretion rates,
/LEdd � 0 . 01) produce electromagnetic radiation by efficiently
onverting potential energy from cold, accreted gas. This emission
onizes the surrounding gas, resulting in broad permitted (FWHM >

000 kms-1 ) and higher excitation forbidden lines compared to those
roduced by star-forming processes (e.g. Kauffmann et al. 2003b ;
o 2008 ; Best & Heckman 2012 ; Hardcastle & Croston 2020 ). This

ype of AGN is further divided into a subset of sources which possess
owerful twin radio jets, referred to as high-excitation radio galaxies
HERG), and those that lack (or are associated with weaker) radio
ets (e.g. Jarvis et al. 2019 ; Gürkan et al. 2019 ; Macfarlane et al.
021 ; Morabito et al. 2022 ), called ‘radio-quiet’ AGN (RQ AGN).
his distinction raises the question of whether the HERGs and

he RQ AGN represent physically distinct populations or different
volutionary stages of a single one (e.g. Kellermann et al. 1989 ;
vezić et al. 2002 ; Cirasuolo et al. 2003a , b ; Baloković et al. 2012 ;
ürkan et al. 2019 ; Macfarlane et al. 2021 ; Arnaudova et al. 2024a ;
ue et al. 2024 , 2025 ). Radiatively inefficient AGN (generally with
/LEdd � 0 . 01) are also associated with the presence of two-sided,
ollimated jets of charged particles but, in contrast, they emit very
ittle radiation at other wavelengths, which is believed to be due
o advection-dominated accretion of hot gas (e.g. Narayan & Yi
994 , 1995 ). Such sources are also referred to as low-excitation radio
alaxies (LERGs), as they do not exhibit strong forbidden lines, or
ny indications of AGN activity at other wavelengths (e.g. Best et al.
005 ; Hardcastle, Evans & Croston 2007 ; Best & Heckman 2012 ;
ardcastle & Croston 2020 ; Kondapally et al. 2022 ). 
Considerable efforts have been made in differentiating between

hese types of sources in radio surveys (e.g. Best & Heckman 2012 ;
molčić et al. 2017 ; Sabater et al. 2019 ; Whittam et al. 2022 ; Best
t al. 2023 ; Das et al. 2024 ; Drake et al. 2024 ). Recently, Best et al.
 2023 ; hereafter B23) made use of the high-quality radio observations
nd the available multiwavelength data spanning from the ultraviolet
o far-infrared in the LoTSS Deep Fields (Kondapally et al. 2021 )
o classify ∼ 80 000 radio sources. Employing a combination of
our spectral energy distribution (SED)-fitting codes, they were
ble to categorize up to 95 per cent as either SFGs, RQ AGN,
ERGs, and HERGs. However, using four SED-fitting codes is

ime-consuming and necessitates substantial efforts in maintaining
onsistency and accuracy across the different results. To address
hese issues, Das et al. ( 2024 ; hereafter D24) used the SED-fitting
ode PROSPECTOR to revisit the classification of radio sources in the
uropean Large Area Infrared Space Observatory Survey-North 1

ELAIS-N1). They showed that they can achieve comparable results
ith a single SED-fitting code, which would not only expedite efforts

n classifying larger statistical samples in future studies, but also
implify the classification process by reducing the complexity and
esources required. None the less, relying solely on photometry
ay not always produce reliable classifications, as it inevitably

epends on photometric redshifts, which may not always be accurate,
nd on SED fitting, which relies on models and prior assumptions
hat may not be universally applicable. Furthermore, these works
NRAS 542, 2245–2268 (2025)
ave prioritized providing a best-estimate classification for as many
ources as possible irrespective of the confidence in the results. The
gold-standard’ for obtaining reliable classification involves optical
pectroscopy (e.g. Kauffmann et al. 2003b ; Kewley et al. 2006 ; Cid
ernandes et al. 2010 ; Best & Heckman 2012 ; Drake et al. 2024 ). 
Fortunately, with the advent of new and forthcoming spectro-

copic surveys, such as the WEAVE–LOFAR survey (Smith et al.
016 ), the Optical, Radio Continuum and H I Deep Spectroscopic
urvey (ORCHIDSS; Duncan et al. 2023 ), and the Dark Energy
pectroscopic Instrument (DESI; DESI Collaboration 2016a , b ), it
ill become possible to obtain spectroscopic information of large

tatistical samples of faint radio sources, and thus evaluate the
erformance of photometric classifications needed in their absence.
he WEAVE–LOFAR survey is designed to produce a catalogue
ontaining complete spectroscopy of all radio sources in the LoTSS
eep Fields. However, a fraction of these sources have already been
bserved and are part of the early data release of DESI (DESI EDR;
ESI Collaboration 2024 ). 
In this work, we perform independent spectral fitting on a sample

f available DESI spectra in ELAIS-N1 and use it to expand upon
he probabilistic spectroscopic classification from Drake et al. ( 2024 ;
ereafter Dr24), which investigates the radio source population in
he shallower LoTSS wide area using spectroscopy from the Sloan
igital Sky Survey (SDSS). A new spectral fitting approach is
ecessary since radio sources often exhibit more complex emission-
ine profiles due to AGN-driven winds and outflows (e.g. Molyneux,
arrison & Jarvis 2019 ; Girdhar et al. 2022 ; Escott et al. 2025 ), which
ay necessitate more than the single Gaussian component used in

ome current DESI value-added catalogues (e.g. Zou et al. 2024 ).
his will further allow us to effectively validate the performance of

uture WEAVE-derived data products that will underpin significant
spects of the WEAVE–LOFAR science case. We therefore extract
mission-line information to classify the radio sources into four
ategories (SFGs, RQ AGN, LERGs, and HERGs) and compare
ur results to those of B23 and D24. 
This paper is structured as follows. Section 2 describes the radio

nd spectroscopic data used, along with the sample selection process.
ection 3 describes the fitting technique used to obtain emission-line
uxes, necessary for the source classifications. In Section 4 , we
utline the classification method, and in Section 5 , we validate our
esults. We then compare our classifications in Section 6 with those
f B23 and D24. Finally, Section 7 gives a summary of our main
esults. Throughout this work, we use air wavelengths and a flat
ambda-cold dark matter cosmology with �� 

= 0.7, �M 

= 0.3,
nd H0 = 70 km s−1 Mpc−1 . 

 DATA  

.1 Radio data 

he radio data used in this work are taken from the first data release of
he LoTSS Deep Fields (LoTSS Deep DR1; Tasse et al. 2021 ; Sabater
t al. 2021 ). This data set includes observations centred on 150 MHz
t 6 arcsec resolution of three well-studied extragalactic fields:
ockman Hole (10h 47m 00s , + 58◦05′ 00′′ ), Boötes (14h 32m 00s ,
 34◦30′ 00′′ ), and ELAIS-N1 (16h 11m 00s , + 55◦00′ 00′′ ). Each
eld is included in the value-added catalogue by Kondapally et al.
 2021 ), where a combination of the likelihood-ratio (LR) method
e.g. Sutherland & Saunders 1992 ; Smith et al. 2011 ) and visual
lassification with the LOFAR Galaxy Zoo (Williams et al. 2019 )
as used to associate the radio sources with their multiwavelength

ounterparts across ∼26 deg2 . In particular, the LR method incor-
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Figure 1. The top panel presents the redshift-luminosity plane for all radio 
sources with a multiwavelength counterpart in ELAIS-N1 (in grey), and the 
sources with spectroscopic information from DESI EDR (colour-coded to 
indicate their number as presented by the colour bar to the right), along with 
their respective luminosity and redshift distributions. The bottom panel shows 
the total-to-fibre r-band flux ratio distribution as a function of redshift, with 
the dashed line representing our threshold for excluding sources with the 
largest fibre aperture losses. 
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orates both colour and magnitude information and, thanks to the 
eep ancillary data available ranging from ultraviolet to far-IR, 
chieves identification rates of up to 97 per cent on its own. Sources
ot suitable for LR matching (e.g. those with complex/extended 
orphologies) were visually inspected, mitigating potential sources 

f confusion such as blended or ambiguous counterparts. Therefore, 
he optical cross-identifications are expected to result in low misiden- 
ification rates and unlikely to significantly impact our results. This 
atalogue has also been used to estimate photometric redshifts and 
tellar masses for each source (Duncan et al. 2021 ). 

In this work, we focus only on the 31 610 radio sources in ELAIS-
1, since this field contains the most sensitive 150 MHz data (a root
ean square noise level of � 20 μJy beam−1 in the central region and

elow 30 μJy beam−1 over 10 deg2 ) compared to the other LoTSS
eep fields, as well as having the deepest wide-field optical, near- 

 and mid-infrared data, and being included in both B23 and D24
lassifications. 1 

.2 Spectroscopic data 

he spectroscopic data used in this work are taken from the DESI
DR (DESI Collaboration 2024 ) 2 , which is accessible through 
ESI’s public website. 3 The spectra were taken using the DESI 

nstrument, mounted on the 4-m Mayall Telescope at Kitt Peak 
ational Observatory, which consists of 10 identical spectrographs. 
ach spectrograph is equipped with 500 fibres with a 1.5 arcsec en-

rance diameter, and covers the wavelength range of 3600 − 9824 Å
t a resolving power of λ/�λ ≈ 2000 − 5500 (Guy et al. 2023 ). 

The data encompass three stages of survey validation, referred to 
s ‘sv1’, ‘sv2’, and ‘sv3’. Each stage was conducted with a different
argeting algorithm, and further subdivided into programs based on 
bserving conditions. The ‘bright’ program targeted sources for the 
right Galaxy Survey (BGS) and the Milky Way Survey, while the 

dark’ program focused on fainter objects such as luminous red 
alaxies (LRGs), emission-line galaxies, and quasi-stellar objects 
QSOs). In addition, the ‘backup’ program was implemented under 
ad conditions, and the ‘other’ program was dedicated for secondary 
argets (see Myers et al. 2023 for further details). This resulted 
n a total of 16 36 256 unique objects included in the primary
urveys, and an additional 137 148 objects as part of a series of
econdary programs across 1390 deg2 . As we are interested in 
aximizing our spectroscopic sample to obtain the largest pos- 

ible number of classified sources, we consider all surveys and 
rograms. 

.3 Sample selection 

tarting with a sample of 31 610 radio sources located in the ELAIS-
1 field and possessing a corresponding multiwavelength counter- 
art in the DR1 catalogue (Kondapally et al. 2021 ), we identify
248 with spectroscopic information available from DESI EDR. 
his was done by using a positional cross-match with a maximum 

earch radius of 1 arcsec between the multiwavelength counterparts 
eported by Kondapally et al. ( 2021 ), whose positions are derived
 We do not use the second data release of the LoTSS Deep Fields (Shimwell 
t al. 2025 ) since optical cross-matching has not been performed, and we 
ant to directly compare to the B23 and D24 classifications. 
 This sample is not extended by DESI’s first data release. 
 https://data.desi.lbl.gov 
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rom stacked χ2 signal-to-noise images combining optical to near- 
nfrared bands, and sources reported as primary objects in DESI 
DR (ZCAT PRIMARY == True) with fibres placed on objects 

OBJTYPE = = TNG). The redshift-radio luminosity ( L150MHz ) 4 

lane of all radio sources in ELAIS-EN1, both with and without
pectroscopic information from DESI EDR, is shown in the top 
anel of Fig. 1 . We can see that DESI probes a different parameter
pace than the full radio source population (lower redshift, less 
adio bright). However, this parameter space coverage will change 
nce WEAVE–LOFAR becomes operational and provides us with 
omplete spectroscopic coverage. Although WEAVE–LOFAR will 
ypically target sources of lower continuum signal-to-noise ratio 
SNR) compared to DESI due to its selection on radio flux (but
ave higher SNR for the same sample of sources as a result of longer
xposure time), most sources are expected to be rich in emission
MNRAS 542, 2245–2268 (2025)

 To calculate the radio luminosity, we used the integrated 150 MHz flux 
ensity ( S150MHz ) from the value-added catalogue by Kondapally et al. ( 2021 ), 
 radio spectral index of α = −0 . 7 (assuming Sν ∝ να), and the spectroscopic 
edshifts as reported in DESI EDR. 

https://data.desi.lbl.gov
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ines (Smith et al. 2016 ). This will enable reliable measurements
f redshifts and emission-line fluxes, allowing the classification
echniques developed in this work to be readily applied to WEAVE–
OFAR data. 
Next, we remove sources with a non-zero ‘zwarn’ flag from

ESI EDR to ensure reliability of redshift estimates, and thus
mission-line identification. 5 This leaves us with a sample of 7631
xtragalactic sources (‘spectype’ �= STAR) sources, out of which
66 are spectroscopically defined as QSOs (i.e. Type 1 QSOs).
e remove such objects from our sample, as the stellar population

ibrary from Bruzual & Charlot ( 2003 ), which we use in this work,
oes not account for the various continuum components used for
uasars 6 (e.g. see Arnaudova et al. 2024a , for details). We also
ccount for fibre aperture losses, since we are using radio information
hich is representative of the entire source, while the optical spectra

re limited to the DESI fibre aperture (1.5 arcsec diameter). To
pproximate this effect, we use the ratio of total-to-fibre r-band
ux (both provided in the DESI EDR catalogue) as a function of
edshift, as shown in the bottom panel of Fig. 1 . We can see that
t z > 0 . 5 most sources exhibit flux losses of up to a factor of 5,
hereas a subset of low-redshift sources are prone to more extreme

osses, making a simple scaling correction for these highly uncertain.
e therefore restrict our analysis to sources with flux losses less

han a factor of 5, reducing our sample to 6185 sources. We also
ote that 1295 sources are secondary targets which lack r-band fibre
ux measurements in the DESI EDR. For these sources, we assign

he median total-to-fibre flux ratio computed within redshift bins
f width �z = 0 . 05. This approach is found to give comparable
esults when comparing spectroscopic and photometric star forma-
ion rate (SFR) estimates (as discussed in Appendix A ), which is
articularly important for the identification for radio-excess sources
see Section 4.1 ). 

Finally, due to the changing detectability of optical emission lines
ith redshift, in the coming sections, we define our sample in two
ifferent redshift ranges: 

(i) 0 < z < 0 . 483 (hereafter the low- z sample), which includes
258 sources with detectable [N II ] λ6583 emission lines, given the
pper limit of λ = 9824 Å for the DESI spectrograph. This is
ecessary for the classification method described by Dr24, which
ses a combination of H α and L150 MHz to identify radio-loud AGN
nd the BPT-NII diagram (Baldwin, Phillips & Terlevich 1981 ) for
dentifying radiatively efficient AGN. 

(ii) 0 . 483 < z < 0 . 947 (hereafter the high- z sample), which in-
ludes 1851 sources with detectable [O III ] λ5007 emission lines.
iven that the redshift success rate of WEAVE–LOFAR is expected

o approach 100 per cent up to z = 1 (Smith et al. 2016 ), we expand
he Dr24 method to higher z by making use of the H β line and the

ass-excitation (hereafter MEx; Juneau et al. 2011 , 2014 ) diagnostic
NRAS 542, 2245–2268 (2025)

see Section 4 for details). 

 We note that ‘zwarn = = 0’ selects sources for which the difference in 
2 between the best and second-best redshift solutions ( �χ2 ) exceeds 9, 
hich is the standard threshold used by DESI to indicate a reliable redshift. 
owever, 98 per cent of our sources have �χ2 > 40, satisfying the more 

tringent criterion used in the BGS. 
 While it is possible that a small number of QSO-like sources remain in the 
ample despite not being classified as SPECTYPE = QSO, such sources are 
ikely to result in ‘bad’ spectral fits. These are typically excluded during the 
uality filtering applied as part of our spectral-fitting procedure described in 
ection 3 , and are therefore not expected to significantly affect our results. 

o  

F  

r  

7

r
t
o
8

a
i
r

 SPECTRAL  FITTING  M E T H O D  

o obtain emission-line fluxes needed for the source classification
cheme, we apply the spectral fitting approach described by Arnau-
ova et al. ( 2024b ). To summarize, for each galaxy spectrum we
se a Monte Carlo Markov Chain (MCMC) algorithm to model
he continuum locally to each emission-line complex and use

ultiple Gaussian components with a fixed line width and velocity
ffset for each emission line considered, after correcting all spectra
or foreground extinction using the re-calibrated reddening data,
( B − V ), from Schlegel, Finkbeiner & Davis ( 1998 ) with the Milky
ay reddening curve from Fitzpatrick ( 1999 ) for an extinction-

o-reddening ratio of RV = 3 . 1. However, given the less complex
elocity structure of galaxies in general compared to the shocked gas
tudied by Arnaudova et al. ( 2024b ), we limit the use of Gaussian
omponents to a maximum of two per individual emission line.
his simultaneous fitting of emission lines with tied parameters
enefits from using constraints from neighbouring lines not only
o deblend emission lines, as in Arnaudova et al. ( 2024b ), but also to
itigate the impact of skyline contamination or telluric absorption

n individual line fluxes. We also allow negative amplitudes for
ndividual Gaussian components to ensure that the posterior peak-
ux distributions for faint emission lines are not truncated, and thus

hat our uncertainty estimates remain robust. In addition, we employ
he stellar population library from Bruzual & Charlot ( 2003 ) to limit
he impact of continuum features (e.g. Balmer absorption) on our
mission-line flux estimates. 

There are 39 templates included in this library computed using the
habrier ( 2003 ) initial mass function (IMF), which correspond to

hree metallicities ( Z = 0 . 4, 1.0, and 2.5 Z�) and 13 star formation
istory models: 10 instantaneous-burst models with ages of 0.005,
.025, 0.10, 0.29, 0.64, 0.90, 1.4, 2.5, 5, and 11 Gyr; 7 a constant
tar formation model with an age of 6 Gyr; and two models with
xponentially declining star formation histories with a time-scale
f τSFR = 5 Gyr and 9 Gyr and an age of 12 Gyr. All templates are
onsidered in the single Gaussian component fits, where they are
hifted to the observed frame by using the spectroscopic redshifts
rom the DESI EDR catalogue and resampled onto the DESI
avelength grid using the SPECRES resampling algorithm (Carnall
017 ) to match the data. Additionally, the dust extinction law from
alzetti et al. ( 2000 ) with RV = 4.05 is applied to the continuum

emplates, where the V -band extinction ( AV ,� ) is allowed to vary
s a free parameter to account for internal dust attenuation. 8 The
ayesian information criterion (BIC) is initially applied to select the
ptimal template for each spectrum based on the lowest BIC value,
fter which the same template is re-fitted with a double Gaussian
omponent. The BIC is then used again to assess whether a single
r double Gaussian model provides a better fit to the emission lines.
hus, each galaxy is modelled a total of 40 times: once for each
f the 39 continuum models with a single Gaussian component and
nce for the optimal template with a double Gaussian component.
or the low- z sample, two primary spectral windows are used: the
est-frame wavelength range 4265 < λ < 5045 Å covering H γ , H β,
 Whilst including the full range of templates is unphysical for the highest 
edshift sources in our sample (since the model stellar populations are older 
han the Universe), in practice this makes no difference to our analysis since 
ur focus is on the continuum subtracted emission lines. 
 We note that this parameter is not expected to be physically meaningful, 
s the continuum is fitted only locally to each emission-line complex. Its 
nclusion serves primarily to improve the quality of the emission-line fits 
ather than to recover global dust properties. 
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Figure 2. Example fits of galaxy spectra using our spectral fitting method, where the data are represented in grey with a shaded region enclosing the 1 σ
uncertainties, the continuum model is denoted in turquoise, and the continuum + emission-line best-fitting model is overlaid in black. The top panels are centred 
on the H β and [O III ] λλ4959, 5007 emission lines, whereas the bottom panels show the H α, [N II ] λλ6548, 6583, and [S II ] λλ6716, 6732 lines. The left panels 
show a random galaxy from the sample, where a single Gaussian component has been determined to model the emission-line profiles, whereas the right panels 
present another example of a galaxy spectrum, whose emission lines are well-fitted with two Gaussian components. 
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nd [O III ] λλ4959, 5007, and 6225 < λ < 6624 Å containing [O I ]
6364, H α, [N II ] λλ6548, 6583, where the continuum template nor-
alization is allowed to differ between the two different wavelength 

anges considered for the fitting. 9 For the subset of sources where 
he [S II ] λλ6716, 6732 doublet falls within the wavelength range
ampled by DESI, we extend the fitting window to λ = 6675 Å to 
nclude it in the fit, as we are interested in calculating the excitation
ndex (e.g. Best & Heckman 2012 ; hereafter EI; see Section 4.2 ). For
he high- z sample, only the first spectral window is used. 

To remove the bad fits from our sample (where ‘bad fits’ are
efined as those for which the probability that the data are consistent
ith the model is less than 1 per cent), we model the histogram
f reduced chi-squared values from each fit (either with one- or
wo-Gaussian components, depending on the BIC) across both the 
ow- and high- z samples, using a χ2 distribution. Having determined 
he best-fitting parameters of the χ2 distribution, we consider only 
he subset with best-fitting χ2 less than the 99th percentile of the 
tted distribution as having acceptable fit quality. This gives us 
 total of 4471 galaxies with good fits (3027 for the low- z and
444 for the high- z sample), out of which 794 required a two-
aussian component model. From these fits, we calculate the total 

mission-line flux per line species (where we sum the fluxes of
he individual components if a two-Gaussian model is needed), and 
pply the aperture flux correction using the total to fibre r-band
ux, as discussed in Section 2.3 . The uncertainties are evaluated 
y propagating the values extracted from the MCMC chains. This 
s important to ensure robust uncertainty estimates (e.g. derived by 
 Note that we treat this as a nuisance parameter, which is not used in the 
nalysis. 

4

W  

c

roperly accounting for varying noise levels including those from sky 
ines and telluric absorption), which play a critical role in assigning
lassification probabilities in the spectroscopic classification (see 
ection 4.4 ). The results of this procedure are found to be comparable

o those produced using the FASTSPECFIT Spectral Synthesis and 
mission-Line Catalog (Moustakas et al. 2023 ; Moustakas et al., 

n preparation), provided as part of DESI EDR (see Appendix B
or details). However, we adopt our own measurements due to our
se of multiple Gaussian components and uncertainty estimates that 
e consider more appropriate for the needs of our classification 

ramework. 
Examples demonstrating the performance of the fitting method 

re shown in Fig. 2 , where we have chosen random galaxies
etermined to be best modelled with one (left panels) and two
aussian components (right panels), centred on the brighter H β, 

O III ] λ5007, H α, [N II ] λ6583, and [S II ] λλ6716, 6732 lines. 

 SPECTROSCOPIC  CLASSI FI CATI ON  

CHEME  

ollowing Dr24, we use a combination of the radio excess and
ardness of ionization diagnostics to estimate the probability of each 
bject belonging to the four physical classes: SFGs, RQ AGN, LERG, 
nd HERG. The following sections discuss this classification method 
or both the low- and high- z samples and outline the differences in
ur approach compared to Dr24. 

.1 The radio excess diagnostic 

e use a radio excess (hereafter RX) diagnostic to examine the
orrelation between the extinction corrected H α ( Lcorr 

H α ) and the 
MNRAS 542, 2245–2268 (2025)
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Figure 3. The spectroscopic classification scheme. Panel (a) presents the RX diagnostic, where the solid line is used in this work to select sources from both the 
low- z and high- z sample, which have a radio luminosity in excess of what can be explained by star-forming processes alone. Panel (b) shows the BPT diagram 

for the low- z sample, which is used to distinguish between SFGs and radiatively efficient AGN, as well as between their low- and high-ionization categories, as 
defined by the Kewley et al. ( 2001 ), Kauffmann et al. ( 2003b ), and Cid Fernandes et al. ( 2010 ) diagnostic lines. Similarly, panel (c) shows the MEx diagram for 
the high- z sample, where the separation between SFG, low- and high-ionization AGNs are defined by the modified Juneau et al. ( 2014 ) demarcation lines, and 
the demarcation line based on the EI defined in this study. The colour bars present the number of sources in each diagnostic. 
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50 MHz radio luminosity ( L150 MHz ), which enables the identifi-
ation of AGN with an RX compared to star-forming processes (i.e
ERGs and HERGs). The extinction correction in LH α is obtained
y calculating AV from the Balmer decrement in Hα , assuming
ase B recombination (e.g. Osterbrock & Ferland 2006 ) and a
eddening curve provided by Calzetti et al. ( 2000 ) with RV = 4 . 05
see Domı́nguez et al. 2013 for details). For the 299 sources where AV 

s negative, we do not correct the Hα luminosity since these values are
nphysical. As explained by Best & Heckman ( 2012 ), this diagnostic
elies on the expected correlation between the Lcorr 

H α and L150 MHz 

n SFGs, where both serve as direct SFR indicators (e.g. Kennicutt
998 ; Gürkan et al. 2018 ; Smith et al. 2021 , D24). Conversely, in RX
GN, the L150 MHz is significantly higher compared to SFGs, leading

o a noticeable deviation from this correlation. The relationship
etween the Lcorr 

H α and L150 MHz is presented in panel (a) of Fig. 3 ,
here we can see that the majority of sources lie on a tight locus,
ith some scatter in the lower right quadrant, where RX AGNs are

ituated. 
To determine the demarcation line to use for RX identification, we

se our low- z sample and apply a similar process to that described by
r24. We are using a much deeper radio sample (with an rms ∼20–
NRAS 542, 2245–2268 (2025)
5 μJy as opposed to ∼ 100 μJy in the wide area), as well as a
pectroscopic sample associated with different aperture sizes, for
hich we apply an aperture correction unlike Dr24. For these reasons,
e cannot adopt the RX demarcation line for H α used in their work,
ut derive our own instead. To do this, we examined the distribution
f log L150 MHz − log Lcorr 

H α shown in Fig. 4 . 
To identify the optimal demarcation line, we approximate the SFG

opulation as a Gaussian distribution symmetric around the peak of
og L150 MHz − log Lcorr 

H α estimated from the kernel density estimate
KDE) and calculate the 99th percentile, such that objects falling
o the right are considered to have an RX. Therefore, sources are
lassified as having an RX if: 

log 10 ( L150 MHz /W Hz −1 ) > log 10 ( L
corr 
H α / L�) + 14 . 86 (1) 

here 14.86 corresponds to the 99th percentile of the inferred SFG
istribution. 
To apply this diagnostic to our high- z sample, where H α is not

ccessible, we use the H β flux and the median likelihood V -band
xtinction measurements obtained with PROSPECTOR ( AV ,SED ; Das,
rivate communication) to predict Lcorr 

H α . Since AV ,SED indicates
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Figure 4. The distribution of log L150 MHz − log Lcorr 
H α for all sources with 

a ≥ 5 σ detection in H β, H α, and S150MHz . The blue solid line represents 
a Gaussian distribution approximating the SFG population, derived by 
reflecting the left-hand side of the distribution about the KDE peak (black 
dashed line). The orange dotted line indicates the 99th percentile of the 
inferred SFG distribution, above which sources are classified as having an 
RX. 
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he dust attenuation of the stellar continuum (as opposed to the 
ebular emission lines discussed here), we study its relation to the 
almer derived AV from the low- z sample. Focusing on sources 
ith a 5 σ detection in both H β and H α, along with a reliable fit

o the photometry from PROSPECTOR , we find the following linear 
elationship between the stellar and nebular dust attenuation: AV ,SED 

 (0.52 ± 0.01) AV . This result is in good agreement with previous
tudies (e.g. Papovich et al. 2022 ; Pirzkal et al. 2024 ), which also find
hat the nebular gas is more extinguished by a factor of two compared
o the stellar continuum. Thus, using this relationship and assuming 
ase B recombination, we are able to calculate the H α luminosity for
he high- z sample, and apply the same RX criterion (equation 1 ) to
dentify high- z RX sources. 

.2 The BPT diagnostic diagram 

he BPT-NII (hereafter BPT; Baldwin et al. 1981 ) diagram is a
idely used tool for distinguishing between SFGs and radiatively 

fficient AGN, which involves the use of the [O III ] λ5007/H β and
he [N II ] λ6583/H α emission-line flux ratios (e.g. Stasińska et al.
006 ; Best & Heckman 2012 ; Cid Fernandes et al. 2010 ; Sabater
t al. 2019 ; Kewley, Nicholls & Sutherland 2019 , and references
herein). Depending on the science case, different demarcation lines 
re employed. Some studies use the empirically defined line by 
auffmann et al. ( 2003b ; hereafter Ka03), some use the theoretically
efined maximum starburst line by Kewley et al. ( 2001 ; hereafter
e01), and some use both to define an additional ‘composite’ class,
here both star formation and AGN activity significantly contribute 

o the emission lines. Following Dr24, we adopt the Ka03 line 
or our classification method but also include the composite region 
further divided into low-ionization nuclear regions, LINER/Seyfert, 
ee below) in our catalogue to allow other users the flexibility to
efine an alternative classification. 
In addition to these, other demarcation lines are used to differen- 

iate between sources with hard ionizing spectra, such as Seyferts, 
nd those that lack high-ionization lines, like LINERs. Dr24 used the 
INER/Seyfert separation proposed by Ka03. However, when using 
he EI, defined as: 

EI ≡ log 10 ([O III ] λ5007 / H β) − 1 

3 

[
log 10 ([N II ] λ6583 / H α) 

+ log 10 ([O I ] λ6364 / H α) + log 10 ([S II ] λλ6716 , 6732 / H α)
] (2) 

here EI = 0.95 marks the boundary between low- and high-
onization sources (e.g. Buttiglione et al. 2010 ; Best & Heckman
012 ), and colour-coding the AGN class on the BPT diagram
ccording to this parameter for all sources with a > 3 σ detection in
he relevant lines, they found a better agreement with the demarcation
ine from Cid Fernandes et al. ( 2010 ; hereafter C10), as can be seen
n Fig. 5 ; therefore, we adopt the C10 line. In this way, we can use
he low- z scheme to classify each set of emission-line fluxes for a
iven source into one of five BPT classes: BPT SFG , BPT CLIN ,
PT SEYF , BPT LIN , and BPT SEYF , where LIN and SEYF refer

o LINERs and Seyferts, respectively, and the prefix ‘C’ denotes 
bjects in the composite region, as can be seen in panel (b) of Fig. 3 .
his is done in a probabilistic manner for all sources, irrespective of

he SNR of the emission lines (see Section 4.4 ). 

.3 The mass-excitation diagnostic diagram 

n the absence of H α and [N II ] detections for the high- z sample,
e turn to the MEx diagram, which replaces the [N II ] λ6583/H α

ine ratio in the BPT diagram with stellar mass ( M∗). As discussed
y Juneau et al. ( 2011 ), this is a suitable substitution since AGNs
re typically associated with higher [N II ] λ6583/H α values and
eside in more massive galaxies. Here, we use the stellar mass
stimates from the SED-fitting catalogue from D24 for sources with 
cceptable SED fits (see D24 for details). However, these values were
btained by using a combination of spectroscopic redshifts obtained 
rom the 14th data release of the SDSS (SDSS DR14; Abolfathi
t al. 2018 ) and photometric redshifts from Duncan et al. ( 2021 ).
n the absence of spectroscopy for the majority of radio sources,
uncan et al. ( 2021 ) created a photometric redshift catalogue by

ombining template-fitting and machine-learning techniques. The 
uthors noted that the outlier fraction (OLF) based on a threshold of
= ( | zphot − zspec | ) / (1 + zspec ) > 0 . 15 is only ∼ 1 . 5 − 1 . 8 per cent

or galaxies (or host-dominated sources), but for sources selected 
s AGN in the optical, IR, and X-rays, the OLF is found to be
igher (18 − 20 per cent ). To evaluate the impact of this, we compare 
he spectroscopic redshifts from DESI EDR ( zspec ) and those used
n D24 ( zbest ), as shown in Fig. 6 . While the majority of sources
re not classified as an outlier ( ∼ 99 per cent , as indicated by the
rey dot–dashed lines) according to the criterion from Duncan et al.
 2021 ), there remains a notable scatter between zbest and zspec as
xpected. Therefore, we adopt a more stringent criterion of δ = 0 . 05
as denoted by the orange dashed lines), where 120 sources that are
art of the high- z sample are identified as outliers and thus removed
rom our analysis. This is done because using significantly different 
edshifts would render the stellar mass estimates unreliable. 

To distinguish between SFG and AGN, we use the two demarcation 
ines from Juneau et al. ( 2014 ; hereafter J14), which were calibrated
ased on the probability that a galaxy hosts an AGN, P (AGN),
erived from the BPT diagram using a sample from the seventh data
elease of SDSS at 0 . 04 < z < 0 . 2. Similarly to the BPT framework,
he upper boundary denotes a region with high P (AGN), while the
ower curve delineates the SFG region, where P (AGN ) < 0 . 3. In
etween these two lines lies the intermediate region where BPT 

omposites typically reside. To use this diagnostic at higher redshifts, 
he authors also prescribe a horizontal offset based on the detection
imit of emission lines. However, more recent works (e.g. Newman 
MNRAS 542, 2245–2268 (2025)
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Figure 5. The left panel shows the BPT diagram for all SDSS sources in Dr24 (grey) and those with a ≥ 3 σ detection in H β, [O III ] λ5007, [O I ] λ6364, H α, 
[N II ] λ6583, and [S II ] λλ6716, 6732 that lie above the Ka03 line, colour-coded based on the EI. Similarly, the right panel shows the M Ex diagram for all Dr24 
sources (grey), and those above the lower curve from J14 with a 3 σ detection in the same emission lines, including the stellar mass. The colour bar presents the 
EI for both diagrams and is centred on EI = 0 . 95, the value separating low- and high-ionization sources. 

Figure 6. The relationship between the spectroscopic redshifts reported in 
DESI EDR ( zspec ), and the redshifts used by D24 ( zbest ), which include 
photometric redshifts provided by Duncan et al. ( 2021 ) and spectroscopic 
redshifts from SDSS DR14. The solid line indicates equality, whereas the 
black dot–dashed and orange dashed lines corresponds to the ±0 . 15 × (1 + 

zspec ) criterion from Duncan et al. ( 2021 ) and the ±0 . 05 × (1 + zspec ) used 
in this work, respectively. 
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t al. 2014 ; Coil et al. 2015 ; Henry et al. 2021 ; Cleri et al. 2023 )

ave found that this offset needs to better reflect the evolution of
he mass–metallicity relation rather than the survey depth. Using
 sample of X-ray confirmed AGN at z ∼ 1 . 6, Cleri et al. ( 2023 )
roposed an offset of 0 . 2(1 + z) dex in stellar mass. However, it
s unclear whether this relation works well at lower redshifts (e.g
or our high- z sample that spans 0 . 483 < z < 0 . 947) and does not
ecover the J14 demarcation lines at z ≈ 0. Therefore, we modify
he horizontal (i.e. stellar mass) axis of the MEx diagram (hereafter
he ‘modified MEx’ diagram or M ex) such that: 

 = M∗ − [1 − exp ( −1 . 2 z)] . (3) 

he choice of this relation is described in Appendix C , where we have
howed that this offset provides the optimal separation between SFGs
NRAS 542, 2245–2268 (2025)
nd AGN classified using the BPT diagram while preventing a rapid
ncrease with redshift, and is preferred over the J14 prescription. 

To further establish a division line between low- and high-ionizing
ources, we make use of the EI as in Section 4.2 . However, due to our
imited sample size and the requirement that all six emission lines
ontributing to the EI calculation be significantly detected ( > 3 σ ),
e use the catalogue from Dr24. This catalogue contains 152 355

ources with emission-line measurements from the 12th data release
f SDSS (Thomas et al. 2013 ), out of which 69 792 have stellar
ass measurements from the MPA–JHU group (Kauffmann et al.

003a ; Tremonti et al. 2004 ; Brinchmann et al. 2004 ). Of these,
489 lie above the lower curve of the M Ex diagram and have
ignificant detections for all six required emission lines and stellar
ass estimates. These sources are shown in the right panel of Fig. 5 ,
here we have colour-coded them according to their EI values. We

an see that there is a fairly good separation at EI = 0.95, with higher
onization sources showing higher [O III ]/H β ratios, as expected. As
 result, we quantitatively identify the optimal dividing line as the
ne that best separates these sources based on their EI, which is found
o be: 

log 10 ([O III ] / H β) = 0 . 46( ±0 . 03) log 10 ( M∗/ M�) − 4 . 6( ±0 . 4) . (4) 

e note that this line is also consistent with the 13 sources for which
e can estimate the EI in our sample. Therefore, in a similar fashion to

he low- z sample, we categorize all sources probabilistically into five
 Ex classes: M Ex SFG , M Ex CLIN , M Ex SEYF , M Ex LIN ,

nd M Ex SEYF , which have been labelled in panel (c) of Fig. 3 . 
In future work, we plan to explore alternative diagnostics to the
 Ex diagram that rely solely on spectroscopic data, such as the

inematic-excitation diagram (KEx; Zhang & Hao 2018 ) diagram.
owever, at present the KEx diagram does not clearly separate AGN

nto high- and low-excitation categories (see Zhang & Hao 2018 ), so
urther refinement will be needed. 

.4 The full probabilistic approach 

y combining the RX and BPT ( M Ex) diagnostics discussed
n the previous sections, we classify sources in the low- z
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Table 1. The total number of SFGs, RQ AGN, LERG, and HERG in 
the ELAIS-N1 deep field with DESI spectroscopy as identified by the 
photometric classifications from B23 and D24 (top two rows), alongside 
the 90 per cent confidence spectroscopic classifications from this work. The 
numbers in brackets for B23 and D24 indicate the number of sources in each 
class that are also included in the subset of our sample that meets the 90 per 
cent threshold (i.e. excluding the sources unclassified by our scheme). 

SFG RQ AGN LERG HERG Unclassified 

B23 3504 (2117) 149 (82) 703 (133) 43 (20) 72 (46) 
D24 3519 (2057) 263 (158) 538 (96) 44 (25) 107 (62) 
This work 1757 488 129 24 2073 
- Low- z 1538 295 86 5 1103 
- High- z 219 193 43 19 970 
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high- z) sample into four physical classes as follows: sources 
dentified as SFGs are those that are part of the BPT SFG
 M Ex SFG ) class and do not exhibit an RX. Those positioned
bove the Ka03 (J14 lower) line without an RX are classified 
s RQ AGN. Sources exhibiting an RX and situated within the 
PT Seyf / BPT CSeyf ( M Ex CSeyf / M Ex CSeyf ) region are
ategorized as HERGs, while those with an RX but not falling 
ithin BPT Seyf / BPT CSeyf ( M Ex CSeyf / M Ex CSeyf ) are

lassified as LERGs. 
To implement the full probabilistic method from Dr24, we generate 

000 Monte Carlo realizations of this classification scheme, where 
n each iteration the stellar mass, radio and emission-line fluxes are 
erturbed by randomly drawing from a normal distribution with 
 mean equal to the measured values and a standard deviation 
qual to their associated uncertainties. 10 We then apply the RX 

iagnostic (in which the AV needed to correct LH α is calculated 
ach time based on the particular realizations of the Balmer fluxes),
nd BPT/ M Ex diagnostic to each realization and thus obtain the
raction of realizations (i.e the probability) for each source belonging 
o particular class. As discussed in Dr24, this approach allows us to
elect classification schemes that suit different scientific goals, such 
s maximizing the number of sources in a given class or ensuring
igh reliability of classes. 
Since our workflow includes using Monte Carlo methods on 
easured line fluxes which can sometimes have low statistical 

ignificance, we need to keep track of realizations which have 
egative fluxes, since it may be possible to derive useful constraints
n the properties of the radio source in the RE/BPT/ M Ex diag-
ostic diagrams, even though the logarithms of their flux ratios are 
ndefined. There are three ‘poorly behaved’ cases: 

(i) When the flux in the numerator is positive but that in the
enominator is negative, we treat this as a ‘divide by zero’ error and
ssign these values an unambiguously large value on the relevant 
xis (e.g. lying to the right of the maximum-starburst line on the
PT plot). 
(ii) When the numerator flux is negative, but the denominator 

ositive, we do the opposite and assign these realizations an unam- 
iguously small value. 
(iii) Finally, for the cases where both the numerator and denom- 

nator of a logged line ratio are negative, we are unable to assign a
alue and consider these realizations invalid. 

To enable the end user to identify sources for which these ‘edge
ases’ could have significant impact on the reliability of the source 
lassifications, we calculate the fraction of realizations in which these 
poorly behaved’ values occur for the RX ( RX warning frac ), 
PT ( BPT warning frac ), and M Ex ( M Ex warning frac )
iagnostics, respectively. 
In this work, we adopt the following high-reliability classification: 

ources in the low- z sample are classified as SFG, RQ AGN, LERG,
r HERG if 90 per cent of the realizations fall into a particular class
sing the RX and BPT diagnostics, and if both RX warning frac 
nd BPT warning frac are below 10 per cent – that is, the 
xtreme cases resulting from negative fluxes affect no more than 
0 We note that the uncertainties on the photometric redshifts are not 
ncorporated into the stellar mass uncertainties. However, in cases where 
tellar mass is used in the classification scheme, we only consider sources 
or which the photometric and spectroscopic redshifts from DESI EDR are in 
ood agreement (i.e. δ < 0 . 05; see Section 4.3 for details), and as such, the 
mpact of photometric redshift uncertainties is negligible. 

d  

t
t  

s

S
a  

u  
0 per cent of the realizations. Furthermore, sources that do not meet
he 90 per cent threshold in the BPT scheme but do so in the M Ex di-
gnostic are also considered, provided that M Ex warning frac 
 0.10. Similarly, for the high- z sample, a source is assigned a class

f 90 per cent of its realizations fall into a particular category using
he RX and M Ex diagnostics and both RX warning frac and 

 Ex warning frac are below 10 per cent. 
The total number of sources falling in each class using this

0 per cent reliability scheme is detailed in Table 1 , along with the
orresponding counts using the photometric classifications reported 
y B23 and D24, which we will further compare to in Section 6 . 

 VA LI DATI ON  

.1 Comparing the BPT and M Ex classification schemes 

o assess the degree of consistency between the BPT and M Ex
lassification schemes, we apply both schemes to the low- z sample
nd evaluate the results based on the 90 per cent classification
hreshold. Specifically, we use the probabilistic method described 
n Section 4.4 , where we use the RX diagnostic by incorporating
he Balmer-derived AV and H α flux, along with the BPT diagnostic 
or the BPT scheme. To ensure well-constrained classifications, we 
lso require RX warning frac < 0.10 and BPT warning frac 
 0.10 (see Section 4.4 for details). For this test, we use the RX

iagnostic with D23 estimates of AV ,SED from PROSPECTOR and the 
 β flux (even though H α measurements are available for all sources),

longside the M Ex diagnostic, again considering only sources with 
X warning frac < 0.10 and M Ex warning frac < 0.10. In 
oth schemes, we further remove sources that do not satisfy the SED
oodness of fit and redshift criteria. 
The overall agreement between the BPT and M Ex classification 

chemes is 96 per cent considering the sources that are classified
 90 per cent in both the BPT and M Ex schemes; however, a
ore detailed evaluation across the different classes, including the 

nclassified sources, is presented in the confusion matrix in Fig. 7
see also the location of these in the BPT and M Ex diagram in
ppendix D ). Here, we present the agreement rate as the percentage
f sources commonly classified according to the M Ex scheme (as
enoted by the colour bar), with the subset that meets the 90 per cent
hreshold for both schemes shown in brackets (i.e. excluding sources 
hat are unclassified by the BPT and M Ex scheme). The number of
ources in each cell is also included for reference. 

In the first column, we observe strong agreement between the 
FG classifications, regardless of whether the unclassified sources 
re included or excluded. We note that the 13.6 per cent that are
nclassified in the BPT scheme, but are identified in the M Ex
MNRAS 542, 2245–2268 (2025)
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Figure 7. Confusion matrix comparing the 90 per cent spectroscopic clas- 
sification of the low- z sample, generated with the BPT scheme (rows) and 
with the M Ex scheme (columns). Each cell represents the level of agreement 
based on the M Ex scheme in percentages, also indicated by the colour 
bar, where we have also included the number of sources in each cell. The 
percentages in brackets have been calculated for the subset of sources that 
reach the 90 per cent threshold in both the BPT and M Ex schemes. The total 
number of sources in each class per the M Ex classification is shown at the 
top of each column. 
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cheme populate the region close to the Ka03 line or the RX
emarcation line from Section 4.1 . A similar trend is found for
he RQ AGN (second column), where the BPT unclassified sources
re found near the demarcation lines in the BPT or Lcorr 

H α –L150 MHz 

iagnostic. We also find that 2.3(2.7) per cent of SFGs identified in
he M Ex scheme are classified as RQ AGN according to the BPT
cheme. This likely arises from our use of the lower curve from
14 to distinguish between SF and AGN contributions. While the

Ex diagnostic is based on the BPT diagram, Juneau et al. ( 2011 )
ound that the MEx intermediate region (the area between the lower
nd upper MEx curve where composite sources lie) includes not
nly BPT Composite sources, but also a significant number of
PT SFG sources (albeit with slightly different demarcation lines).
his is also found to be the case with the offset introduced in
ection 4.3 (see Appendix C for a discussion). However, we use this
emarcation line to maintain consistency with the BPT classification
pproach, where the composite sources are assigned to the AGN
lass. In the third column, we can see that 76.7 (100) per cent of the
ERG population is consistently identified in both schemes, where

he 23.3 per cent unclassified in the BPT are again found near the RX
emarcation line when using the Balmer-derived AV instead of the
V ,SED from PROSPECTOR . The HERG classifications are also found

o be in good agreement (although note that this result is based on low-
umber statistics), where the 3 HERGs that are classified according
o MEx but unclassified in the BPT are similarly located near the
emarcation lines in the RX or BPT diagram. Finally, both schemes
re unable to classify 77.1 per cent of sources. The differences among
he remaining classified sources – where the BPT can assign a class
ut the M Ex cannot – arise primarily from the additional diagnostic
ower provided by the [N II ]/H α ratio in the BPT diagram, which
irectly traces ionization mechanisms, and enables a less ambiguous
eparation between star-forming and AGN-dominated systems than
he stellar mass alone. 

These results show that the M Ex is a good substitute for the BPT
t higher redshift, where H α and [N II ] fall outside the wavelength
overage of the DESI spectrograph. Furthermore, given that the
ources classified by M Ex but unclassified by BPT lie near the
iagnostic boundaries, we argue that it is reasonable to apply the
NRAS 542, 2245–2268 (2025)
 Ex in such cases to increase the classified fraction of the low- z
ample. 

.2 The physical properties of the sources by classification 

o investigate the physical properties of the individual classes and
hus validate our spectral classification scheme, we once again use
he SED-fitting catalogue from D24. This catalogue includes not
nly stellar mass estimates used for the high- z classification, but also
FRs for all sources in our sample. To ensure reliability of results,
e again consider only sources that satisfy the SED goodness of
t and redshift criteria 11 due to the use of AV ,SED and M∗ in the
lassification. Applying a 90 per cent confidence threshold to our
pectroscopic classifications, we are able to identify a total of 1659
FGs, 475 RQ AGN, 120 LERGs, and 24 HERGs. 
In the top panel of Fig. 8 , we show the z versuss L150 MHz 

lane for each class, highlighting trends characteristic of their
espective categories (e.g. Gürkan et al. 2018 ; Hardcastle et al.
019 ). We can see that SFGs (shown in purple contours) are more
revalent at lower redshifts ( z < 0 . 75) and moderate radio powers
log 10 L150MHz < 24). With increasing redshift, however, the RQ
GN population (green contours) becomes more prominent, while
ERGs (blue circles) and HERGs (red diamonds) are found to be
ssociated with the highest L150 MHz at any given redshift (albeit with
ome overlap). 

In the middle panel of Fig. 8 , we further compare the SFR against
he 150 MHz luminosity. We can see that the SFG class lies tightly
round the L150 MHz –SFR relation (denoted by the dotted line which
s taken from the mass independent relation in D24) as expected for
alaxies whose emission is dominated by star-forming processes.
imilarly to the finding by Dr24, the RQ AGN are found to largely
verlap with the SFGs. However, our sample does not extend to
ow SFR values (log 10 SFR � 0), where D24 and Dr24 observe
n increased scatter above the L150 MHz –SFR relation, potentially
ndicative of small-scale jets or highly obscured star formation. The

ajority of LERGs and HERGs, on the other hand, lie as expected
bove this relation, which gives us confidence in our spectral fitting
nd classification schemes as the SFRs are independently estimated.
e note that ∼ 30 per cent of the unclassified sources that lie

bove the D24 relation satisfy the 90 per cent threshold in our RX
iagnostic, but not in the BPT or MEx classifications. These sources
an therefore be considered genuine RX AGN, even though they
annot be confidently assigned to the LERG or HERG classes. While
his work focuses primarily on distinguishing between LERGs and
ERGs, this population can be further investigated by users, as the

elevant RX information is provided in the accompanying catalogue.
he rest of the unclassified sources are near the boundary of our
iagnostic, discussed in Section 4.1 , or in the SFG region, likely a
esult of inconsistencies between the SFR estimates based on SED
tting and H α. 
In the bottom panel of Fig. 8 , we also examine the differ-

nce between the estimated SFR and that expected if the sources
ie on the SFR–stellar mass relation, also known as the ‘main-
equence’ ( � SFR), computed using the redshift-dependent relation
rom Schreiber et al. ( 2015 ; converted to the adopted IMF in D24),
s a function of stellar mass. We can see once more that the SFG
lass follows the trend expected for SFGs, where the majority of
ources ( ∼ 80 per cent) are found to lie within the typical ±0 . 3 dex
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Figure 8. The physical properties of each class of radio source aligning 
with our expectations. Top: the z − L150 MHz plane for all sources in a given 
class with > 90 per cent reliability, as indicated in the legend at the top-left 
corner. Middle: the L150 MHz –SFR plane, where the dashed line indicates 
the stellar mass independent L150 MHz –SFR relation from D24. Bottom: the 
SFR relative to that expected for galaxies on the SFR–stellar mass relation 
( � SFR), derived from using the redshift-dependent relation from Schreiber 
et al. ( 2015 ), as a function of stellar mass. The dashed line indicates the main 
sequence, whereas the dotted lines denote a scatter of ±0 . 3 dex. The contour 
levels in each panel for the SFG and RQ AGN population are selected to 
encompass 5, 50, and 90 per cent of the corresponding sample. The grey 
scale and colour bar indicate the distribution of unclassified sources in each 
panel. The SFR and stellar mass estimates are taken from the value-added 
catalogue from D24. 
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f the main-sequence relation (e.g. Tacchella et al. 2016 ). RQ AGNs
ccupy a similar parameter space to SFGs, with some scatter below 

he main sequence, as observed by D24 and Dr24. In contrast, 
70 per cent of LERGs fall below the main sequence (i.e. � SFR
 –0.3), indicating suppressed star formation for their stellar mass, 

einforcing the idea that radio-mode AGN may play a role in star
ormation quenching (e.g. Heckman & Best 2014 ; Comerford et al.
020 ; Magliocchetti 2022 ; Jin et al. 2025 ). However, the rest lie
ithin the main sequence, corresponding to the star-forming LERG 

opulation identified in Kondapally et al. ( 2022 , 2025 ), suggesting
hat not all LERGs are hosted by quiescent galaxies. These two
opulations will be investigated further in a future work (Arnaudova 
t al., in preparation). Furthermore, all three AGN classes are found
o populate the plane at higher stellar masses ( � 1010 M�), which is
onsistent with previous findings suggesting that the most massive 
alaxies host a radio AGN, even if it is at relatively low radio
owers (e.g. Gürkan et al. 2018 ; Sabater et al. 2019 ; Kondapally
t al. 2022 ). Overall, our classification aligns well with the physical
haracteristics expected for each class. 

.3 The mid-IR/radio relation 

urther validation of our method can be accomplished by examining 
he distribution of SFGs and radio-excess galaxies (RXGs; LERGs 
nd HERGs) on the mid-IR–radio luminosity plane, as was done by
r24 (for a direct comparison with the classification from Dr24, see
ppendix D ) and further explored in Hardcastle et al. ( 2025 ). To
o this, we use the AGN Host Galaxies Physical Properties value-
dded catalogue (Siudek et al. 2024 ), which provides mid-IR data at
.4, 4.6, 12, and 22 μm from the Wide-field Infrared Survey Explorer
 WISE ; Wright et al. 2010 ). For the subsequent analysis, we note
hat 864 sources do not have a W 3 detection (SNR W 3 < 3); these
ources are not excluded but their magnitudes are used as an upper
imit. Although deeper IR data are available for our sample, we use
he WISE bands to enable a more direct comparison with Dr24. 

Fig. 9 displays the 150 MHz luminosity versus W 2 (left panel) and
 3 (right panel) luminosities (or absolute magnitudes). The latter 
ere calculated following the method described in Hardcastle et al. 

 2023 ), where a simple power-law extrapolation was used between
 1 and W 2, and W 2 and W 3, respectively. In the left panel, we

an see that the SFGs and RXGs occupy distinct regions: SFGs
ollow a clear correlation, while LERGs and HERGs appear at higher

150 MHz and W 2 values. Since the W 2 band serves as a proxy for
tellar mass, the distribution for SFGs reflects the main-sequence 
elation. In contrast, RXGs are found in more massive galaxies (as
een in Fig. 8 ) and exhibit an excess of radio luminosity beyond what
s expected from star-forming processes, aligning with expectations 
nd results from Dr24. The right panel is also similar to that obtained
or the wide-area LoTSS sources in Dr24; we find a tight correlation
or SFGs, with RXGs residing above this correlation (albeit with 
ome overlap). Here, the W 3 band traces the dust luminosity, such
hat we are observing the well-known far-infrared/radio correlation 
or SFGs (e.g. Yun, Reddy & Condon 2001 ; Smith et al. 2014 ;
ead et al. 2018 ). While conceptually similar to the results in the
revious section, these findings are derived from independent mid- 
nfrared measurements (as opposed to model-dependent SED fitting), 
ffering a complementary perspective based on directly observed 
hotometric properties. As such, they provide further validation of 
ur classification approach. 

.4 The average spectra of each class 

n this section, we further evaluate the average properties of each
lass by examining the composite spectrum of each population. To 
chieve this, we use SPECSTACKER : the spectral stacking code, 12 
MNRAS 542, 2245–2268 (2025)

https://github.com/m-arnaudova/SpecStacker
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Figure 9. The radio luminosity as a function of W2 (left) and W3 (right) absolute magnitude for sources spectroscopically classified at 90 per cent confidence. 
The different classes are shown in the legend in the upper left corner. 

Figure 10. The composite spectrum of each class with > 90 per cent confidence for the low- z (blue) and high- z (orange) sample. The class type, number of 
sources in each stack and its median SNR are indicated in the top-left corner. The inset in each panel provides a zoomed-in view of the 4800 < λ < 5100 Å
range, enabling a clearer comparison of the emission lines between the low- and high- z stacks. 
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hich is fully described by Arnaudova et al. ( 2024a ). To summarize,

ll spectra within a given class are shifted to the rest frame and
esampled onto a common wavelength grid. The spectra are then
ormalized by taking the median in the reddest region, corresponding
o 10 per cent of the wavelength grid, where all spectra contribute
nd prominent emission lines are masked out. Finally, a composite
pectrum is created by calculating the median flux at each rest-
rame wavelength pixel. We note that while applying an inverse
ariance-weighted stacking method can yield higher SNR composite
pectra (e.g. Rigby et al. 2018 ), as explained in Calabrò et al. ( 2021 ),
his tends to bias the result toward spectra with higher individual
NRs, which is why we have chosen to adopt median stacking. The
ncertainties are estimated through bootstrapping, with an additional
orrection applied to account for spectral resolution changes during
NRAS 542, 2245–2268 (2025)
he de-redshifting process, as well as to address potential issues in
he normalization of each spectrum. 

Fig. 10 shows the composite spectra for each class in the low- z
blue) and high- z (orange) samples, with an inset zoomed in on the
 β and [O III ] emission lines. We can see that the composite spectra
f the SFG class for both the low- z and high- z sample contain a bright
lue continuum with stronger Balmer lines compared to forbidden
ines, as expected for SFGs. The composite spectra of the RQ AGN
lass are also associated with a relatively blue continuum, but with
tronger [O III ] λλ4959, 5007 than H β. The prominent [O II ] λλ3726,
728 emission is intriguing as it can be used as a star formation tracer,
ven in the presence of an AGN (e.g. Maddox 2018 ; Arnaudova
t al. 2024a ). This suggests that these sources may also have a
ignificant SF contribution, as was demonstrated in the SFR–M∗
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Figure 11. The probability of a source exhibiting an RX ( PRX ) versus the probability of it having a radiatively efficient AGN ( PRAD ) for the brightness 
temperature-identified AGN ( Tb -AGN). In the left panel, PRAD is defined as the probability of a source being located outside the BPT/ M Ex SFG region, which 
is used for sources without an RX. While in the right panel, PRAD is defined as the probability of a source being located inside the BPT/ M Ex Seyf + CSeyf 
region, as used for RX sources, in order to select only HERGs and not LERGs. The Tb -AGN are further categorized based on our spectroscopic classification at 
> 90 per cent confidence, as indicated by the legend at the top. The colour bar indicates the remainder of sources (that is not Tb -AGN) for both panels. 
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lane, where RQ AGNs were found to occupy a similar parameter 
pace to SFGs. The stacked spectra of LERGs and HERGs also 
xhibit features typical of these populations. The low- z and high- 
 HERGs show strong [O III ] emission, typically associated with 
 high AGN bolometric luminosity (e.g. Best & Heckman 2012 ), 
long with additional high-ionization lines. LERG spectra, on the 
ther hand, are dominated by the underlying continuum emission, 
ith very faint emission from [O II ], H α, [N II ] λλ6548, 6583, and

S II ] λλ6716, 6732. 
We note that significant selection effects arising from both the 

pectroscopic data (DESI) and the radio selection (LoTSS) compli- 
ate direct comparisons between the low- and high- z samples. The 
ow- z sample is more representative of DESI’s BGS, while the high-
 sample is increasingly dominated by LRGs. The LoTSS selection 
dds further complexity: its sensitivity to both SFGs and AGN means 
hat at low z, the radio-selected sample spans a broad range of activity
ypes, whereas at high- z it becomes increasingly biased toward radio- 
right AGN or massive SFGs. These combined effects mean that the 
tacked spectra at low and high redshift are not directly comparable 
nd likely represent intrinsically different populations. However, 
hese stacks are the first high-quality composite spectra representing 
he four classes up to z ∼ 1 and will serve as excellent templates for
efining the redshift estimates of future spectroscopic surveys, such 
s WEAVE–LOFAR and ORCHIDSS. 

.5 The brightness temperature diagnostic 

inally, an interesting comparison can be made with the brightness 
emperature method used to identify AGN activity (Morabito et al. 
022 , 2025 ) using subarcsecond imaging at 144 MHz with the
nternational LOFAR stations, now available for a subset of sources 
n ELAIS-N1 (de Jong et al. 2024 ). This relies on the fact that
tar formation can only produce radio emission up to a certain 
aximum surface brightness (Condon 1992 ), and therefore has a 

orresponding upper limit on the brightness temperature ( Tb ), above 
hich the emission is likely dominated by AGN activity. Using the 

ame conservative assumptions as in Morabito et al. ( 2022 , 2025 )
alculated the Tb for 5245 sources in ELAIS-N1, out of which 3503
re in our sample and 175 are identified as Tb -AGN. Comparing this
ith our 90 per cent spectroscopic classification, we find that these
b -AGN are also classified as 4 SFGs, 23 RQ AGN, 25 LERGs, and
 HERGs. 
To determine the nature of the Tb -AGN unclassified in our sample

‘ Tb -AGN & Unc’.), we examine their distribution in terms of the
robability of a source having an RX ( PRX ) versus the probability
f being a radiatively efficient AGN ( PRAD ; see Fig. 11 ). We define
RX as the probability of a source having a log L150 MHz − log Lcorr 

H α > 

4 . 86 (see Section 4.1 ). Due to our classification scheme, we define
RAD as the probability of a source being located outside the 
PT/ M Ex SFG region (1 − PBPT / M Ex SFG ) for sources without 
n RX (left panel) and as the probability of a source falling
n the BPT/ M Ex Seyf + CSeyf region ( PBPT / M Ex Seyf ) for
ources with an RX (right panel). We further present the Tb -AGN
lassified in our sample as a reference; ‘ Tb -AGN & SFG’ and
 Tb -AGN & RQ AGN’ sources by definition have PRX < 0.10, and
PT/ M Ex SFG < 0.10 and BPT/ M Ex SFG > 0.90, respectively.
imilarly, ‘ Tb -AGN & LERG’ and ‘ Tb -AGN & HERG’ sources are

ocated at PRX > 0.90, and are associated with PBPT / M Ex Seyf < 0.10 
nd > 0.90, respectively. 

The majority of ‘ Tb -AGN & Unc’. sources are found to exhibit
ither high PRX values (similar to those of ‘ Tb -AGN & LERG’
nd ‘ Tb -AGN & HERG’) or a high probability of falling outside
he BPT/ M Ex SFG or inside the BPT/ M Ex Seyf + CSeyf
egion (as seen in ‘ Tb -AGN & RQ AGN’ or ‘ Tb -AGN & HERGs’).
owever, these probabilities fall just below our 90 per cent classi-
cation threshold, which is why these sources remain unclassified. 
owever, there are also ‘ Tb -AGN & Unc’. sources with low PRE ,
ut high PBPT / MEx SFG and low PBPT / M Ex Seyf values. These sources 
long with the presence of ‘ Tb -AGN & SFGs’ are likely due to
 compact, subdominant AGN that is detected by LOFAR’s long 
aselines but remain undetected in optical spectroscopy. Examination 
f the 0.3 arcsec resolution radio images reveals that all four sources
xhibit extended, not jet-like emission, supporting the interpretation 
hat they are likely composite systems hosting both star formation and
MNRAS 542, 2245–2268 (2025)
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Figure 12. Confusion matrices comparing the 90 per cent spectroscopic classification (rows) with the photometric classifications by B23 (columns in the left 
panel), and D24 (columns in the right). Each cell represents the level of agreement based on the photometric classifications in percentages, where we have also 
included the number of sources in each cell. The percentages in brackets are calculated for all sources that reach our 90 per cent threshold, which is also indicated 
by the colour bar. The total number of sources in each class per photometric classification (and those that are all classified in our 90 per cent classification) is 
shown at the top. 
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GN activity. A similar scenario is also found for the ‘ Tb -AGN & RQ
GN’ sources, where we find that 10 out of 23 exhibit a flux deficit
t 0.3 arcseccompared to the total flux in the 6 arcsec LoTSS maps.
his suggests that some of the emission is extended and thus might
e associated with star formation, potentially reinforcing the idea
hat AGN as well as star formation contribute to 150 MHz emission
n RQ AGN (see Panessa et al. 2019 for a review). 

While this comparison overall supports our classification ap-
roach, it also highlights the necessity of high-resolution radio
maging to uncover AGN populations that are otherwise missed by
pectroscopic diagnostics. 

 C O M PA R I S O N  WITH  PHOTOMETRIC  

L ASSIFIC ATIONS  

.1 Overall results 

o evaluate the performance of using photometric SED fitting to
lassify radio sources, we compare the results of our highest purity
lassification (with > 90 per cent reliability) with those derived
n ELAIS-N1 using panchromatic photometry with state-of-the-
rt models from B23 and D24. Since our sample is a subset of
hose included in B23 and D24, we are able to make a direct
omparison. We make this comparison initially by calculating the
hange in the percentage of sources classified into each class, both
verall, and (in parenthesis) if we consider only the subset of
ources that exceed our 90 per cent classification threshold, using the
umbers from Table 1 . It is clear that there are significant differences
etween the spectroscopic and photometric classifications of the
ame sources; compared to B23, we observe ∼ 50 (17) per cent
ewer SFGs, 227 (495) per cent more RQ AGN, and 82 per cent fewer
ERGs. However, the number of LERGs becomes comparable when
onsidering only those exceeding our high-reliability threshold.
imilarly, when compared to D24, there are about 50 (15) per cent
ewer SFGs, 86 (209) per cent more RQ AGN, 76 per cent fewer
ERGs, but 34 per cent more when removing the spectroscopically
nclassified sources. For the HERG class, although affected by
mall-number statistics, we find ∼ 44 per cent fewer HERGs relative
o both B23 and D24. However, when applying the 90 per cent
NRAS 542, 2245–2268 (2025)

d

eliability cut, our counts are 20 per cent higher than B23 and similar
o D24. 

The overall agreement with B23 and D24 is ∼ 42 per cent
omparing all sources, and ∼ 77 per cent when considering only
hose that meet out 90 per cent criterion (i.e. not including the sources
n our unclassified branch). But, to investigate this further and make
 more detailed comparison, we construct confusion matrices for
ur 90 per cent sample with respect to B23 and D24, as shown in
ig. 12 , where we again consider only the sources that satisfy the
edshift criteria. The results are presented as percentages, showing the
evel of agreement when considering the photometric classifications
s the true values, by including all sources and those that only
each our 90 per cent threshold. The number of sources in each
ell is also included for reference. Considering the percentages
ssociated with the whole sample, we can see that a large number
f sources classified in B23 and D24 are unclassified according
o our classification scheme (bottom row). This is a result of our
igh reliability threshold ( > 90 per cent), which ensures strong
onfidence in the classification, unlike B23 and D24, which aimed to
rovide a best-estimate classification for as many sources as possible
rrespective of the confidence in the results. Therefore, we discuss
he remainder of this analysis by disregarding the sources in our
nclassified branch (i.e. we consider the results in brackets). Focusing
n the first two columns, we find 79.6 and 80.5 per cent agreement
or the SFGs, and 72 and 71.2 per cent for RQ AGN, respectively,
n B23 and D24. There appears to be a large discrepancy between
he SFG and RQ AGN classes, where 19.1 and 17.7 per cent of the
hotometrically classified SFGs in B23 and D24, respectively, fall
nto our RQ AGN class, and 24 and 26.7 per cent vice versa. Note
hat 20 per cent in the first column corresponds to about 400 sources
n both classifications, which is associated with the relatively large
umber of RQ AGN in our spectroscopic classification. Moving to
he third column, we find 70 and 80.2 per cent agreement with the
ERGs identified in B23 and D24, where 16.9 and 10.4 per cent of

he photometrically classified LERGs fall into our RQ AGN class.
or the sources classified as HERGs in B23 and D24, we find 45 and
2 per cent agreement, with 25 and 24 per cent classified as RQ AGN,
nd 20 per cent for both works classified as LERGs in our scheme
although note the low number of HERGs). The reasons behind these
ifferences are investigated in the following section. 
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Figure 13. The location of the sources in the RX diagram (top), the BPT diagram (bottom left), and the MEx diagram (bottom right) for each cell of the 
confusion matrix, comparing the 90 per cent classification with D24 (blue points). The grey dots in each diagram represent the total number of sources in the 
relevant samples. The level of agreement compared to D24, as well as the number of sources in each cell are given in the top-left corner. The demarcation lines, 
labels, and ranges are the same as in Fig. 3 , where the translated RX definition from D24 (dashed orange line) is also included in the top panel. 
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.2 The photometric classifications in our classification scheme 

o understand the differences between the spectroscopic and pho- 
ometric classifications, we investigate the location of the sources 
n our diagnostic diagrams. This is shown in Fig. 13 , where we
ave overlaid all sources in the RX (top panel), as well as the
PT (bottom left) and M Ex (bottom right) diagrams, depending 
n which diagnostic is applicable to each source, for each cell
f the confusion matrix from Fig. 12 . Here, we focus only on
MNRAS 542, 2245–2268 (2025)
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24 classification since the overall results are comparable with
23. 
In the top panel, we have included the RX definition from D24

dashed orange line), which is based on a 3 σ offset from the SFR–
150 MHz mass independent relation, where we have used the LH α–
FR relation from Kennicutt ( 1998 ) to overlay it in our diagram.
s can be seen in the figure, this definition matches roughly with
ur demarcation line (black solid line). Therefore, we expect to have
omparable results for identifying RX sources. While this is found to
e the case for the majority of sources, there is a subsample (e.g. third
nd fifth rows of the first column) for which this is not the case. This
ould be due to the fact that the SFR estimates from PROSPECTOR

robe longer time-scales than those traced by H α, and therefore
ay not directly reflect the same SF activity (see comparison in
ppendix A ). This results in the misclassification of LERGs as
FGs, and similarly HERGs as RQ AGN, although in both cases

he numbers are small. 
Moving to the bottom panels, we can start to better understand the

arge discrepancies with the RQ AGN class. In both the BPT (left)
nd M Ex diagram (right), we find higher ionization sources which
re classified as SFG or LERGs in the photometric classifications.
his may arise because photometric classifications, although using

nformation across the electromagnetic spectrum, lack the fine
esolution needed to identify a radiatively efficient AGN, especially
hen the galaxy’s overall SED may be dominated by SF activity.

n contrast, the higher resolution of spectroscopy allows for a more
irect probe of the ionization state of the gas, providing a clearer
ignature of an AGN activity. This may have an effect not only on
he separation of RQ AGN and SFGs (e.g second row, first column),
ut also on LERGs and HERGs, as can be seen in the fourth row
f the third column of the bottom-right panel (see also Section
.4 for a discussion of how photometric classification can lead to
ncorrect interpretations, particularly in distinguishing between the
ccretion properties of LERGs and HERGs). In addition, the inability
f SED fitting to identify high-ionization lines, combined with the
ifferences between the SFR used could explain why some RQ
GN are photometrically classified as LERGs. However, we also

dentify sources that populate the BPT SFG and M Ex SFG region,
hich are classified as RQ AGN in photometry, suggesting that

hese may be obscured AGN. Such sources can be identified with
ED fitting through access to mid-IR information, which is sensitive

o the reprocessed emission from the AGN’s torus (e.g. see Williams
t al. 2018 ; B23 and D24 for details). 

.3 The spectroscopic probabilities of the photometric 
lassifications 

n the previous sections, we examined the photometric classifica-
ions based on our high-purity spectroscopic classification (with
 90 per cent confidence). We now consider the distribution of

lassification probabilities for sources photometrically classified in
ach class. 

Fig. 14 shows the distribution of probabilities derived from our
robabilistic spectroscopic method for the photometric classes in
24. In panel (a), we present the probability of a source being

pectroscopically classified as an SFG ( PSFG ) across the four classes
n D24. We observe that D24 SFGs (dark blue) correctly exhibit
igh probabilities, with low values of PSFG for LERGs (light blue),
ERGs (red), and some RQ AGN (green) classified in D24. However,

here are also RQ AGN associated with a high probability of them
eing classified as an SFG ( PSFG > 0.9). These sources likely indicate
he mid-IR AGN that our spectroscopic method cannot identify,
hich we previously discussed in Section 6.2 . Panel (b) displays
NRAS 542, 2245–2268 (2025)
he spectroscopic probability distribution for RQ AGN ( PRQAGN ),
here we can see that not only RQ AGN exhibit high PRQAGN , but

lso some D24 SFGs and D24 HERGs. These D24 SFGs could be
ssociated with radiatively efficient AGN that show strong forbidden
ines, which cannot be easily picked up by SED-fitting methods,
hile the presence of D24 HERGs at high PRQAGN likely point

o differences between the photometrically derived SFR and those
nferred from H α, affecting the RX diagnostic. 

In panel (c), we show the spectroscopic probability distribution
hat a source is an LERG ( PLERG ), where it is evident that the
24 LERGs are generally associated with high PLERG . However,
nlike the previous two cases, their distribution is more spread
ut, indicating greater uncertainty within the LERG population; this
s probably due to the typically weaker emission lines in LERGs,
eading to larger uncertainties in their location in the emission-line
iagnostics. The D24 SFGs and D24 RQ AGN are associated with
ow PLERG , but while the majority of HERGs are also found at low

LERG , a fraction of them lie at PLERG > 0.8, suggesting that some
ERGs may be misclassified as LERGs. The probability distribution
f HERGs presented in panel (d) is less ambiguous, as generally only
24 HERGs are associated with high PHERG values. However, we can

till see that the majority of D24 HERGs are actually associated with
HERG = 0. These sources are likely associated with strong forbidden

ines that SED fitting cannot identify, or arise from inconsistencies
etween the SFR estimates based on SED fitting and H α. 

Finally, panel (e) shows the probability distribution for RX sources
 PRX ). The D24 LERGs and D24 HERGs are correctly found to be
he only populations associated with high values of PRX , although
here are still some HERGs with PRX = 0. The presence of HERGs
t low PRX values is again likely due to the differences in the SFRs. 

These comparisons show that photometric methods alone cannot
ccurately classify the radio source population. While spectroscopy
nables the identification of additional AGN through high-ionization
mission lines, our method has been unable to identify mid-IR AGN,
s well as compact radio AGN detectable only through subarcsec-
nd radio imaging (see Section 5.5 ). Ultimately, a comprehensive
ensus of the radio source population will require a combination of
ptical spectroscopy and multiwavelength SED fitting (Das et al., in
reparation), alongside high-resolution radio imaging. 

.4 Implications of using photometric classifications 

n the previous sections, we saw that photometric classifications have
ifficulties in identifying radiatively efficient AGN, which resulted
n the misidentification of RQ AGN as SFG and LERGs as HERGs.

e are interested in seeing whether this can explain recent results
sing photometric classifications showing that the Eddington-scaled
ccretion rates ( λEdd ) between LERGs and HERGs are no longer
istinct at higher redshift and at lower radio powers (Whittam et al.
022 ). 
To do this, we define λEdd as the ratio between the total energetic

utput of the black hole, which includes the bolometric radiative
 Lbol ) and jet mechanical luminosity ( Lmech ), and the Eddington
uminosity ( LEdd ). For the bolometric luminosity, we consider the

bol = 3500 L[OIII] relation from Heckman et al. ( 2004 ), where L[OIII] 

s the [O III ] luminosity. For the 74 LERGs where [O III ] λ5007 is
ot significantly detected (i.e. SNR < 3), we impose a 3 σ upper
imit. To estimate Lmech , we use the relationship from Cavagnolo
t al. ( 2010 ), Lmech = 7 . 3 × 1036 ( L1 . 4GHz / 1024 WHz −1 )0 . 7 W, where
e assume a spectral index of α = −0 . 7 to convert the L150 MHz 

o the 1.4 GHz radio luminosity ( L1 . 4GHz ). Finally, the Eddington
uminosity is calculated as LEdd = 1 . 3 × 1031 MBH / M�W, where

BH is the black hole mass. For consistency with Whittam et al.
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Figure 14. The probability distribution of SFGs (panel a), RQ AGN (panel b), LERGs (panel c), HERGs (panel d), and RX sources (panel e), as defined by 
our probabilistic spectroscopic method based on the RX and BPT diagnostics for sources at 0 < z < 0 . 483, and on the RX and M Ex diagnostics for sources at 
0 . 483 < z < 0 . 947. Each panel displays the corresponding distribution for sources photometrically classified by D24, as indicated in the legend at the top. 
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 2022 ), we use the stellar mass–black hole relation from Häring &
ix ( 2004 ), for which we use M∗ from D24. 
The Eddington-scaled accretion rate distributions for the LERGs 

nd HERGs classified in our spectroscopic samples, as well as 
he corresponding values for sources photometrically classified by 
24 are presented in the top panel of Fig. 15 . We can see that

he spectroscopically classified LERGs and HERGs are clearly 
eparated, where the HERG distribution peaks at λEdd ∼ 0 . 1, while 
he LERG distribution is shifted towards lower values, as expected 
e.g. Best & Heckman 2012 ; Mingo et al. 2014 ). Considering the
ERGs and HERGs classified according to D24, however, we can 
ee that the distributions are less distinct. The D24 LERG distribution
s similar to LERGs identified in this work, but the D24 HERGs
preads towards lower λEdd values. This could potentially explain 
he results seen in Whittam et al. ( 2022 ), although we note that our
ample spans a significantly smaller range in redshifts (only up to 
 ∼ 1) than was probed in that work. 

In the bottom panel of Fig. 15 , we also investigate the accretion rate
istribution of LERGs and HERGs when applying a less stringent 
hreshold to our classifications, by lowering the requirement from 

0 to 50 per cent, as well as considering the most probable class
MP classification 13 ) in a manner similar in intent to the photometric
lassifications. Compared to the 90 per cent classification, the HERG 
3 Note that the number of HERGs identified using the MP classification is 
ower than in the 50 per cent classification, as the latter combines both BPT 

a
s

istribution in both the 50 per cent and MP classifications is shifted
owards lower values of λEdd , while the LERG distribution remains 
argely unchanged. Nevertheless, LERGs and HERGs continue 
o exhibit distinct accretion rate distributions. Similar results are 
btained by considering the MP classifications for secure RX sources 
i.e. those with RE > 0.90), however, the current sample size is too
mall to allow for a meaningful statistical analysis. 

These results underscore the importance of robust, probabilistic 
pectroscopic classifications in reliably separating AGN accretion 
odes. While photometric classifications and lower threshold proba- 

ilistic approaches offer broader completeness, they risk introducing 
ontamination between populations, particularly by misclassifying 
ERGs with lower accretion rates. Our analysis highlights that 

ven under more relaxed criteria, the underlying distinction between 
ERGs and HERGs persists, but is more clearly resolved when high-
onfidence spectroscopic diagnostics are used. This work will be 
xtended in Arnaudova et al. (in preparation), where this probabilis- 
ic spectroscopic framework will be applied to the LoTSS wide- 
rea sample, which now consists of ∼ 350 000 radio sources with
pectroscopic data up to z = 1 from DESI-DR1, enabling a more
tatistically powerful investigation of the AGN accretion properties. 
MNRAS 542, 2245–2268 (2025)

nd MEx diagnostics for the low- z sample, while the MP classification relies 
olely on the BPT diagram at 0 < z < 0 . 483. 
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M

Figure 15. The distribution of Eddington-scaled accretion rates for LERGs 
and HERGs. The top panel compares the results obtained with our spec- 
troscopic classification at > 90 per cent confidence with the classifications 
from D24, as indicated by the legend in the top-left corner. Similarly, the 
bottom panel compares the accretion rate distributions for LERGs and HERGs 
classified at > 90 per cent , > 50 per cent threshold, and using the most 
probable classification, as indicated by the legend. The number of sources in 
each class is included in the brackets, while the error bars represent Poisson 
uncertainties. 
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 SUMMARY  

n this work, we have combined the LoTSS Deep DR1 with the EDR
f the DESI survey to spectroscopically classify sources as SFGs, RQ
GN, LERGs, and HERGs in the ELAIS-N1 field. To achieve this,
e have performed spectral fitting on 5109 sources using the stellar
opulation library from Bruzual & Charlot ( 2003 ), combined with
ne or two Gaussian components per emission line, to extract the
ecessary emission-line information for the classification scheme.
xpanding on the probabilistic method introduced by Dr24, we have
sed a combination of an RX and the BPT diagnostic, along with our
ewly developed modified MEx ( M Ex) diagnostic to classify 4471
ources, by generating multiple Monte Carlo realizations. Due to
he probabilistic nature of our approach, we are able to produce
igh purity (with > 90 per cent confidence) and more complete
lassifications (assigning all sources to their most likely class) out to
 = 1, nearly doubling the redshift range of Dr24. 

Using the 90 per cent reliability sample, we identified 1757 SFGs,
88 RQ AGN, 129 LERGs, and 24 HERGs. These classes are found
o populate the expected regions of the z versus L150 MHz , SFR
ersus L150 MHz , M∗ versus SFR, and the mid-IR/radio luminosity
lane, produce composite spectra with characteristic features, and
omparable results with the brightness temperature method, thus
alidating our classification method. Comparing these results to
he photometric classifications from B23 and D24 for the same
NRAS 542, 2245–2268 (2025)
ample, we find up to ∼ 77 per cent agreement, though with some
otable discrepancies. For some sources, differences in the time-
cales probed by H α and photometric SFR estimates can lead to
ariations in the identification of LERGs as SFGs and HERGs as RQ
GN, or vice versa. However, this affects only a small subsample. A
reater discrepancy involves the identification of radiatively efficient
GN, where we find that the higher resolution nature of spectroscopy
llows us to identify such objects more efficiently, particularly within
he RQ AGN class, where we find 5 and 2.1 times more sources than
23 and D24, respectively. Additionally, we find that this issue may

mpact the separation between LERGs and HERGs, causing their
ccretion properties to appear less distinct (as observed by Whittam
t al. 2022 ). 

However, a potential limitation of our spectroscopic approach is
he difficulty to detect obscured AGN, which can be revealed through
ED fitting, as well as compact AGN that are primarily detected
ith high-resolution radio imaging. This will be addressed in future
orks (e.g. Das et al., in preparation), where SED-fitting combining
hotometry and spectroscopy will provide a more comprehensive
lassification of the radio source population. Ongoing and future
igh-resolution imaging with LOFAR 2.0 will also enhance our ability
o identify compact AGN missed by other methods. Furthermore,
ith the launch of the WEAVE–LOFAR survey (Smith et al. 2016 ),
e will obtain over a million spectra of sources identified in

he LOFAR surveys, including not only complete spectroscopy of
ources in the LoTSS Deep Fields but also large samples in the wide-
eld LoTSS areas. This dramatic increase in sample size will allow
s to probe the interplay between star formation and AGN activity,
s well as the different accretion modes, thereby providing us with a
eeper and more complete understanding of the low-frequency radio
opulation. Additionally, investigating whether photometric classifi-
ations can be improved based on the spectroscopic results presented
ere will be an important avenue for future work, particularly in the
ra of the SKA, where a vast number of radio sources will remain
ithout spectroscopic observations. 
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Figure A1. The H α-derived SFR for all sources in our sample with a 3 σ
detection in H β and H α compared to the SFR from PROSPECTOR with (colour- 
coded) and without an aperture correction (grey). The solid line indicates 
equality, while the colour bar denotes the spectroscopic redshift for each 
source. 
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Pécontal E., Tresse L., Vauglin I., eds, SF2A-2016: Proceedings of the
Annual meeting of the French Society of Astronomy and Astrophysics.
p. 271 , preprint ( arXiv:1611.02706 ) 

mith D. J. B. et al., 2021, A&A , 648, A6 
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PPENDIX  A :  C O M PA R I S O N  O F  H  α-DERIVED  

N D  P HOTOMETRIC  STAR  F O R M AT I O N  

ATES  

n this section, we compare our SFR estimates based on H α luminos-
ty to the SFRs derived from PROSPECTOR in D24. This comparison
NRAS 542, 2245–2268 (2025)
erves both to assess the validity of our aperture corrections based on
he total-to-fibre r-band flux ratio and to highlight differences in the
X diagnostic between our work and D24, which will be relevant

or the discussion in Section 6 . To do this, we use the H β and H α

uxes from our spectral fitting, corrected for aperture losses, and
ompute the dust-corrected H α luminosity following the procedure
escribed in Section 4.1 . Specifically, we apply AV derived from
he Balmer decrement where available, and use the PROSPECTOR -
ased AV in cases where H α is not detected ( z > 0 . 483).p We then
onvert the dust-corrected H α luminosities into SFRs (converted
o the adopted IMF in D24) using the relation from Kennicutt
 1998 ). 

The comparison is shown in Fig. A1 , where we present only
ources with a 3 σ detection in both H β and H α, and which also
atisfy the SED goodness-of-fit and redshift criteria described in
ection 4.3 . The coloured data points represent aperture-corrected
FR estimates, colour-coded by redshift to illustrate the consistency
etween the two methods of estimating H α luminosity, while the
rey points show the uncorrected SFRs. It is clear that applying
ur total-to-fibre flux correction improves the agreement between
he H α-derived SFRs and those from PROSPECTOR . There is still,
owever, a noticeable scatter, with the H α-based SFRs appearing
ystematically higher by ∼0.2 dex. As noted in previous studies (e.g.
ürkan et al. 2018 and references therein), this offset may arise from

everal factors, including differences in dust attenuation corrections,
perture effects, or the time-scales over which SFRs are measured.
or instance, PROSPECTOR averages the SFR over the past 100 Myr,
hereas H α emission traces more recent star formation ( ∼10 Myr;
ennicutt & Evans 2012 ). Therefore, the larger offset seen at high
FRs could be due to the fact that these sources are bursty systems

hat have a higher SFR in the last 10 Myr than the last 100 Myr
e.g. Pirie et al. 2025 ). This could potentially lead to inconsistencies
etween the RX sources classified by photometric classifications
nd this work, but as discussed in Section 6 , the differences are
mall. 
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Figure B1. Emission-line fluxes obtained with our fitting code, compared to the measurements provided by FASTSPECFIT for all sources with a 3 σ detection 
in each line considered. The solid line indicates equality, while the colour bar denotes the number of Gaussian components used in our fit. 
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PPEN D IX  B:  EMISSION-LINE  FLUX  

O M PA R I S O N  WITH  DESI  E D R  VA LU E  A D D E D  

ATA L O G U E S  

n this section, we investigate how our aperture-uncorrected 
mission-line fluxes, obtained with our new spectral fitting code 
escribed in Section 3 , compare with those from the DESI EDR
alue-added catalogue, FASTSPECFIT (Moustakas et al. 2023 ; Mous- 
akas et al., in preparation). FASTSPECFIT is a stellar continuum 

nd emission-line fitting code that uses physically motivated stellar 
ontinuum and emission-line templates to simultaneously model 
ESI spectroscopy and broadband photometry, making it a relevant 
roduct for comparison. 
Fig. B1 shows the emission-line fluxes for H β, [O III ] λ5007,
 α, [N II ] λ6583, and [S II ] λλ6717,6731 for all sources with a
 3 σ detection, colour-coded based on the number of Gaussian 

omponents used in our fitting technique. Overall, we observe 
ood agreement across all emission lines, where we find that 
wo-Gaussian components are predominantly needed at higher line 
ux values. This is expected, as higher flux values typically cor- 
espond to higher SNRs, allowing for a more reliable detection 
f multiple kinematic components. We do see a slight median 
ffset for H β ( ∼ 0 . 03 dex) and H α ( ∼ 0 . 02 dex) at low line fluxes,
hich is likely due to the different stellar population models 
sed in both tools. None the less, the overall agreement between 
ur fluxes and those from FASTSPECFIT suggests that both fitting 
ethods produce consistent results, highlighting the reliability of 

ur fitting technique and its potential for use in future spectral 
nalyses. 

PPEN D IX  C :  UPDATED  MEX  S O U R C E  

LASSIF ICATION  CRITERIA  

o ensure that the MEx diagram effectively distinguishes between 
FGs and AGN in our high- z sample, we use the BPT diagnostic
iagram to modify the x-axis in a redshift dependent way (hereafter 
he modified MEx diagram or M Ex). Using the Ka03 line, we
lassify all sources in our low- z sample with a > 3 σ detection in H β,
O III ] λ5007, H α, and [N II ] λ6583 as BPT SFG or BPT AGN and
se this classification to assess the performance of various offsets as
 function of z. We test linear, logarithmic, and exponential relations,
here the x-axis of the MEx diagram becomes M = M∗ − offset ,

nd use the J14 lower curve at z ∼ 0 to define the M Ex SFG
nd M Ex AGN regions. For each case, we determine the optimal
elation that minimizes the contamination of BPT SFG sources 
alling in the M Ex AGN region and similarly BPT AGN sources 
n the M Ex SFG region. To evaluate the performance of each
elation, including the line detection limit prescription from J14, 
e investigate the fraction of SFGs/AGN that are classified as 
PT SFG/BPT AGN and fall within the M Ex SFG/ M Ex AGN 

egions. We find that an offset of 1 − exp ( −1 . 2 z) strikes a good
alance between maintaining purity and avoiding a rapid increase 
t higher redshifts, with a fraction of correctly identified SFGs and
GN reaching up to 91 and 81 per cent. In addition, this is found to
erform better than the J14 line detection limit prescription, where the
raction of BPT SFG located in the M Ex SFG region is 92 per cent,
ut the BPT AGN within the M Ex AGN region is ∼ 70 per cent. 

To visualize the changes made, we present the distribution of 
he BPT SFG and BPT AGN classes in the MEx diagram in the
eft panel of Fig. C1 , both with and without the 1 − exp ( −1 . 2 z)
ffset applied – effectively comparing the modified and original MEx 
lassifications. When the offset is applied, the overlap region between 
he two classes largely occurs within the region delineated by the
14 lower and upper curves (the MEx Comp region), rather than the
Ex AGN region, which is the case when no offset is present. The
Ex Comp was originally intended to correspond to the BPT Comp 

egion (recall that we assign this region to the AGN class), which
lso contained a fraction of sources from the BPT SFG region (see
uneau et al. 2011 ). This gives us confidence in our results as it
emonstrates that the offset provides a reasonable adjustment while 
aintaining the overall classification trends. The right panel in Fig. 
1 further shows the fraction of SFG/AGN with (dotted lines) and
ithout the 1 − exp ( −1 . 2 z) offset (solid lines) in five redshift bins.
ithout the offset, only 40–60 per cent of BPT AGN sources fall
MNRAS 542, 2245–2268 (2025)
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M

Figure C1. Left panel: the distribution of BPT SFG (blue contours) and BPT AGN (red dots) sources on the modified MEx ( M Ex) diagram. The grey contours 
and points represent the distribution of the same populations but without an offset, corresponding to the original MEx diagram. The contour levels are selected 
to encompass 5 per cent, 50 per cent, and 90 per cent of the corresponding sample. The black solid lines represent the demarcation lines from J14 at z = 0. Right 
panel: the fraction of sources classified as BPT SFG and BPT AGN that also fall within the M Ex SFG and M Ex AGN regions, which are defined with and 
without an offset as indicated by the legend. The error bars are associated with Poisson uncertainties. 
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ithin the MEx AGN region in the 0 . 2 < z < 0 . 5 range. In contrast,
pplying the 1 − exp ( −1 . 2 z) offset recovers 80–90 per cent of the
PT AGN whilst giving consistent results for SFGs, demonstrating its
ffectiveness in improving consistency between the two diagnostic
iagrams. Overall, we conclude that the proposed offset provides
 reasonable improvement in the separation between SFG and
adiatively efficient AGN when using the MEx diagram. 

PPENDIX  D :  A D D I T I O NA L  C O M PA R I S O N  

ITH  O U R  PROBABILISTIC  SPECTROSCOPIC  

E T H O D  

1 The BPT and M Ex diagnostics 

n this section, we provide an additional comparison between the
PT and M Ex classifications discussed in Section 4 , where we have
pplied both methods to our low- z sample. In Fig. D1 , we show the
ocation of sources on the BPT (left panel) and the modified MEx
iagram (right panel) colour-coded by their classification using the
 Ex method. We can see an overall good agreement between the

wo diagrams, where the sources in each class, classified according
o the M Ex diagram, populate the expected regions of the BPT;
he majority of SFGs/RQ AGN are found below/above the Ka03
ine, while LERGs/HERGs populate the region below/above the C10
ine. There are, however, some sources that occupy the region near
he division lines; approximately 10 per cent of RQ AGN appear
ithin the BPT SFG region but remain near the Ka03 line, while

bout 6 per cent of SFGs fall within the BPT Comp region. As
iscussed in Section 5.1 and Appendix C , such discrepancies are to
e expected given how the MEx diagram and subsequently the M Ex
ere constructed. None the less, the M Ex remains a reasonable

lternative to the BPT diagram at higher z, where [N II ] and H α are
ot available. 

2 Comparison with SDSS classifications 

o provide more confidence in our spectroscopic classifications,
e further compare our results with the probabilistic spectroscopic

lassifications from Dr24 for the sources in common between DESI
DR and SDSS. This sample was obtained by using a positional
NRAS 542, 2245–2268 (2025)
ross-match with a maximum search radius of 1 arcsec between
ur catalogue and the one provided by Dr24, 14 which gives us a
otal of 228 sources. In Fig. D2 , we present a confusion matrix of
ur > 90 per cent spectroscopic classification with the > 90 per cent
pectroscopic classification from Dr24. Each confusion matrix cell
resents the agreement rate as the percentage of sources commonly
lassified according to Dr24, with the subset that meets the 90 per cent
hreshold for our scheme shown in brackets and denoted by the
olour bar. Irrespective of the small sample size, we find excellent
greement when considering both the total sources and the ones
hat we confidently classify at 90 per cent (the values in brackets).
nterestingly, we classify more sources than Dr24, which could be
ttributed to several factors, such as higher SNR in our detected
mission lines and differences in fibre aperture sizes, since Dr24 uses
DSS data and does not apply any aperture corrections, potentially

eading to different flux measurements. In fact, this prompted us
o adopt a different RX demarcation line, as discussed in Section
.1 . Additionally, we are using the C10 line to separate LINERs
nd Seyferts, rather than the Ka03 line, which could also influence
he classification results. Finally, we are using a new spectral fitting

ethod, which fits multiple Gaussian components to the emission
ines and uses the MCMC chains to obtain robust uncertainties that
ay differ from those used in Dr24. 

3 The composite spectra of the different classifications 

n this section, we present the composite spectra (see Fig. D3 ),
entred on the H β–[O III ] and H α–[N II ] complex, from the confusion
atrix comparing our > 90 per cent classifications in the low- z

ample with the results from D24 (see also panel b in Fig. 13 ).
hese spectra were obtained with SPECSTACKER in a similar way
s in Section 5.4 , with the number of spectra that go in each stack
resented in the top-left corner of each cell. The agreement rate
s also shown in the top-left corner, which again is defined as the
ercentage of sources commonly classified according to D24, with
nd without the spectroscopic unclassified branch. 
Available from https://lofar-surveys.org/dr2 release.html 

https://lofar-surveys.org/dr2_release.html
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Figure D1. The distribution of SFGs (dark blue), RQ AGN (green), LERGs (light blue), and HERGs (red) in the BPT (left panel) and M Ex diagram (right 
panel) for sources in the low- z sample classified at 90 per cent confidence according to M Ex classification. The demarcation lines indicated in the legend define 
the regions discussed in Sections 4.2 and 4.3 . 

Figure D2. Confusion matrix comparing the 90 per cent spectroscopic classification of this work (rows) with the 90 per cent classification of Dr24 (columns) 
for the common sample of sources. Each cell represents the level of agreement based on Dr24 in percentages, also indicated by the colour bar, where we have 
also included the number of sources in each cell. The percentages in brackets are calculated for the subset of sources that reach the 90 per cent threshold in both 
works. The total number of sources in each class for the Dr24 classification is shown at the top. 
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We can see that the composite spectra along the diagonal and 
cross the four top rows follow the typical characteristics of the 
our classes, as discussed in Section 5.4 . In the second row and first
olumn, we can see that the composite spectrum exhibits stronger 
O III ] and [N II ] emission compared to H β and H α, respectively,
han what we observe for SFGs (as shown in the first row), again
ighlighting that the D24 SED fitting has incorrectly assigned these 
ources to the SFG class. Similarly, we can see that the spectrum
n the third row and first column lacks prominent H β and [O III ]
mission and is associated with faint H α and [N II ] emission, which
s more characteristic of LERGs rather than SFGs, contrary to 
hat the photometric classification from D24 suggests. This type 
f comparison further highlights the necessity of using spectroscopy, 
longside other methods, to reliably classifying the faint radio-source 
opulation. 
MNRAS 542, 2245–2268 (2025)
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Figure D3. The composite spectra of sources, centred on the H β and [OIII] (left panel) and H α and [NII] (right) emission lines, in each cell of the confusion 
matrix comparing 90 per cent spectroscopic classification with D24 for the low- z sample. The level of agreement compared to D24 for the whole sample and 
those that are classified with 90 per cent confidence in this work, as well as the number of sources in each cell are given in the top left corner. 
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