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A B S T R A C T 

We present the first gamma-ray burst (GRB) host galaxy with a measured absorption line and electron temperature ( Te ) based 

metallicity, using the temperature sensitive [O III ] λ4363 auroral line detected in the JWST /NIRSpec spectrum of the host of 
GRB 050505 at redshift z = 4 . 28. We find that the metallicity of the cold interstellar gas, derived from the absorption lines in 

the GRB afterglow, of 12 + log(O/H) ∼ 7 . 7 is in reasonable agreement with the temperature-based emission line metallicity 

in the warm gas of the GRB host galaxy, which has values of 12 + log(O/H) = 7.80 ±0.19 and 7.96 ±0.21 for two common 

indicators. When using strong emission line diagnostics appropriate for high- z galaxies and sensitive to ionization parameter, we 
find good agreement between the strong emission line metallicity and the other two methods. Our results imply that, for the host 
of GRB050505, mixing between the warm and the cold interstellar medium along the line of sight to the GRB is efficient, and 

that GRB afterglow absorption lines can be a reliable tracer of the metallicity of the galaxy. If confirmed with a large sample, 
this suggest that metallicities determined via GRB afterglow spectroscopy can be used to trace cosmic chemical evolution to the 
earliest cosmic epochs and in galaxies far too faint for emission line spectroscopy, even for JWST . 

Key words: gamma-ray burst: general – gamma-ray burst: individual: GRB 050505 – galaxies: abundances – gamma-ray bursts. 

1

T  

a
s
e
w
o  

c
 

m
p
i
g
(  

s  

f
o  

w  

A  

�

H  

e

w
e  

q  

g
v  

t  

t  

t
m
s
(  

C  

S  

K  

B  

l  

e  

©
P
C
p

 I N T RO D U C T I O N  

he cosmic history of chemical enrichment is a key aspect of galaxy
nd stellar evolution. Obtaining accurate gas-phase metallicity mea- 
urements is necessary to trace the process of nucleosynthesis and 
nrichment of the interstellar medium through stellar feedback, 
hich fuels and enriches successive generations of stars on a variety 
f time-scales (see Péroux & Howk 2020 for a review on the baryon
ycle). 

With the launch of the JWST , it has now become possible to
easure the metallicity of galaxies out to higher redshift than was 

reviously possible, which have their rest-frame optical light shifted 
nto the thermal infrared and therefore effectively inaccessible using 
round-based telescopes. Even with the Hubble Space Telescope 
 HST ), the important [O III ] nebular line doublet becomes inacces-
ible at z � 2 . 4, and infrared spectroscopy options on HST were
ar more limited than on JWST . Since its launch, spectroscopic 
bservations of large numbers of galaxies at z > 3 have been taken
ith JWST , providing metallicity measurements out to z > 8 (e.g.
rellano-Córdova et al. 2022 ; Schaerer et al. 2022 ; Curti et al. 2023 ;
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eintz et al. 2023 ; Nakajima et al. 2023 ; Rhoads et al. 2023 ; Trump
t al. 2023 ; Sanders et al. 2024 ; Scholte et al. 2025 ). 

Two main methods exist for measuring the metallicity in galaxies, 
hich each probe different components of the galaxy. One method 

ntails using the absorption lines in the spectrum of a background
uasi stellar object (QSO) or long gamma-ray burst (GRB) in the
alaxy. For those sources where Ly α absorption is redshifted into 
iew for ground-based, optical telescopes ( z � 2) we can use absorp-
ion from singly ionized metal species to measure the metallicity of
he neutral gas, Zabs . Due to their high hydrogen column densities,
he clouds are self-shielded towards the high-ionization radiation, 

aking the low-ionization metal absorption lines the dominant 
pecies, allowing us to measure accurate metallicities in absorption 
e.g. Pettini et al. 1999 ; Prochaska et al. 2003a , 2007a , b ; Prochaska,
astro & Djorgovski 2003b ; Wolfe, Gawiser & Prochaska 2005 ;
avaglio 2006 ; Fynbo et al. 2010 , 2011 , 2013 ; Rafelski et al. 2012 ;
rogager et al. 2013 ; Neeleman et al. 2013 ; Cucchiara et al. 2015 ;
olmer et al. 2019 ; Heintz et al. 2023 ). Because this method is not

imited by the luminosity of the galaxy, it can measure metallicities
ven for galaxies too faint to be detected by HST and potentially
ven with JWST (Starling et al. 2005 ; Tanvir et al. 2012 ; Schulze
t al. 2015 ). This is potentially critical in understanding enrichment
n more ‘typical’ galaxies at high redshift, and metallicities out to
 > 6 have been measured this way (e.g. Kawai et al. 2006 ; Thöne
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Figure 1. H ST F 110 W -band image of the host galaxy of GRB 050505. The 
position of the NIRSpec fixed slit is indicated with the dashed rectangle and 
the + represents the GRB position. The image is oriented with north up and 
east to the left, and the scale of the image is given in the bottom left corner. 
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t al. 2013 ; Hartoog et al. 2015 ; Saccardi et al. 2023 ). Another, and
he most common, method makes use of emission lines in the spectra
f star-forming galaxies. These emission lines are predominantly
roduced by the ionized gas within the bright star-forming (SF)
egions, and emission line metallicities, ZSF , are thus star formation
ate weighted. This method is flux limited, as only the brightest
ources will have emission lines with sufficiently high enough signal-
o-noise (S/N) ratio to employ this method. 

The most accurate method to measure the gas phase metallicities
rom emission lines is by using the temperature sensitive (Te ) auroral-
o-nebular line ratios of the same ionic species, from which a reliable

etallicity can be obtained, ZSF ( Te ) (e.g. Peimbert 1967 ; Osterbrock
989 ). However, these auroral lines are weak, the strongest one,
O III ] λ4363 is still ∼ 10−2 times fainter than H β. Alternative
ethods have thus been developed, which either use empirical or

heoretical relations between various combinations of strong line
SL) ratios and Te -based metallicities (see Maiolino & Mannucci
019 , for a detailed review). 
Comparing metallicities obtained through strong line diagnostics

hows that ZSF (SL) and Zabs (either using QSO or GRB sightlines) of
he same galaxy often do not agree, irrespective of the redshift range
compare e.g. De Cia et al. 2018 to Sanders et al. 2021 and Nakajima
t al. 2023 , although see Christensen, Hjorth & Gorosabel 2004 ; Friis
t al. 2015 ; Rhodin et al. 2018 and Schady et al. 2024 for examples of
nding (some) agreement between Zabs and ZSF (SL)). It is unclear
hether the general disagreement has a physical origin, or if it is

aused by selection effects in the galaxy sample (such as emission
ine spectroscopy being flux limited, and high S/N ratio absorption
ines generally requiring dust-poor sightlines e.g. Schady et al.
024 ), the strong line relations having unaccounted third parameter
ependencies (e.g. Kewley & Dopita 2002 ), or ZSF (SL)and Zabs not
ctually measuring the same component of the galaxy (e.g. Metha &
renti 2020 ; Arabsalmani et al. 2023 ). The way to solve this issue
ould be to measure the Te -based metallicity for the same galaxies
ith available Zabs metallicity measurements. Indeed, for QSO-based
etallicities, the lines of sight passing through the galaxies are likely

lluminating different gas than the SF gas responsible for emission
ine production. Using long GRBs has substantial advantages because
he bursts themselves arise from the collapse of massive stars (e.g.

oosley 1993 ; Galama et al. 1998 ; Hjorth et al. 2003 ) and so should
race the same population of stars that are responsible for exciting
mission lines. Whenever we mention GRBs in this paper, we specif-
cally mean long GRBs that arise from the collapse of a massive star.

We present new observations of the host galaxy of
RB 050505 taken with JWST /NIRSpec, in which we detect

O III ] λ4363 signifying the first detection of this weak line in a
RB host galaxy at z > 0 . 1. These data complete the cycle-1 GRB
ost sample (PI: Schady; ID 2344) first presented in Schady et al.
 2024 ). An absorption line metallicity from the optical afterglow
pectrum of GRB 050505 was reported in Berger et al. ( 2006 ) with
 value of [M/H] ≈ −1 . 2 1 , corresponding to an oxygen abundance
f 12 + log(O/H) ≈ 7 . 5. This direct measurement of the emission
ine metallicity allows us, for the first time, to bridge the currently
ncertain gap between the ionized and neutral ISM in a GRB host
alaxy at high redshift (e.g. Metha & Trenti 2020 ; Arabsalmani et al.
023 ). The host of GRB 050505 is the only host galaxy from our
WST cycle-1 proposal with detected [O III ] λ4363 emission and thus
chady et al. ( 2024 ) only derive an upper limit of Te ([O III ]) < 35000
 for ZSF ( Te ) using the stacked spectra of the other sources. 
NRAS 541, 3837–3850 (2025)

 [X/Y] = log N( X) 
log N( Y ) − log N( X)�

log N( Y )�
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In Section 2 , we describe the observations of the host of
RB 050505 and the data reduction process. We present our analysis

nd results in Section 3 and discuss the implications of the results
n context of the general GRB host population in Section 4 . In this
ection, we also compare the metallicities obtained through different
ethods, discuss the validity and value of each and we estimate the

tellar mass of the host galaxy which we place in the wider context
f galaxy evolution. We draw our final conclusions in Section 5 . 
We assume a standard Lambda cold dark matter ( � CDM) cos-
ological model with H0 = 67 . 8 km s−1 Mpc−1 , �m 

= 0 . 308, and
� 

= 0 . 692 (Planck Collaboration XIII 2016 ). Uncertainties are 1 σ
nless specified otherwise and upper limits are at the 3 σ confidence
evel. 

 DATA  

.1 Observations and data reduction 

he host of GRB 050505 was observed on 2024 March 29 with
he JWST /NIRSpec S400A1 fixed slit (0.′′ 4 slit width), using a two-
oint nod pattern. We used two grating and filter combinations
G235M/F170LP and G395M/290LP) with on source exposure times
f 2042s and 584s, respectively, to cover the rest-frame wavelength
ange between [O II ] λλ3726,3729 and H α at the redshift of the
alaxy previously determined from the GRB afterglow spectrum
 z = 4 . 275; Berger et al. 2006 ). The resolving power of the NIRSpec
ratings that we used is R = 700–1400, corresponding to a line width
elocity dispersion of σ = 90–200 km s−1 for both grating/filter
ombinations. The observations were part of a larger cycle 1 JWST
ampaign, and the rest of the sample, which were observed prior
o the data presented here, are analysed and discussed in Schady
t al. ( 2024 ). In Fig. 1 , we show an H ST/ F 110 W image (program ID
5644) centred on the host galaxy of GRB 050 505 with the position
f the NIRSpec fixed slit indicated with the two dashed lines. The
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Figure 2. Spectrum of the host of GRB 050505, zoomed in on the wavelength region where emission lines were detected. The blue line (3500–6000 Å) is 
the spectrum taken using the G235M/F170LP grism/filter combination and the orange line (5400–7000 Å) is the spectrum taken using the G395M/F290LP 
grism/filter combination. The spectrum has been de-redshifted to the rest frame wavelengths to allow for easier emission line identification and the emission 
lines listed in Table 1 are labeled using vertical dashes. 
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RB position is represented by the + sign, and is accurate to within
wo image pixels, or ∼ 1 kpc in physical units. 

The reduced and calibrated 2D spectra were downloaded from 

he Mikulski Archive for Space Telescopes (MAST) Data Discovery 
ortal. 2 The data were reduced with version 11.17.14 of the CRDS 

le selection software, using context jwst 1236.pmap, and were cali- 
rated with version 1.13.3 of the calibration software. We extract the 
D spectrum from the 2D spectrum using the Extract1DStep() 
unction from the PYTHON JWST pipeline (v1.14.1 Bushouse et al. 
025 ). We show the rest-frame spectrum of the host of GRB 050505
n Fig. 2 , zoomed into the wavelength range where emission lines
re detected. 

 ANA LY SIS  A N D  RESULTS  

.1 Line fluxes 

n the spectrum, we detect the following lines: [O II ] λλ3726,3729,
Ne III ] λλ3869 , 3967, He I λ3889, H γ , [O III ] λ4363, H β,
O III ] λλ4959,5007, H α and [S II ] λλ6717, 6731. We do not detect
ignificant emission at the position of [N II ] λλ6548, 6584 but we
o detect a faint galaxy continuum in the bluer of the two spectra
1 . 7 − 3 . 1 μm observer frame). 

To obtain the emission line fluxes, we fit a single Gaussian to
ach emission line using the PYTHON package LMFIT . To take into
ccount potential imperfect background subtraction and the faint 
alaxy continuum, we also fit a first-order polynomial to create a 
aseline for the Gaussian fits. For greater constraint we first fit H

and the [O III ] λλ4959,5007 doublet simultaneously, which are 
he lines with the highest S/N in the spectrum, and the combined
t provides additional constraint to the best-fitting parameters (see 
ig. 2 ). We fit four independent parameters in this fit: the redshift of

he galaxy z, the velocity line width σ , and two line amplitudes ( H β

nd [O III ] λ5007). The peak wavelengths are tied to the theoretical
avelength separation, redshifted to the observer frame. We also keep 

he velocity line-width ( σ ) tied between the lines, taking into account
he NIRSpec line spread function (we assume all emission lines come 
rom the same gas, the integrated light from the SF regions), and we
x the ratios of the amplitudes of the [O III ] λλ4959,5007 doublet

o the theoretical value of [O III ] λ5007 /λ4959 = 2 . 98 (Storey &
 https://mast.stsci.edu/portal/Mashup/Clients/Mast/Portal.html 

3

s

eippen 2000 ). The fits of all other lines were then fixed to the best-
tting values of σ = 89 ± 3 km s−1 and z = 4 . 27788 ± 0 . 00003,
rom the H β and [O III ] λλ4959,5007 fit. The uncertainty on the
edshift includes the NIRSpec wavelength calibration uncertainty, 
hich is ∼ 0 . 8 Å. 3 We find no strong evidence for observable
ifferences in the Doppler shifts of the lines from different ionic
pecies at the resolution of NIRSpec. 

The [O II ] λλ3726,3729 doublet is blended due to the resolution
f NIRSpec ( ∼ 23 . 5 Å in the G235M/F170LP grating/filter combi- 
ation), which is greater than the separation of the doublet at the
bserved wavelength ( ∼ 14 Å at z = 4 . 28). However, using the
onstraints on the redshift and the velocity width, we can fit two
aussians to this doublet. Emission from the [Ne III ] λ3967 line in

he [Ne III ] doublet and the [He I ] λ3889 line can also be blended with
igher order Balmer lines (i.e. H ε and H8). We therefore tried fitting
ach of these lines with two Gaussians corresponding to the rest-
rame peak wavelength of [He I ] λ3889 + H8 and [Ne III ] λ3967 + H ε.
owever, no significant emission was detected at the position of H ε or
8, and we therefore use the [Ne III ] and [He I ] best-fitting line fluxes

rom our single Gaussian fits to each line. For the [S II ] λλ6717,6731
oublet we detect only one line above the background noise, consis-
ent with emission from [S II ] λ6717. We therefore force the amplitude
atio between these two lines in the doublet to the maximum value of
S II ] λ6717/ λ6731 = 1.4 (Osterbrock & Ferland 2006 ), resulting in
 fit with reduced χ2 = 1 . 3 (see the bottom right panel in Fig. A1 ).
his amplitude ratio is valid for low-density environments ( ne � 100
m−3 ), which are common for H II regions also in GRB hosts (e.g.
iranomonte et al. 2015 ; Izzo et al. 2017 ). This constraint changes the
ux of [S II ] λ6717 from 0 . 30 ± 0 . 06 erg s−1 cm−2 , when fitting just a
ingle Gaussian to this line, to 0 . 20 ± 0 . 06 erg s−1 cm−2 , when fitting
oth lines in the doublet while forcing the above amplitude ratio. For
he [N II ] λλ6549,6584 doublet we determine 3 σ upper limits on the
ine fluxes by forcing Gaussian fits at the expected observer-frame 
avelengths, setting the line ratio to the theoretical value and fixing
to our previous, best-fitting value. The [O III ] λ4363 auroral line is

 weak line (see Fig. 3 ), as are the [S II ] λλ6717,6731 lines and the
N II ] λλ6549,6584 upper limit, so constraining its peak position and
ine width therefore improves the reliability of the flux we measure. 

As a check, we also perform the fits leaving σ as a free parameter
etween the fits but tying it for all sets of lines fit simultaneously.
MNRAS 541, 3837–3850 (2025)

 https://jwst-docs.stsci.edu/jwst-calibration-status/nirspec-calibration- 
tatus/nirspec- fixed- slit- calibration- status 

https://mast.stsci.edu/portal/Mashup/Clients/Mast/Portal.html
https://jwst-docs.stsci.edu/jwst-calibration-status/nirspec-calibration-status/nirspec-fixed-slit-calibration-status
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Figure 3. Fit of the H γ and [O III ] λ4363 emission lines of the host of 
GRB 050505. The data are shown in individual, blue data points and the 
combined Gaussians that were fit to the data are plotted as a black solid line. 
The shaded area corresponds to the 3 σ error of the best combined fit to the 
data. The central wavelengths and line widths or all lines were fixed to the 
values obtained from the fit of H β and [O III ] λλ4959,5007(see Fig. A1 , panel 
3) as these lines have the highest SNR. The centroid of both lines are marked 
with vertical dashes. The bottom panel shows the residuals of the data after 
subtracting the best fit. 
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Table 1. Results of line fitting of the emission lines of the host of 
GRB 050505 (both non-corrected and corrected for Milky Way and host 
galaxy dust) used in this work to calculate strong line ratios using z = 

4 . 27787 ± 0 . 00003 obtained from the [O III ] λλ4959,5007 and H β fit (see 
the main text for details). Plots of the line fits can be found in Figs 3 and A1 
in the appendix. 

Emission line Uncorrected flux Corrected flux 
(10−17 erg s−1 cm−2 ) (10−17 erg s−1 cm−2 ) 

[O II ] λ3727 0.36 ±0.04 0.77 ±0.24 
[O II ] λ3730 0.49 ±0.04 1.06 ±0.32 
[Ne III ] λ3869 0.22 ±0.03 0.47 ±0.14 
[He I ] λ3889 0.11 ±0.03 0.23 ±0.09 
[Ne III] λ3967 0.08 ±0.03 0.16 ±0.07 
H δ 0.13 ±0.04 0.28 ±0.11 
H γ 0.24 ±0.03 0.49 ±0.14 
[O III ] λ4364 0.08 ±0.03 0.15 ±0.07 
H β 0.59 ±0.03 1.09 ±0.20 
[O III ] λ4960 1.23 ±0.02 2.26 ±0.50 
[O III ] λ5008 3.68 ±0.08 6.68 ±1.47 
H α 2.02 ±0.09 3.12 ±0.58 
[N II ] λ6550 < 0.10 < 0.15 
[N II ] λ6585 < 0.29 < 0.45 
[S II ] λ6718 0.20 ±0.06 0.31 ±0.11 
[S II ] λ6733 0.14 ±0.04 0.22 ±0.08 
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oing this does not influence the final results significantly, so we opt
or leaving it tied to the best fit from H β and [O III ] λλ4959,5007
or consistency. We also investigate the influence of not fixing
he redshift between fits, but leaving �z between the lines to the
heoretical value. While we expect all lines to have the same, best-
tting redshift, we want to investigate how much spread there would
e if the redshift were left as a free parameter and how this influences
he final results. Leaving z as a free parameter for all lines (but
eeping σ fixed) most significantly influences the fit of the H γ and
O III ] λ4363 line, with the H γ line fitting at higher redshift and the
O III ] λ4363 line fitting at lower redshift than the best-fitting value
rom the H β and [O III ] λλ4959,5007 fit. The flux of the [O III ] λ4363
uroral line is increased by ∼ 5 per cent, resulting in a higher electron
emperature and therefore a lower metallicity by 0.02 dex, which is
till well within the uncertainty. Leaving z free in the fit results in
 fit with reduced χ2 = 1 . 4 compared to reduced χ2 = 2 . 1 when
xing z. However, since the [O III ] λ4363 line comes from the same
tomic species as the [O III ] λ5007 line, we expect it to be at the
ame redshift, and we therefore leave the redshift fixed to the value
btained from the [O III ] λλ4959,5007 and H β fit. 
We correct the line flux for extinction using the PYTHON pack-

ge DUST EXTINCTION (v1.4.1; Gordon 2024 ). We first correct
he emission line fluxes for Milky Way (MW) extinction at the
bserved wavelength using the G23 model (Gordon et al. 2023 )
nd setting the total-to-relative dust reddening value to RV = 3 . 08
Cardelli, Clayton & Mathis 1989 ). This dust reddening model has
he advantage that it covers the whole NIRSpec wavelength range
nd is based on the spectroscopic extinction curves from Gordon,
artledge & Clayton ( 2009 ), Fitzpatrick et al. ( 2019 ), Gordon et al.
 2021 ), and Decleir et al. ( 2022 ). It is therefore recommended by
he developers when correcting for MW-type extinction. We use a
alactic reddening value of E ( B – V ) = 0.019 obtained using the

YTHON package GDPYC along the GRB host galaxy line of sight,
ith the Schlegel, Finkbeiner & Davis ( 1998 ) dust map and corrected

or the Schlafly & Finkbeiner ( 2011 ) recalibration of this dust map.
NRAS 541, 3837–3850 (2025)
e find corrections for MW extinction of the order of < 1 per cent
or all detected emission lines. 

We then correct for the extinction in the host (at the rest fame
avelength of the emission lines) using a Small Magellanic Cloud

SMC) model. GRB host galaxies are generally low mass and metal
oor and are thus more comparable to the SMC than e.g. the MW or
he Large Magellanic Clouds (LMC; e.g. Schady et al. 2007 ). The
24 MCAvg model covers the wavelength range between 0 . 1 − 3 . 3
 μm. We use E ( B − V ) = 0 . 18 ± 0 . 07 derived from the ratio
etween H α and H β and assuming a case-B Balmer decrement
f 2.86 (Osterbrock 1989 ), which is appropriate for SF regions with
emperature ∼ 104 K and electron densities ne = 102 − 104 cm−3 .

e find our electron temperature to be roughly consistent with this
ssumption (see Section 3 ), and while we cannot fit the electron
ensity due to forcing the [S II ] λλ6717,6731 doublet ratio to its
aximum value, this ratio is valid for the lower end of the range in

e values above. The Balmer decrement given from the uncorrected
uxes for both H γ and H δ with respect to H β result in E ( B − V)
stimates 0 . 26 ± 0 . 28 and 0 . 01 ± 0 . 5, which are consistent with the
alue we get when using the H α/H β Balmer decrement. The errors
re significantly larger due to the large uncertainties in the H γ and
 δ fluxes. The MW and host galaxy dust-corrected line fluxes are

isted in Table 1 , as well as the uncorrected for both MW and host
alaxy extinction line fluxes. 

.2 Metallicities 

.2.1 Te -based diagnostics 

he measured line fluxes in galaxy spectra predominantly depend
n the gas-phase abundances and temperature (Peimbert 1967 ).
herefore, if we can measure the temperature of the gas, we can
easure an accurate metallicity. More metal-poor gas is generally

otter, while metal-rich gas is generally cooler. As the [O III ] λ4363
uroral line is extremely sensitive to temperature, hotter gas results
n a brighter [O III ] λ4363 line. The nebular [O III ] λλ4959,5007 lines
re less sensitive to temperature and will therefore be influenced less
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Table 2. Electron temperatures and oxygen abundances for the host of 
GRB 050505, using the Izotov et al. ( 2006 ) and Yates et al. ( 2020 ) methods 
(see main text). Upper limits on the log(N/O) ratio are also estimated using 
four analytical prescriptions from the literature. 

Parameter I06 Y20 

Te ([O III ]) 16000 ± 3000 K 16000 ± 4000 K 

Te ([O II ]) 14400 ± 1200 K 10000 ± 3000 K 

12 + log(O++ / H+ ) 7 . 69 ± 0 . 20 7 . 72 ± 0 . 25 
12 + log(O+ / H+ ) 7 . 18 ± 0 . 16 7 . 59 ± 0 . 44 
12 + log(O / H) 7 . 80 ± 0 . 19 7 . 96 ± 0 . 21 

log(N/O) < −0 . 77( a) 

< −0 . 66( b) 

< −0 . 90( c) 

< −0 . 97( d) 

Note. References: (a) Thurston, Edmunds & Henry ( 1996 ), (b) Izotov et al. 
( 2006 ), (c) Pilyugin, Vı́lchez & Thuan ( 2010 ), (d) Pilyugin & Grebel ( 2016 ). 
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y changes in temperature of the gas. The ratio between the nebular
O III ] λ5007 and the auroral [O III ] λ4363 line is therefore smaller in
otter (or more metal-poor) gas. 
To calculate the electron temperature, we assume a two-zone 

onization model, in which the inner region is hotter and is traced by
O III ] emission and the outer region is colder and thus traced by [O II ]
mission. Ideally, we would want to detect the [O II ] λλ7320,7330
nd [O III ] λ4363 auroral lines in order to measure Te ([O II ]) and
e ([O III ]) directly. These two temperatures can then be used to
alculate 12 + log O+ / H+ and 12 + log O++ / H+ , which combined 
ive the average Te -based metallicity, ZSF ( Te ) = 12 + log(O / H) = 

2 + log(O+ / H+ + O++ / H+ ) (we assume the contribution of O+++ 

nd higher ionization states is negligible, e.g. Izotov et al. 2006 ;
tasińska et al. 2012 ). In the case where the [O II ] λλ7320,7330
uroral lines are not detected (as in this work), we have to assume a
elation between Te ([O II ]) and Te ([O III ]) to obtain Te ([O II ]). 

Based on the nebular lines and the [O III ] auroral line listed in
able 1 , we calculate Te ([O III ]) and hence Te ([O II ]) using two
ifferent methods which roughly bracket the range of values obtained 
rom the broad literature on Te ([O III ])–Te ([O II ]) relations (see e.g.
ates et al. 2020 ). The first method is from Izotov et al. ( 2006 ), using

heir equations (1) and (2) to calculate Te ([O III ]) = 16000 ± 3000
 and then equation (14) for intermediate-metallicity systems to 

nfer Te ([O II ]) = 14400 ± 1200 K, resulting in 12 + log(O / H) =
 . 80 ± 0 . 14. Their Te ([O III ])–Te ([O II ]) relation is a second-order
olynomial fit to data from the photoionization models of Stasińska & 

zotov ( 2003 ). The second method is from Yates et al. ( 2020 ),
sing their equation (3; taken from Nicholls et al. 2013 ) to
alculate Te ([O III ]) = 16000 ± 4000 and then equations (9) and
10) to iteratively obtain both Te ([O II ]) = 10000 ± 3000 K and
2 + log(O / H) = 7 . 96 ± 0 . 21. Their Te ([O III ])–Te ([O II ]) relation
s calibrated on an observational data set containing both individual 
 II region spectra and whole-galaxy spectra, and has the additional 
exibility of allowing a range of Te ([O II ]) values at fixed Te ([O III ])
y incorporating metallicity into the fit. Equations (2) and (5) from
icholls et al. ( 2014 ) were then used in both cases to calculate
SF ( Te ) from the electron temperatures. The values obtained from 

hese two methods are shown in Table 2 . The Yates et al. ( 2020 )
ethod returns an Te ([O II ]) estimate of 10 260 K (which is ∼ 4000
 lower than the Izotov et al. 2006 method) and hence a higher
verall Te -based metallicity of 7.96 (by ∼ 0 . 16 dex). This difference
s within the scatter in SDSS data around the Izotov et al. ( 2006 )
elation at high Te ([O III ]) (see their fig. 4a). 
.2.2 Strong line diagnostics 

s in Schady et al. ( 2024 ) we use the ˆ R diagnostics from Laseter
t al. ( 2024 ; LMC24 from now on), and the metallicity diagnostics
alibrated by Nakajima et al. ( 2022 ; NOX22 from now on), and
anders et al. ( 2024 ; SST24 from now on) to calculate the strong

ine emission metallicity. Additionally, we also use Strom et al. 
 2018 ; S18 from now on) and the recently published recalibrated
ˆ 
 diagnostic from Scholte et al. ( 2025 ; SCC25 from now on). The
iagnostics that we consider are suitable for use at higher redshift
ecause they were calibrated to conditions of high- z galaxies. They
ake use of the following strong line ratios: 

R23 = 

[O II ] λλ3726 , 3729 + [O III ] λλ4959 , 5007 

H β

R3 = 

[O III ] λ5007 

H β

R2 = 

[O II ] λλ3726 , 3729 

H β

O32 = 

[O III ] λ5007 

[O II ] λλ3726 , 3729 

e3 O2 = 

Ne III λ3869 

[O II ] λλ3726 , 3729 

S2 = 

[S II ] λλ6717 , 6731 

H α

N2 = 

[N II ] λ6584 

H α

O3 N2 = 

[O III ] λ5007 /H β

[N II ] λ6584 / H α

ˆ R = 0 . 47 × log R2 + 0 . 88 × log R3 

We use the fluxes listed in Table 1 to calculate the various SL ratios
onsidered in this paper and then convert these to a metallicity for
ach calibration sample mentioned above. The plots in Appendix B 

how the relations between line ratio and Te -based metallicity for 
ach of the diagnostics that we consider, and our measured galaxy
ine ratios and corresponding uncertainty are plotted as horizontal 
haded regions. The metallicities that we measure for each diagnostic 
re listed in Table 3 . In those cases where the measured line ratio lies
 σ above (below) the valid range provided by each of the diagnostics,
e report the metallicity corresponding to the maximum (minimum) 

llowed line ratio without giving errors. 
For the SST24 calibrations we limit ourselves to the metallicity 

ange where the fits to their data have an uncertainty in (O/H) better
han 0.1 dex, 7 . 4 < 12 + log(O / H) < 8 . 3. We do not detect the
ontinuum emission of the galaxy in the spectrum, so we are unable
o determine the equivalent width (EW) of the emission lines, and
e can therefore not use the EW(H β)-dependent diagnostics from 

OX22. NOX22 argue that EW(H β) can be used as a tracer of the
onization state of the galaxy ISM, with low-EW(H β) corresponding 
o low ionization and high-EW(H β) corresponding to high ioniza- 
ion. In the early universe, ionization was higher (e.g. Kewley et al.
013a , b ; Steidel et al. 2014 ; Strom et al. 2018 ), and thus NOX22
rgue that the high-EW(H β) calibrations are more appropriate for 
igh- z galaxies. Using a sample of 10 galaxies at z = 4 − −8 . 5,
akajima et al. ( 2023 ) confirmed that the high-EW(H β) calibrations

re indeed more accurate for high- z galaxies, irrespective of the actual 
W(H β) value. The ionization ratio in the host of GRB 050505

s also high (log([O III ] λ5007/[O II ] λλ3726,3729) ∼ 0 . 6, similar to
.g. the high excitation sample from Stasińska et al. 2015 ) and
e therefore use the high-EW(H β) calibrations for the host of
MNRAS 541, 3837–3850 (2025)
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Table 3. Metallicities values obtained using various strong line relations. 
The associated plots can be found in Fig. B1 . 

Diagnostic Line ratio value 12 + log(O/H) 

NOX22 
R23 

a 9 . 6 ± 0 . 5 7 . 90 ± 0 . 12 
R3 

a 6 . 12 ± 0 . 32 7 . 75 ± 0 . 08 
R2 1 . 68 ± 0 . 21 8 . 17 ± 0 . 06 
O32 3 . 63 ± 0 . 35 7 . 07 ± 0 . 04, 8 . 05 ± 0 . 04 
Ne3 O2 0 . 25 ± 0 . 04 7.54 b 

S2 0 . 17 ± 0 . 04 8 . 34 ± 0 . 07 
N2 < 0 . 15 < 8 . 48 
O3 N2 > 42 < 8 . 34 
SST24 
R23 9 . 6 ± 0 . 5 7 . 72 ± 0 . 13 
R3 6 . 12 ± 0 . 32 7 . 59 ± 0 . 08, 8 . 26 ± 0 . 08 
R2 1 . 68 ± 0 . 21 8 . 15 ± 0 . 05 
O32 3 . 63 ± 0 . 35 8 . 14 ± 0 . 04 
Ne3 O2 0 . 25 ± 0 . 04 8 . 21 ± 0 . 07 
S18 
R23 9 . 6 ± 0 . 5 8 . 24 ± 0 . 13 c 

O3 N2 > 42 < 8.41 
N2 < 0 . 15 < 8.49 
LMC24 
ˆ R 0 . 80 ± 0 . 04 8 . 12 b 

SCC25 
ˆ R 0 . 80 ± 0 . 04 8 . 17 b 

Notes . a For these diagnostics we found a solution with 12 + log (O/H) < 8 
using the high-EW calibration in NOX22, so we present those results. For the 
other NOX22 lines we used the average-EW calibration. 
b For these values the line ratio in question is smaller (bigger) than the 
minimum (maximum) value covered by the diagnostic ( Ne3 O2 −NOX22 < 

−0 . 41, ˆ RLMC24 > 0 . 76 and ˆ RS C C 25 > 0 . 75 at 1 σ ). We therefore present the 
turnover point between the upper and lower branch as the resulting best-fitting 
metallicity (see Fig. B1 ). 
c In these cases the measured line ratios are larger than the maximum value, 
but still within 1 σ of the maximum values (see Fig. B1 ). We therefore assign 
the metallicity associated with the maximum line ratio, but also include and 
error. 
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RB 050505 despite not being able to measure EW(H β). The high-
W calibrations are only valid for 12 + log(O/H) ≤ 8, and thus for

hose NOX22 diagnostics where we measure 12 + log(O/H) > 8, we
hen re-calculate the metallcitity using the EW-averaged diagnostics.

For diagnostics that use the [N II ] λ6584 line, which are the N2 

nd the O3 N2 diagnostics, the metallicities listed are upper limits
s we only have an upper limit for this emission line (see Table 1
nd Fig. A1 ). The N2 diagnostic is linear between 12 + log(O/H) ∼
 . 8 − 8 . 7 and although it is very sensitive to ionization parameter
e.g. Kewley & Dopita 2002 ), it can still be used to discriminate
etween double-branched solutions. The same argument holds for
he O3 N2 diagnostic. For the SST24 calibration, we were unable to
iscriminate between the two solutions for R3 (see Fig. B1 ), and
n Table 3 we therefore give both the lower and the upper branch

etallicities. 
To determine the error on the metallicity calculations we perform
arkov chain Monte Carlo in which we randomly draw values from

he observed line ratios assuming a normal distribution with standard
eviation equal to our measured line ratio standard deviations and
ompute the metallicity using the drawn line ratio. This is repeated
000 times after which we use the median and the standard deviation
or the distribution in metallicities to determine the most likely
etallicity and 1 σ uncertainty given the measured line ratios and
NRAS 541, 3837–3850 (2025)
ncertainties. If the diagnostic is double branched we repeat this for
oth branches and report both values in Table 3 . 
Only NOX22 lists uncertainties on their diagnostics in the metal-

icity direction for all line ratios used in their table 4, which vary
etween 0.09 dex for R23 (high-EW) and 0.60 dex for Ne3O2
average for all EWs). We only use the SST24 diagnostics in the
ange of metallicities for which they state the median 12 + log(O/H)
ncertainty is < 0.1 dex, so we use 0.1 dex as the systematic error
n the SST24 calibrations. For the remaining calibration samples
o uncertainties were given, and hence we adopt a systematic
ncertainty of 0.2 dex for each diagnostic, which seems reasonable
ased on the systematic uncertanties from NOX22 and SST24. These
ystematic errors represent the scatter in the calibration sample about
he best-fitting diagnostic. We add the systematic uncertainty of
he calibration in quadrature to obtain the full uncertainty on the

etallicity. In the cases where we present the metallicity without
rror in Table 3 , we only use the systematic error on the calibration
o compute the full uncertainty of the metallicity. 

 DI SCUSSI ON  

.1 Host of GRB 050505 in the general GRB host galaxy sample

.1.1 Electron temperatures 

e compare the electron temperature of the host of GRB 050505 to
hat of other GRB host galaxies, GRB980425 (Te ([O III ]) = 10 500

0.0500 K at z = 0 . 0086; Krühler et al. 2017 ), GRB031203
Te ([O III ]) = 13 400 ± 0.2000 K, z = 0 . 1055; Prochaska et al. 2004 ),
RB060218 (Te ([O III ]) = 24800+ 5000 

−3000 K, z = 0 . 03342; Wiersema
t al. 2007 ) and GRB100316 (Te ([O III ]) = 11900 ±800 K and
e ([O II ]) = 10400 ±1100 K, z = 0 . 0591; Starling et al. 2011 ). While

he value we measure for both Te ([O III ]) as well as Te ([O II ]) is
igher than this small sample of GRB hosts, it is still generally
onsistent within 1 σ . Nevertheless, the host galaxy of GRB 050505
s at significantly higher redshift than our small comparison sample
 z < 0 . 11), and Te is generally observed to be lower in the local
F galaxy population (see e.g. Shi et al. 2014 ; Hirschauer et al.
015 ; Yates et al. 2020 ) than the high- z SF population (see e.g.
chaerer et al. 2022 ; Rhoads et al. 2023 ). This is due to galaxies
t lower redshift having higher metallicities because of galactic
hemical enrichment over time. The Te values of the four local GRB
osts mentioned above are consistent with local SF galaxy samples
typically 7000–15 000 K; e.g. Shi et al. 2014 ; Hirschauer et al. 2015 ;
ates et al. 2020 ; Rogers et al. 2022 , with the occasional exception of
igher temperatures around 23 000 K such as observed in Hirschauer
t al. 2015 and for GRB 060218 above). The host of GRB 050505, on
he other hand, agrees better with the higher temperatures typically
bserved in high- z SF galaxies ( > 15 000 K; e.g. Christensen et al.
012 ; Patrı́cio et al. 2018 ; Schaerer et al. 2022 ; Rhoads et al. 2023 ;
aseter et al. 2024 ; Sanders et al. 2024 ), although that sample is still
mall (of the order of tens of galaxies). 

.1.2 Galaxy characteristic properties 

hile the distribution of GRB host galaxy metallicities at z � 3
s offset towards lower metallicities when compared to the general
opulation of SF galaxies at comparable redshifts, (e.g. Graham &
ruchter 2013 , 2017 ; Krühler et al. 2015 ; Arabsalmani et al. 2018 ;
almerio et al. 2019 ), GRB hosts do appear to follow the general

rend in the mass–metallicity relation of SF galaxies (e.g. Vergani
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Figure 4. Comparison of the metallicities listed in Table 3 and the re- 
calculation of Zabs and both methods of obtaining ZSF ( Te ). The solid line 
corresponds to Zabs , whereas the shaded regions represent the 1 σ , 2 σ , and 
3 σ confidence regions in progressively lighter shades. Different calibrations 
are represented using different colours and marker styles, with the coloured 
(shorter) error bar representing the statistical uncertainty and the larger, 
dark grey error bar representing the full uncertainty including the systematic 
uncertainty in the SL diagnostics. The markers without coloured error bars 
are the values in Table 3 presented without the errors because the peak of 
the diagnostic was outside of the 1 σ error of the line ratio, the dark grey 
error bars represent the systematic uncertainty in the calibrations in these 
cases. In cases where it was not possible to discriminate between the lower 
or upper branch, we plot both metallicity solutions. For a given line ratio the 
data points corresponding to different calibrations have been slightly offset 
to each other for clarity. 
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t al. 2015 ; Arabsalmani et al. 2018 , although see Graham, Schady &
ruchter 2023 ). 
There is only a single HST WFC3/ F 110 W observation of the host

alaxy of GRB 050505. Photometry of this host galaxy in a 0.4
rcsec aperture provides an AB magnitude F 110 W = 25.90 ±0.06.
his corresponds to an absolute magnitude of M2000Å = −20 . 3 and
 UV indicated star formation rate of ∼ 1 . 5 M� yr−1 (using the
ormalization of Hirashita, Buat & Inoue 2003 )). we note that the
ost galaxy is relatively luminous compared to other GRB hosts at 
 > 4 (Tanvir et al. 2012 ; Schulze et al. 2015 ; McGuire et al. 2016 ).

In order to measure the galaxy stellar mass, M� , from the 
alaxy spectral energy distribution (SED), we first convolve the 
235M/F170LP NIRSpec spectrum with the NIRCam F 200 W and 
 277 W response curves. This results in measured AB magnitudes 
f F 200 W = 25 . 36 ± 0 . 20 and F 277 W = 24 . 66 ± 0 . 15 mags, which
e combine with the HST /WFC3 F 110 W photometry to produce
 UV/optical SED. After correcting for the Galactic foreground 
xtinction, we modelled the SED using the code CIGALE 4 (Boquien 
t al. 2019 ) with a redshift fixed to z = 4 . 27. Although the SED
s too sparsely sampled to fully resolve the degeneracy between 
ttenuation, age, and SFR, the JWST -estimated magnitudes above the 
almer break allow us to constrain the stellar mass to log ( M� /M�) =
 . 4 ± 0 . 4. 
Using the dust corrected H α flux we calculate the star formation 

ate (Kennicutt 1998 ) of the host of GRB 050505, assuming the
habrier ( 2003 ) initial mass function. We find a star formation rate

SFR) of 26 ± 5 M� yr−1 , which is consistent with the distribution
f SFRs measured in larger samples of GRB host galaxies (e.g. 
hristensen et al. 2004 ; Krühler et al. 2015 ; Palmerio et al. 2019 ;
chneider et al. 2022 ). Combined with the stellar mass we find, the
FR suggests that the host of GRB 050505 lies on the main sequence
or SF galaxies (e.g. Popesso et al. 2023 ; Curti et al. 2024 ). The
ombination of SFR and Te -based we measure are also consistent 
ith the fundamental metallicity relation from Sanders et al. ( 2020 ).
e therefore conclude that our GRB host galaxy is consistent with 

he general population of SF galaxies. 
The sample of ∼ 100 GRB host galaxies from Perley et al. ( 2016 )

hows a wide range of stellar masses (see their fig. 3), but the
ensitivity of their Spitzer observations did not allow them to probe 
alaxies at z � 4 with stellar masses much smaller than < 1010 M�.
imilarly, there are not many GRB hosts with metallicities measured 
s low as 12 + log(O/H) ∼ 7.8 for ZSF ( Te ). This is likely due to
election effects because emission line spectroscopy is only available 
or the brightest sources (which tend to be more massive) and 
he [O III ] λ4363 auroral line is weak, needing bright sources and
onger integration times. It is only because of our sensitive JWST 

pectra that we are able to measure oxygen abundances down to far
ower metallicities than previously possibly for other GRB hosts at 
omparable redshift. 

.2 Metallicity relations 

he collapsar model (Woosley 1993 ) for long GRBs predicted an 
ssociation between long GRBs and massive stars, and observations 
onfirmed this (e.g. Galama et al. 1998 ; Hjorth et al. 2003 ). This
eans their sightline emanates from the same SF regions that 

ominate the emission line spectra. We can use the absorption imprint 
eft on the afterglow spectra of these long GRBs to probe the neutral
nd low-level ionized gas metallicity in the GRB surroundings (e.g. 
 https://cigale.lam.fr/

f  

S  

a  
rühler et al. 2017 ; Wiseman et al. 2017 ). Typically, the closest
bsorbing clouds have been found to lie at a few hundred parsec
rom the GRB (Vreeswijk et al. 2007 , 2013 ; D’Elia et al. 2014 ;
lthough see Saccardi et al. 2023 ). Using GRB absorption spectra
herefore ensures we have two metallicity measurements along the 
ame line of sight, probing the same region of the galaxy, allowing for
 comparison between ZSF and Zabs in the same region. We are unsure
hether the metallicity of the ISM in the neutral and ionized phase

s comparable, and our JWST data allow us to examine this. Schady
t al. ( 2024 ) investigated the relation between Zabs and ZSF (SL), but
n this work, for the first time, we can compare the metallicity of
oth gas phases using direct measurements. 
Fig. 4 shows all emission line metallicities listed in Table 3 and

he Te -based metallicities listed in Table 2 for comparison. Zabs is 
ndicated by the solid grey line, with progressively lighter shaded 
egions corresponding to the 1 σ , 2 σ , and 3 σ uncertainty region,
espectively. When comparing the different strong line metallicities 
n Fig. 4 , we can see that there is a wide spread in metallicities
e find from the different SL diagnostics, both within the same

alibration sample (marked with the same colour and marker) and 
etween different calibration samples. This is a common issue 
hen using SL diagnostics, with variations as large as ∼ 0 . 6 dex
etween different diagnostics reported before (e.g. Kewley & Ellison 
008 ; Teimoorinia et al. 2021 ). The SL relations have traditionally
een calibrated on local samples of galaxies which may not be
epresentative of early populations. For example, galaxies in the 
arly universe have younger stellar populations and higher ionization 
arameters than local galaxies (e.g. Steidel et al. 2014 ). Since the
aunch of JWST , there have been efforts to calibrate these relations
or ISM conditions in high- z galaxies (e.g. Hirschmann, Charlot &
omerville 2023 ; Laseter et al. 2024 ; Sanders et al. 2024 ), but these
re based on small samples and even for the high- z calibrations
MNRAS 541, 3837–3850 (2025)
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Figure 5. Dust depletion fits to the neutral element relative abundances 
measured in the LRIS optical afterglow spectrum of GRB 050505 (Berger 
et al. 2006 ). We assume an uncertainty of 0.1 dex for all column densities. The 
dotted–dashed line corresponds to the best-fitting depletion pattern, which 
results in a best fit, dust-depletion corrected absorption metallicity of [M/H] = 

−1 . 03 ± 0 . 11 . . 
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here is a spread in metallicities between the different line ratios
f up to ∼ 0 . 5 dex (e.g. Nakajima et al. 2022 , 2023 ; Laseter et al.
024 ; Sanders et al. 2024 ). We refer the reader to the literature on the
ifferences in calibration samples and diagnostics, see e.g. Kewley &
llison ( 2008 ), Maiolino & Mannucci ( 2019 ), Sanders et al. ( 2024 ),
nd Laseter et al. ( 2024 ) for extensive reviews, and refrain from
ommenting on what can be the cause of the differences between the
btained strong line metallicity values. 

.2.1 Absorption versus Te -based metallicities 

he afterglow spectrum used to obtain the absorption based metallic-
ty of the host of GRB 050505 was obtained with the Low Resolution
maging Spectrometer (LRIS) on the Keck I 10-m telescope. Since
his is a low resolution instrument, the absorption lines used to
alculate the metallicity can suffer from hidden saturation, and the
etallicity should thus be considered a lower limit. The lower limit

f 12 + log(O/H) > 7 . 5 presented in Berger et al. ( 2006 ; assuming
 solar abundance 12 + log(O/H) = 8.69; Asplund et al. 2009 ) is
onsistent with the range in Te -based metallicities that we measure
12 + log (O / H ) = 7 . 80 − 7 . 96; see Table 3 ). 

To try and constrain better the absorption based metallicity, we re-
alculated the metallicity following the procedure of Wiseman et al.
 2017 ). This method uses multiple, singly ionized metal absorption
ines to simultaneously constrain the dust depletion and neutral gas

etallicity Zabs , making use of the detailed depletion patterns from
e Cia et al. ( 2016 ). Although the measured column densities likely

uffer from some level of hidden saturation, by fitting all relative
bundances simultaneously, we mitigate some of the uncertainties
ssociated with low resolution absorption line measurements. Our
est dust depletion fits to the relative abundances taken from Berger
t al. ( 2006 ) are shown in Fig. 5 and give a best-fitting metallicity
f [M / H] = −1 . 03 ± 0 . 11 corresponding to an oxygen abundance
2 + log(O / H) = 7 . 66 ± 0 . 11. Berger et al. ( 2006 ) state that S II

nd Ni II are likely not saturated, which is consistent with the
elative abundances of these two species lying above the best-fitting
ust depletion model shown in Fig. 5 . In such a case, the relative
bundances that lie below the line of best fit should be considered
NRAS 541, 3837–3850 (2025)
ower limits. Nevertheless, the consistency between the model and
ll data points gives some validity to the absorption metallicity that
e measure. 
Interestingly, our absorption line metallicity is consistent within

rrors with the two Te -based metallicities we measure (see Fig. 4 ).
f the absorption line metallicity were considerably larger than what
e measure, the implication would be that the neutral phase ISM is
ore enriched than the gas within SF regions, contrary to theoretical

xpectations (e.g. Metha & Trenti 2020 ; Metha, Cameron & Trenti
021 ; Arabsalmani et al. 2023 ). 
As shown in Fig. 4 , the R23S S T 24 diagnostic and the lower branch

olution of R3S S T 24 are also consistent with this improved value of the
bsorption metallicity within 1 σ , as well as the R3NOX22 diagnostic.
e note that while the Ne3 O2NOX22 is consistent with Zabs , this is

 data point plotted without error, because the line ratio was more
han 1 σ below the minimum value applicable for the diagnostic.
dditionally, the relation between Ne3 O2 and metallicity is almost
at (see Fig. B1 ), and thus insensitive to changes in the line ratio.
e therefore do not consider this a reliable diagnostic. R23NOX22 is

onsistent at 1.2 σ and while this is not quite 1 σ significance, it is
till notably more consistent than the other diagnostics not mentioned
lready. 

.2.2 Te -based versus strong line metallicities 

omparing the different SL diagnostics plotted in Fig. 4 to the two 
e -based metallicities, we see that the R23 and R3 diagnostics
enerally agree best. While most, if not all, of the SL diagnostics are
echnically consistent with the Te -based metallicities due to the large
ystematic uncertainties in the calibrations (the grey errorbars), most
iagnostics result in metallicities higher than the Te -based metallicity.
The R23 diagnostic is relatively independent of the ionization

arameter because it uses both the singly and doubly ionized lines.
lthough not completely independent (see e.g. Kewley & Dopita
002 ), we do generally see it agrees better with our value of ZSF ( Te )
han the diagnostics heavily dependent on the ionization parameter,
uch as N2 and S2 which only use either just the singly or just
he doubly ionized ions of one species. We do note that because
f the spread in wavelengths in the emission lines needed for the
23 diagnostic, it is more sensitive to the reddening correction used

ompared to diagnostics that use emission lines closer together in
avelength. 
The NOX22 R23 and R3 high-EW diagnostics as presented in

able 3 and plotted in Fig. 4 are consistent with ZSF ( Te ) within 1 σ ,
ndicating that the high-EW relations are the best calibration for
igh- z galaxies presented by NOX22, as also suggested by Nakajima
t al. ( 2023 ). When using the averaged R 23 and R 3 relations from
OX22, the agreement is also better than the other diagnostics, but

onsidering the EW dependence improves both diagnostics further
ompared to the Te -based metallicity. Interestingly, the LMC24 ˆ R 

iagnostic deemed best by Schady et al. ( 2024 ) for the rest of the
RB host galaxy sample only barely agrees with Te within 1 σ and
oes not agree with Zabs . 

.2.3 The N/O–O/H relation 

he N/O–O/H relation in the local universe shows a relatively flat
elation at low metallicities that then starts increasing as a power law
t 12 + log (O / H ) ∼ 8 . 0 with the onset of secondary N production
e.g. Edmunds & Pagel 1978 ; Henry & Worthey 1999 ; Köppen &
ensler 2005 ; Vincenzo et al. 2016 ). With JWST , some high redshift
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alaxies have been observed to have surprisingly high N/O ratios 
elatively to their metallicity (e.g. Cameron, Katz & Rey 2023 ; 

arques-Chaves et al. 2024 ). We thus calculate log(N/O) for the 
ost galaxy of GRB 050505 using various methods (see Table 2 ).
wo of these methods (from Thurston et al. 1996 and Izotov 
t al. 2006 ) explicitly depend on the electron temperature, which 
s calculated using observed auroral/strong emission lines and fits 
o photoionization models. The other two methods (from Pilyugin 
t al. 2010 and Pilyugin & Grebel 2016 ) depend only on oxygen and
itrogen (and sulphur, in the case of Pilyugin et al. 2010 ) strong-
ine ratios, with empirically derived N/O relations fit to a sample of
recisely selected H II regions. The various estimated upper limits 
ange from log(N/O) < −0 . 97 to −0 . 66 and are thus consistent with
he general trend between 12 + log(O/H) and log(N/O) seen in star-
orming galaxies (e.g. Dopita et al. 2016 ; Nicholls et al. 2017 ), unlike
ther notable high-redshift systems such as GN-z11 (Cameron et al. 
023 ). 

.3 Mixing of metals 

he consistency between ZSF ( Te ) and Zabs within 1 σ suggests that 
etals newly synthesized by stars are efficiently distributed within 

he SF regions (traced by ZSF ( Te )) and the neutral ISM (traced
y Zabs ). In order to investigate the expected differences between 
bsorption and emission line metallicities Arabsalmani et al. ( 2023 ) 
sed the EAGLE cosmological hydrodynamical simulations to study 
he predicted relation between the metallicity within SF regions and 
he metallicity along random sightlines as a function of galaxy and 
ightline properties. They found the closest agreement between the 
wo probes for sightlines that crossed close to the galaxy centre, 
ithin 1 − 2 kpc, and this agreement improved further for sightlines

hat probed larger column densities. However, even for high column 
ensity and low radial offset sightlines, Arabsalmani et al. ( 2023 )
redicted a small offset of the order of ∼ 0 . 2 dex between Zabs 

nd ZSF , with ZSF being the higher value of the two. The biggest
ifference was found when the simulated sightlines were at large 
adial offsets from the galaxy centre, which can be understood if
he outskirts of galaxies are less enriched in metals than the galaxy
isc, where the majority of star formation (and thus nucleosythesis) 
ccurs. The consistency that we measure between Zabs and ZSF for the 
ost galaxy of GRB 050505 is in agreement with the predictions from
rabsalmani et al. ( 2023 ), given the large hydrogen column density
easured along the GRB line of sight (log ( NH 

) /cm 

−2 = 22 . 1;
erger et al. 2006 ) and the small GRB positional offset from the
alaxy centre (see Fig. 1 ). 

Metha & Trenti ( 2023 ; whose work builds on Metha & Trenti 2020
nd Metha et al. 2021 ) carried out a similar analysis, comparing
esults between a number of cosmological simulations (Illustris, 
llustrisTNG, and EAGLE), and find similar conclusions that there 
s an offset between Zabs and ZSF , for all three simulations. They 
lso find that the difference between Zabs and ZSF increases when the 
etallicity decreases, in agreement with Arabsalmani et al. ( 2023 ), 

lthough Metha & Trenti ( 2023 ) do not consider the effect of impact
arameter or the line of sight column density. 
Instead Metha & Trenti ( 2023 ) considered the effect of introducing

 metallicity cutoff in the GRB progenitor, and they found that the
ifference between ZSF and Zabs increasingly deviated for galaxies 
ith ZSF larger than the imposed metallicity cutoff. This can be 
nderstood since GRBs with high metallicity hosts would be more 
ikely to occur at large radial offsets, where the gas-phase metallicity 
s expected to be lower due to metallicity gradients. This therefore 
mplies that finding ZSF >Zabs from observations could be evidence 
or the existence of a metallicity bias in GRB progenitors, although a
arge sample of ZSF and Zabs pairs would be required to convincingly 
etect such an offset. 

 SUMMARY  A N D  C O N C L U S I O N S  

n this paper, we present the first GRB host galaxy for which we have
 metallicity measurement probing the warm and the cold ISM, for
he first time allowing to bridge the gap between these two phases of
he ISM. In our JWST /NIRSPEC spectra, we detect the [O III ] λ4363
uroral line and use it to calculate the electron temperature of
he emitting gas and hence the Te -based metallicity from emission 
ines. This is the most direct, mostly model-independent method of 
etermining the metallicity. Comparing it to the model dependent 
trong line metallicites and the non-flux limited GRB afterglow 

bsorption based metallicity, we see the Te -based metallicity seems 
o agree better with Zabs , although the SL diagnostics calibrated on
SM conditions in the early universe do also agree with the ZSF ( Te ).
he agreement between Zabs and ZSF ( Te ) suggests mixing between 

he neutral and ionized gas is efficient along the line of sight. 
Using the GRB afterglow spectrum combined with the integrated 

pectrum eliminates the offset between where the two metallici- 
ies are measured, and therefore this cannot be the cause of the
iscrepancy between ZSF (SL) and Zabs in this work. This leaves 
 physical reason, or a systematic error in the calibrations of the
L diagnostics. We find the SL diagnostics independent from the 

onization parameter (e.g. R23) or diagnostics where a dependency on 
he ionization parameter is explicitly included (as in NOX22) agree 
etter with our measurements of ZSF ( Te ). We therefore advocate for
sing these specific diagnostics when determining the metallicity 
or high- z galaxies. However, whenever possible, we suggest using 

SF ( Te ) or Zabs , since they are less dependent on models, calibration
amples and additional parameters such as ionization. 

Our improved Zabs is in good agreement with ZSF ( Te ) and ZSF (SL)
hen using the R23 diagnostic, which could imply that Zabs can be
sed to trace metallicity of SF regions in high- z galaxies. To confirm
his result, and to investigate further if the Te -based metallicity indeed 
races closest the neutral gas metallicity obtained through GRB 

bsorption line spectra, the sample of high- z GRB host galaxies
ith detections of the [O III ] λ4363 auroral emission lines has to be

xpanded, although significant efforts have been made over the last 
ew years. If indeed confirmed with a large sample, our results could
mply that GRB absorption spectroscopy can be used to trace cosmic
hemical evolution to the earliest cosmic epochs and for galaxies too
aint for emission line spectroscopy, even using JWST . 
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PPENDI X  A :  EMISSION  L I N E  FITS  

n Fig. A1 , we show the best fits to the remaining strong lines detected
n our galaxy spectra described in Section 3.1 . The fluxes calculated
rom these fits are listed in Table 1 . 
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Figure A1. As in Fig. 3 , but for the remaining emission lines for the host of GRB 050505. The centroids of each fitted Gaussian are marked with a vertical dash 
and labelled. We note that we fit the [O II ] λλ3726,3729 doublet with two individual Gaussians that blend into the line plotted in the first panel. 
NRAS 541, 3837–3850 (2025)
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Figure B1. Relations between strong line ratios and metallicity. Different colours/linestyles represent different calibrations of the relations. The colours are the 
same as in Fig. 4 . The purple, horizontal line is the measured strong line ratio labelled on the y -axis. The shaded purple regions are 1 σ , 2 σ , and 3 σ errors on 
the strong line ratio. For N2 and O3 N2 only an upper or lower limit is determined, which is represented as the purple shaded area. The reported metallicities in 
Table 3 are the intersection points between the purple line and the various coloured lines. If the purple line lies outside the range of the calibrated relation, we 
give the maximum value of the curve as the corresponding value. For reference, the Te -based metallicity we find is between 12 + log(O/H) = 7.80 ±0.19 and 
7.96 ±0.21. 
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PPEN D IX  B:  META LLICITY  FITS  

n Fig. B1 , we plot the relations between ratios of the strong
mission lines considered in this paper and Te -based metallicity. 
ach panel represents a different strong line ratio and each different 
oloured line (and style) represents a different calibration sample. 
ee Sections 3.2.2 of the main body of the paper for details on the

ine ratios and calibration samples used. The obtained metallicities 
re listed in Table 3 . 
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