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Abstract 

Customer churn prediction is a critical task in the telecommunication (telecoms) 

industry, where accurate identification of customers at risk of churning plays a vital 

role in reducing customer attrition. This research presents a comprehensive study on 

customer churn prediction using Machine Learning (ML) techniques. Three distinct 

aspects of churn prediction are investigated: class imbalance handling, feature 

selection, and model enhancement, each utilizing different AI methodologies. First, to 

address the issue of highly skewed datasets, we propose an effective oversampling 

method called HEOMGA. HEOMGA combines the Heterogeneous Euclidean-Overlap 

Metric (HEOM) and Genetic Algorithm (GA) to oversample the minority class. 

Experimental results on six benchmark datasets from the UCI repository demonstrate 

the superiority of HEOMGA over popular oversampling methods such as SMOTE, 

ADASYN, G SMOTE, and Gaussian oversampling, as evaluated by three performance 

metrics: Recall, G mean, and AUC. The experiment results show the effectiveness of 

the proposed method compared to some popular oversample methods, such as SMOTE, 

ADASYN, G SMOTE, and Gaussian oversampling methods. The HEOMGA method 

significantly outperformed the other oversampling methods in terms of recall, G mean, 

and AUC when the Wilcoxon signed-rank test is used. 

Second, in the preprocessing phase, feature selection plays a crucial role in 

improving the performance of ML models while reducing computational time. To 

address this, we introduce an ACO-RSA based-FS approach that combines two 

metaheuristic algorithms: Ant Colony Optimization (ACO) and Reptile Search 

Algorithm (RSA). The ACO-RSA approach selects the most salient features for churn 

prediction. The performance evaluations on six open-source customer churn prediction 

datasets demonstrate the superiority of ACO-RSA over other competitor algorithms 

such as PSO, MVO, GWO, standard ACO, and standard RSA. 

Third, we focus on enhancing Gradient Boosting Machine's (GBM) learning process 

for Churn Prediction (CP). In traditional GBM, learning process uses Decision Tree 

(DT) as a base learner and logistic loss as a loss function. However, using a DT to start 

the GBM model in the training process could result in poor predictive performance and 

overfitting. Therefore, a new model, called CP- Enhanced Gradient Boosting Model 

(CP- EGBM) is proposed. In the CP- EGBM, Support Vector Machine with a Radial 

Basis Function kernel (SVMRBF) is employed as a base learner and exponential loss 

function is utilized as a loss function to enhance learning process of the GBM. In order 

to effectively tune the hyperparameters of CP-EGBM, Finally, a modified version of 

Particle Swarm Optimization (PSO) using the consumption operator of the Artificial 
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Ecosystem Optimization (AEO) method to prevent premature convergence of the PSO 

in the local optima is developed to tune the hyper-parameters of the CP-EGBM 

effectively. Six open-source CP datasets are used to evaluate the performance of the 

developed CP-EGBM model. Comparative analysis reveals the significant superiority 

of the CP-EGBM over GBM and SVM models, along with promising improvements 

compared to the recently reported models in the literature. Comparative analysis with 

state-of-the-art models showcases CP-EGBM's promising improvements, making it a 

robust and effective solution for churn prediction in the telecom industry. 

This research contributes to customer CP by providing effective solutions to address 

class imbalance, feature selection, and model enhancement challenges. The proposed 

methods, HEOMGA, ACO-RSA, and CP-EGBM, demonstrate their efficacy in 

improving CP performance, thereby assisting the telecom industry in understanding 

customer needs and taking appropriate actions to mitigate churn risks. 
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 Introduction  

1.1 Introduction 

The telecom industry is evolving rapidly over time, and they are facing severe 

revenue losses because of churning with the growing competition in the telecom 

market. Many telecom companies are discovering the cause of losing clients by 

enumerating their loyalty. Here, the word “churn” refers to a customer who tends to 

leave a company and move to another competitor for some reason [1].  

According to several reviews [2, 3, 4, 5, 6], customer churn is divided into 

Voluntary Churners, Non-voluntary Churners, and Silent Churners. Voluntary churners 

are those customers who want to quit the contract and move to another service provider. 

In such a case, the situation can be considered in more detail and is centered on 

numerous churn motives, such as technology change, regulation, contract expiration, 

handset change, service quality, competition, etc. Non-voluntary churners are 

customers who have their service retracted by their service provider. For instance, the 

service provider can choose to revoke the service with the customer for several reasons, 

such as abuse of service and not disbursing the bill. Silent churners are those customers 

who discontinue the contract without any prior knowledge or notifications from either 

the company or the customer. 

In the telecom sector, customers seek good quality service, competitive pricing, and 

value for money. However, when they do not find what they are expecting, they can 

easily terminate using the service and switch from one service provider to another 

without restrictions [7]. This has led telecom companies to offer customers great 

inducements to encourage them to shift to their services [8]. 

The phenomenon related to customer abandonment is called customer churn, while 

the process of calculating the probability of future churning behaviors in the database 

based on the past prior behavior using a predictive model is usually called customer 

churn prediction (CCP) [9]. Customer churn is typically calculated as a relative number 

in percentage (i.e., the churn rate), and in the telecom sector, the churn rates are often 

reported monthly, which might be misleading since some customers can leave the 

service at any time, whereas others are locked in more extended contracts that are not 

due to renew monthly [10]. 
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Churn rate estimation should not be considered for the new customers acquired in 

the same period. On the other hand, losses of new customers in this period may be 

considered or not, and it depends on whether the churn rate should be counted for all 

the losses during the period. When the losses of new customers are included, the churn 

rate measures the number of customers who have left the company. Otherwise, it 

measures how many initial customers have left the company. Several ways can be used 

to compute churn rate and it is usually expressed as follows: 

• Fix a conventional period as a month or a year 

• Count the number of customers lost in this period 

• Split this quantity by the number of customers that the company have at the 

beginning of this period. 

It has been recognized that long-standing consumers are more lucrative in the long 

term, as new clients are engrossed by persuasive offers and inclined to switch to an 

alternative competitor in the market at the moment they obtain a better concession. 

Therefore, companies need to consider churn management as a part of CRM to protect 

themselves from competitors [11, 12]. Customer satisfaction can be considered one of 

the main aims of CRM, which plays a role in the success of the telecom market [13]. 

Companies use CRM to modify their process management to improve their revenues 

and find new approaches by primarily focusing on customers’ needs to avoid losing 

them rather than a product [14, 15]. These specifics have led competitive companies to 

capitalize on CRM to up-hold their customers, thus helping to increase customer 

strength. Figure 1.1 shows the main sections of CRM [16]. 

• Collaborative CRM: It aims to establish customized customer relationships 

using several ways such as emails, telephone, websites, call centers, face-to-

face contact, etc. 

• Operative CRM: This type offers services for organizations to increase the 

efficiency of CRM processes. 

• Analytical CRM: focuses on data collection and analysis to help the 

management build strategic decisions and plan for the future. 

The data of customers are stored in such CRM systems, which can then be 

transformed into valuable information with the help of ML techniques, which aid 

telecom companies in formulating new policies, develop campaigns for existing clients 

and figure out the main reasons behind customer churn. In this way, companies can 

easily observe their customer’s behavior from time to time and manage them 

effectively. Therefore, ML approaches are needed in telecom sectors which remain the 
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cornerstone of customer churn control and can play a fundamental role in decreasing 

the probability of churners.  

 

Figure 1.1:  CRM areas 

1.2 The Importance of CCP in Telecom  

ICT has grown and developed rapidly during the last decades, specifically in the 

mobile industry, which represents the most significant ICT market due to the 

appearance of the internet and the commercial success in the mobile communication 

market. Before 1999, the Internet was regarded as a fancy tool that only professionals, 

computer–savvy users, and “nerds” could play with [17]. During that time, Internet 

users were less than 5% of the worldwide population.  Recently, ITU estimated the 

number of internet subscribers at the end of 2017 to reach 3.4 billion, over 45% of the 

young population. By the end of 2023, the number of mobile phone users is expected 

to reach 5.4 billion, over 67 % of the population globally [18]., as shown in Figure 1.2. 

However, the ICT market, particularly the telecom industry, has reached market 

saturation, and the average annual churn rate reaches between 10 - 67% monthly due 

to the intense competition between service providers to attract new customers [19].  
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Commercial companies in general and telecom companies in particular are 

considered one of the top sectors on the list of industries that suffer from customer 

churning [20] with annual churn rates ranging from 20% to 46% [21]. This means a 

company could lose almost half of its customers, resulting in a profit drop. AT&T, a 

well-known wireless carrier, reported that the total churn rate was 1.01%, consistent in 

2023 with the previous year and 0.89% in first quarter and 0.95% in the second quarter 

in 2024 [22]. Even Twitter considers the effects of churn on their services, and it was 

reported that 60% of their accounts became idle within one month [23]. Furthermore, 

several research papers acknowledged the existence of the problem of churn from 

Telecom companies in different countries such as Nigeria [24], India [25], Kenya [26], 

Indonesia [27], and Ghana [28].   

Churn management is an essential concept in CRM; it manages the most relevant 

aspects that may change the customers' behavior, such as price, service quality, 

company reputation, and effective advertising competition. The primary way to reduce 

churn is to offer retention incentives [29]. Telecom companies use different strategies 

for churn management and retention: offering all clients incentives without determining 

which customers to target [30] or utilizing the customers’ transactional data to develop 

predictive models to specify the customers likely to defect in advance [31]. Once 

specified, these customers could be targeted with appropriate incentives to encourage 

them to stay [32]. These incentives can take several forms, such as promotions, 

discounts, free calls, etc. Price reduction is one of the main market methods for 

attracting customers willing to churn in the telecom sector [33]. Promotions such as 

 

Figure 1.2:  Subscribers using the internet 2005- 2023 
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free calls in which the customers only pay an equivalent amount of 12 or $15 monthly 

and get to take free calls on the same network have become common and result in 

affordable telecom services. This encourages existing customers to switch their calling 

plans and join the promotion, as they can easily switch carriers by simply purchasing a 

new SIM card. As a result, customers may end up with three or four different phone 

lines, choosing to use the one that offers the best promotion at any time.   

Traditional data analysis techniques that focus on mining quantitative and statistical 

techniques are used for churn detection in the telecom industry [34]. The success of 

this model depends on observing the customers’ behavior with the help of experience 

and creating rules to classify a client as a churner or not. For example, a telecom 

company could label the client as a churner when the client makes several calls to 

customer service. However, these rules are created using only intuition and experience 

and without a scientific method, so the outcomes may be below expectations. In light 

of this, a robust method is needed to make reliable predictions and decisions based on 

experience effectively. Data mining and ML techniques have been widely favored to 

model customer churn [35, 36]. This is because churn is a rare event in a dataset and 

making an accurate prediction calls for techniques that emphasize predictive ability 

[37]. Therefore, to eliminate customer churn probability and develop an effective 

customer retention program, the utilized model should be accurate [38], or else, these 

systems would be useless when spending incentives on customers who will not churn. 

The true classification of churners and non-churners provides the telecom companies 

enough time to build a specific campaign to decrease customer churn probability and 

maximize their retention campaign profitability [39].  

ML techniques have been broadly employed to model customer churn. This is 

because a churn is a rare event in a dataset and making accurate decisions requires 

creating models with high predictive performance. Therefore, to reduce customer churn 

probability and develop an effective customer retention program, the utilized predictive 

model should be accurate enough, or else, these systems will be useless when spending 

incentives on customers who will not churn. The correct classification of churners and 

non-churners provides telecom companies enough time to build a specific campaign to 

decrease customer churn possibility and maximize their profitability from the retention 

campaign [39]. Figure 1.3 shows the main learning model phases: 

i. Preparation phase  

ii. Learning phase  

iii. Performance and evaluation phase  

iv. Decision phase 
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Figure 1.3:  Learning system model 

Dataset collection for customer churn requires timely monitoring and observation 

before transformation to conceptual labelling. Study shows it is increasingly becoming 

difficult to collect required training dataset without labelling simultaneously. While the 

direct data labelling technique (interactive approach) is ruled out in many practical 

cases, error prone each time data label manually resulting to data imbalance problem. 

The data analysis pipeline for prediction focuses on data balancing, feature selection, 

and modeling. Therefore, in this regard, this study aimed to introduce the HEOMGA 

method, which combines Heterogeneous Euclidean-Overlap Metric (HEOM) and 

Genetic Algorithm (GA) to minimize data imbalance, ACO-RSA as a feature selection 

method and improved GBM model for better CP accuracy. 

1.3 Research Questions  

The fundamental research questions to be investigated throughout this proposal:   

• Over-sampling techniques that utilize all available information in the 

minority class, such as SMOTE or ADASYN, can potentially outperform 

local neighbor-based methods depending on the context of the CP problem. 

Techniques like SMOTE generate new synthetic instances by interpolating 

between existing minority class instances, which can help improve model 

performance by addressing class imbalance. However, their effectiveness 

can vary based on the nature of the dataset and the specific problem, and 

investigations comparing both approaches are necessary to draw definitive 

conclusions. Therefore, can over-sampling techniques that utilize all 

available information in the minority class outperform those that rely 

on local neighbor information in CP prediction problems? 
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•   Advanced metaheuristic-based optimization methods can enhance CP 

predictions by effectively selecting the most relevant features. These 

methods explore the feature space more thoroughly and can identify feature 

combinations that traditional methods might overlook. This can improve 

model accuracy, robustness, and generalization by reducing dimensionality 

and eliminating irrelevant or redundant features. Therefore, can features 

selected via advanced metaheuristic-based optimization methods help 

improve CP predictions? 

•   Gradient-boosting methods, which use tree-based weak learners, can 

significantly enhance CP predictions. This method builds an ensemble of 

trees (weak learners), where successive trees correct the errors of the 

previous ones, leading to a highly accurate final model. Therefore, can the 

gradient-boost optimization method be used with tree-based weak 

learners to improve CP predictions?  

 

1.4 Research Contributions 

The contributions of this project can be summarized as follows:  

1. Develop a new method for the class imbalance problem in applying Churn 

Prediction (CP) in the telecom sector (the details of the proposed method are 

provided in chapter 4).  

For solving the class imbalance problem in CCP, the minority data points are increasing 

using a hybrid techniques. It comprises two steps: (i) the distance between points within 

minority class data is calculated, as the square root of summation, to produce the fitness 

score that indicates the similarity (distance) between the data points. (ii) A genetic 

algorithm (GA) is applied (crossover and mutation) to produce new data points based 

on the smallest distance and hence, decreasing the class imbalance problem. 

2. Propose a new heuristic searching method-based feature selection method for CP 

(the details of the proposed method are provided in chapter 5).  

Although correlations amongst features and with the class variable are valuable for 

predicting importance to eliminate weak correlation, the method is good only for linear 

relation. For exploiting the nonlinear relations amongst the features, a new searching 

method is needed. The literature on feature selection reported that algorithms like Ant 

Colony Optimizer (inspired by ants food finding capability) and Reptile search 

Algorithm (inspired by crocodiles' hunting capability), etc shows superiority in solving 
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several engineering problems and are excellent at solving multiple problems 

simultaneously. In this work a combination of these two techniques supporting each 

other is proposed to solve two optimization issues namely feature selection and 

performance improvement of CCP.  

3. Develop a new CP model with high predictive performance that may be used to 

develop effective strategies and contain customer churn risks in the telecom sector 

(the details of the proposed method are provided in chapter 6). 

The traditional Gradient Boosting Machine (GBM) for CP is improved model 

by using a stronger starting classifier, known as a base learner. A combination 

of Particle Swarm Optimization and Artificial Ecosystem-based Optimization 

for tuning hyper-parameters of the improved model while preventing premature 

convergence in the local optima. 

1.5 Publications  

• AlShourbaji, I., Helian, N., Sun, Y., & Alhameed, M. (2021). Customer 

churn prediction in telecom sector: A survey and way a head. Journal of 

scientific & technology research.  

https://uhra.herts.ac.uk/handle/2299/25060 

• AlShourbaji, I., Helian, N., Sun, Y., & Alhameed, M. (2021). Anovel 

HEOMGA approach for class imbalance problem in the application of 

customer churn prediction. SN Computer Science, 2, 1-12. 
https://doi.org/10.1007/s42979-021-00850-y  

• Al-Shourbaji, I., Helian, N., Sun, Y., Alshathri, S., & Abd Elaziz, M. 

(2022). Boosting ant colony optimization with reptile search algorithm for 

churn prediction. Mathematics, 10(7), 1031. 

https://uhra.herts.ac.uk/handle/2299/25060  

• AlShourbaji, I., Helian, N., Sun, Y., Hussien, A. G., Abualigah, L., & 

Elnaim, B. (2023). An efficient churn prediction model using gradient 

boosting machine and metaheuristic optimization. Scientific 

Reports, 13(1), 14441. 

 https://doi.org/10.1038/s41598-023-41093-6 

 

 

 

 

 

 

1.6 Thesis Structure  

https://doi.org/10.1007/s42979-021-00850-y
https://uhra.herts.ac.uk/handle/2299/25060
https://doi.org/10.1038/s41598-023-41093-6
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The rest of the thesis is structured as follows: 

• Chapter 2 discusses a literature review on customer churn prediction using ML 

and explores various techniques and their effectiveness in addressing churn 

challenges. 

• Chapter 3 overviews different open-source datasets used in customer churn 

prediction and their unique characteristics. 

• The HEOMGA method combines HEOM and GA to address the class imbalance 

by oversampling the minority class along with experimental results on benchmark 

datasets is described in Chapter 4. 

• Chapter 5 proposes an ACO-RSA-based-FS approach for feature selection in 

customer churn prediction and comparative analysis with other competitors like 

PSO, MVO, and GWO on multiple datasets. 

• The CP-EGBM model is introduced in Chapter 6 by incorporating SVMrbf as a 

base learner and an exponential loss function to enhance GBM's learning process 

for churn prediction. An mPSO is developed to optimize hyperparameters. 

• The report concludes with Chapter 7, which includes a summary of contributions 

thus far, along with the main achievements of this thesis and also provides plans 

for future research.  
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 Literature Review 

2.1 Business Domain Knowledge 

By looking at the market size in the telecom industry, with the intent of finding the necessary 

information to understand how significant the churn problem is. The key findings include: 

• The number of subscriber milestones in the telecom industry is expected to increase and reach 

more than 9 billion by the end of 2022 globally [40] 

• 62.9% worldwide already owned a mobile phone in 2016 and is expected to reach 67.1% in 

2019 [41]. 

• 35% of the individuals using the Internet are young people aged 15-24, Least developed 

countries compared with 13% in developed countries and 23% worldwide [42].  

The following information is the average across the telecom industry: 

• The monthly churn rate reaches between 10 - 67% [20]. This reflects significant differences 

in customer retention, where some companies lose as few as 1 in 10 customers monthly, while 

others may lose more than half. 

• The average monthly revenue per business customer of Frontier communications reached $ 

673.72 in 2016 [43]. 

• The gross margin in the second quarter of 2017 is 80.38% [44].  

• The customer's lifetime is 52 months [45]. 

• A customer's lifetime value is $1782 in Frontier company [45] 

• The acquisition cost of a new customer in the telecom sector is $ 315 [46]. 

Customer lifetime value can be defined as a measure of how much profit can be generated over the 

customer's lifetime.  

Gross margin is a company’s residual profit after selling a service or product and deducting the 

cost allied with its production and sale.  

Acquisition cost refers to gaining new customers, which involves persuading customers to purchase 

a company’s services or products. It measures how much value customers bring to telecom companies 

and their businesses  

Several reasons are presented in the work of [47] for when customers decide to stop using the 

service and why. The authors classified the causes of churn into three groups: controllable churn, 

uncontrollable churn, and non-pay/abuse. The controllable includes anything under the company's 

control: Defecting to a competitor, response to poor service, and the service price. Uncontrollable 
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includes all the reasons that are outside the control of the company hands, such as death, illness, and 

moving to a different country. The last group includes the causes related to nonpayment, abuse, theft 

of service, or other causes in which the company made the churn decision for the customer and it is 

unclear whether any of the non-pay/abuse is controllable or not.  

A wide variety of factors play a great effect on churn in the telecom industry, such as income level, 

educational background, marital status, age, gender, geographical location, the effect of family and 

friends, cultural habits, service quality, and price.  In [48], the authors highlighted that account length, 

international plan, voice mail plan, number of voice mail messages, total day minutes, total evening 

minutes, total night minutes, total international minutes, and number of calls to customer service are 

the most important factors for churning. Some other works emphasized that factors such as income 

level, educational background, marital status, and friend factors [49] and economic patterns: rate plans, 

tariffs, and the promotion available from different service providers [50] are crucial in determining 

customer churn. 

The author in [51], investigated customer behavioral and demographic characteristics. The 

behavioral factors include rate plan (i.e., number of rate plan changes made with the carrier), handset 

changing frequency (i.e., number of handset changes made with the carrier), contract (Customer’s 

service contract), rate plan suitability, customer tenure (i.e., number of months the customer stays with 

the service provider since service activation) and account status (still active or already churned at the 

end of the study period). The demographic factors include age, location (Western Canada or Eastern 

Canada), and language (English or French). The data were extracted from a Canadian wireless carrier, 

and 4896 residential customers were selected. The final results showed that rate-plan suitability is a 

key factor in customer churn. It suggests that customers who frequently change their call plans tend 

to churn less, indicating that offering flexible and suitable rate plans can significantly reduce churn 

rates.    

In another recent work, the authors in [52] demonstrated the lost customer-first behaviors and 

lifetime experience, the reasons behind defection and the nature of the win-back offer made to lost 

customers are all related to the likelihood of their reacquisition, lifetime duration, and the lifetime 

profitability per month in a US telecom products and services company. They include six sets of 

variables:  

• First behaviors and lifetime experience (a member of referrals, number of complaints, and 

service recovery). 

• Defection behavior (price-related reasons, service-related reasons, or price and service-related 

dummy and time of defection). 

• Win back offer nature (price discount, service upgrade, and price discount and service 

upgrade),  
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• Interaction between reasons for defection and win-back offers (price-related defection X price 

discount offer, service-related defection X service upgrade offer). 

• First-lifetime marketing contacts (frequency of phone calls, e-mails sent, and direct emails). 

• Demographics and first life control variables (age, gender, income, household size, education 

level, tenure, revenue, level of service plan, and cross-buy).  

Their empirical results indicated that referral and complaint are essential pointers for the quality of 

the first-lifetime experience and how customers with positive first-lifetime experiences were more 

likely to accept a win-back offer. 

Other factors and their complex relationships affect customer churns, such as service quality, a 

combination of features such as network coverage, signal strength, voice quality, and customer service 

provided by the service provider. This factor directly influences customers to switch to another service 

provider, as confirmed in the work of [53, 54]. 

In [55], the authors surveyed 196 respondents in the Java West area to assess how customer value 

and service quality affect customer churn. They found that higher service quality positively influences 

customer value and helps control customer churn    

Service usage, switching cost, customer dissatisfaction, and demographic factors play a crucial role 

in customers switching to another service provider [56] when the authors used a dataset containing 

1,000,000 records and 42 factors collected from a telecom company in the US.  

Table 2.1: List of literature effort and the various factors used by the researchers in their works.   

Works  Customer churn factors  

Braun & Schweidel, 2011, 

[47] 

Controllable churn, uncontrollable churn, and non-pay /abuse 

Antipov & Pokryshevskaya, 

2010, [48] 

Account length, international plan, voice mail plan, number of 

voice mail messages, total day minutes, total evening minutes, total 

night minutes, total international minutes, and number of calls to 

customer service 

Wong, 2011, [49] Income level, educational background, marital status, and friends 

Ranaweera, 2007, [50] Economic patterns: rate plans, tariffs, and the promotion available 

from different service providers  
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Wong, 2011, [51] Behavioral: Rate plan, handset changing frequency, contract, rate 

plan suitability, customer tenure and account status, Customer 

demographic information: Age, location, and language 

Kumar et al., 2015, [52] First behaviors and lifetime experience, defection behavior, win 

back offer nature, the interaction between reasons for defection and 

win-back offers, First-lifetime marketing contacts, and customer 

demographics 

Cronin et al., 2000, [53] Al-

Rousan et al., 2010, [54] 

Service quality 

Marwanto & Komaladewi, 

2017, [55] 

Customer value and service quality  

Al-Mashraie et al., 2020, 

[56] 

Customer demographic information: age and gender, number of 

dripped calls, number of service calls, and geographical area  

 

2.2 Computer Science Domain 

Developing a model that accurately predicts customer churn could have several managerial and 

financial implications for telecom companies. The correct classification of a customer as churner and 

non-churner can reduce misclassification costs such as cost of incentives and retention rate in real-

world decision making, the assumption of equal miss classification, the default operating mode for 

many classifiers, is most likely violated. Customer churn has significant negative managerial and 

financial results on the company retention strategies. For instance, a company might lose direct contact 

with a client, making it impossible to sell additional products to them. Additionally, if an incentive is 

mistakenly sent to a non-churning customer instead of the actual churner, the intended churner misses 

out on the incentive meant to retain them. This misallocation could waste the marketing budget and 

negatively impact the company's financial resources [57, 58]. 

During the last decade, various studies have applied ML techniques for CCP modeling. Table 2.2 

provides an overview of previous works on using ML techniques for modeling CCP in the telecom 

industry. Some primary reference papers in recent literature, along with their titles, the modeling 

techniques used, the dataset names and their characteristics, the number of records and variables and 

whether the datasets are Private (*) or public (#), the applied evaluation measures, the validation 

method, and research outcomes are summarized in the table.     
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Class imbalance, a common issue in CCP, is often tackled with over-sampling techniques such as 

SMOTE and ADASYN. Several studies underline the importance of feature selection for improving 

model accuracy. In [17] and [216] used information gain attribute is evaluation with GA to select key 

features, leading to improved CCP accuracy. As per literature, performance measures such as AUC, 

recall, F-measure, and accuracy are consistently used to evaluate model efficacy. Many studies have 

demonstrated that advanced and hybrid methods outperform baseline models in these key metrics. 
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 Datasets descriptions 

3.1 Benchmark Datasets 

Publicly available benchmark datasets for customer churn are used in this research. The 

characteristics of these datasets are presented in Table 3.1. CP is a binary classification 

problem (churner or non-churner). Details of each dataset such as data collection, 

features can be found in the hyperlink given in Table 3.1.    

Table 3.1: The characteristics of the open-source customer churn datasets  

Dataset Source 

#
 i

n
st

a
n

ce
s 

#
 f

ea
tu

re
s 

#
 c

la
ss

es
 

#
 c

h
u

rn
er

s 

#
n

o
n

-

ch
u

rn
er

s 

Dataset 1 https://www.kaggle.com/barun210

4/telecom-churn 
3,333 21 2 483 2,850 

Dataset 2 https://www.kaggle.com/datasets/b

lastchar/telco-customer-churn 
7,043 21 2 3,521 3,522 

Dataset 3 https://www.kaggle.com/datasets/j

pacse/datasets-for-churn-telecom 
71,047 58 2 14,210 56,837 

Dataset 4 https://www.kaggle.com/abhinav8

9/telecom-customer/data 
100,000 100 2 49,562 50,438 

Dataset 5 https://www.kaggle.com/barun210

4/telecom-churn 
3,333 11 2 483 2,850 

Dataset 6 https://www.kaggle.com//barun21

04/telecom-churn 
3,150 16 2 495 2,655 

Dataset 7 https://www.kaggle.com/code/tusa

rahmed/internet-service-provider-

customer-churn   

50,375 10 2 20,331 30,044 

 

To understand the research questions more comprehensively, it is essential to define 

the types of data utilized in this study, specifically focusing on customer churn datasets. 

This subsection will provide clarity of some attributes involved and how they relate to 

the analysis of churn behavior. 

1. Customer Demographics: This data includes attributes such as age, gender, 

income, and geographic location. These features help in understanding 

customer segments and their likelihood of churning. 

https://www.kaggle.com/barun2104/telecom-churn
https://www.kaggle.com/barun2104/telecom-churn
https://www.kaggle.com/datasets/jpacse/datasets-for-churn-telecom
https://www.kaggle.com/datasets/jpacse/datasets-for-churn-telecom
https://www.kaggle.com/abhinav89/telecom-customer/data
https://www.kaggle.com/abhinav89/telecom-customer/data
https://www.kaggle.com/barun2104/telecom-churn
https://www.kaggle.com/barun2104/telecom-churn
https://www.kaggle.com/barun2104/telecom-churn
https://www.kaggle.com/barun2104/telecom-churn
https://www.kaggle.com/code/tusarahmed/internet-service-provider-customer-churn
https://www.kaggle.com/code/tusarahmed/internet-service-provider-customer-churn
https://www.kaggle.com/code/tusarahmed/internet-service-provider-customer-churn
https://www.kaggle.com/mehmetsabrikunt/internet-service-churn
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2. Churn: This is the target variable that directly answers the primary research 

question about customer retention. Understanding which factors lead to a 

"Yes" (churn) or "No" (non-churn) is crucial for predicting customer behavior. 

3. Service Usage: This data pertains to how customers interact with the service, 

such as frequency of use, duration of engagement, and service features utilized. 

Understanding usage patterns can indicate potential churn. 

4. CustomerCareCalls and RetentionCalls: These attributes reflect customer 

service interactions. A higher number of calls could indicate problems that 

might lead to churn. Analyzing these interactions can inform the second 

research question about feature selection and the importance of customer 

service in predicting churn. 

5. Total Day/Night/International Calls and Charges: These features provide 

insights into customer behavior patterns that can be used to refine the 

predictive models. They are crucial for exploring how usage patterns correlate 

with churn and improving model accuracy in the context of the research 

question. 

Shared attributes amongst all datasets are: 

• Services signed up by customers – phone, multiple lines, Internet, online security, 

and streaming TV and movies. 

• Customer account information – how long they have been a customer, monthly or 

total charges. 

• Demographic info about customers – gender, age range, and if they have partners 

and dependents. 

3.2 Datasets preprocessing  

The pre-processing is performed and the step-by-step procedure for the data pre-

processing is as follows:  

• The discrete attributes of unique values are ignored since the number of levels 

does not affect the model training process.  

• Convert the textual categorical features such as ‘yes’, ‘no’, ‘true’, and ‘false’ into 

‘0’s and ‘1’s.  

• Continuous features can be scaled using the Min-Max normalization method and 

the Linear transformation (L) of the original input range to a newly specified 

range. 
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𝐿 =
𝑚𝑎𝑥𝑜𝑙𝑑(𝑖) − 𝑥(𝑖)

𝑚𝑎𝑥𝑜𝑙𝑑(𝑖) − 𝑚𝑖𝑛𝑜𝑙𝑑(𝑖)
(𝑚𝑎𝑥𝑛𝑒𝑤(𝑖) − 𝑚𝑖𝑛𝑛𝑒𝑤(𝑖)) + 𝑚𝑖𝑛𝑛𝑒𝑤(𝑖) (1) 

where 𝑚𝑖𝑛𝑜𝑙𝑑(𝑖) and 𝑚𝑎𝑥𝑜𝑙𝑑(𝑖) are the minimum and maximum values of ith 

feature and 𝑚𝑖𝑛𝑛𝑒𝑤(𝑖) and 𝑚𝑎𝑥𝑛𝑒𝑤(𝑖) are the new desired minimum and 

maximum values of ith feature.  

Min-Max normalization is applied to transform all features in the dataset into the 

range of 0–1, which means 𝑚𝑖𝑛𝑛𝑒𝑤 and 𝑚𝑎𝑥𝑛𝑒𝑤 for all features is 0 and 1, 

respectively. 
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 A novel HEOMGA 

Approach for Class Imbalance 

Problem in the Application of 

Customer Churn Prediction 

4.1 Introduction 

In recent years, the problem of imbalance class has been widely studied in ML. 

Typically, this problem occurs when the classes in a given dataset are unequally 

distributed between the minority and majority classes. Without consideration of this 

problem, the effective learning process by classification algorithms will be a challenge 

since the main goal is detecting minority classes [79]. Addressing this problem has 

attracted increased attention from the research community due to its importance in 

different applications; examples include malware detection [80], medical diagnosis 

domain [81], financial crisis prediction [82], and churn prediction [83]. Several studies 

compared random sampling techniques to handle the class imbalance problem in the 

preprocessing phase. The results from these efforts highlighted that these methods 

were helpful before applying classification algorithms [84, 85]. This is also confirmed 

by the work of [86] when 26 datasets were used to investigate the influence of class 

imbalance before and after balancing the datasets. On the other hand, it was reported 

that random sampling methods for class imbalance were shown not to be useful in 

improving the performance of prediction results [87, 88]. 

Balancing class is necessary when learning from highly skewed datasets because an 

imbalanced dataset could classify all the instances as negative, leading the learner to 

have a high false-negative rate [89, 90]. For example, in a customer churn scenario 

where 90% of customers are loyal and only 10% are churners, an imbalanced dataset 

might cause a model to predict that all customers will stay. This approach would result 

in a high false-negative rate, missing many of the actual churners who need targeted 

retention efforts. Balancing the dataset helps the model more accurately identify and 

address customers who are likely to churn. Therefore, a balancing strategy with better-
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interpreting capability is essential in the preprocessing phase to specify churn 

customers. The cost is usually high, as it means the company misses opportunities to 

retain valuable customers.  

In this work, we propose a novel method based on Heterogeneous Euclidean-

Overlap Metric (HEOM) and Genetic Algorithm (GA) to generate data points from the 

existing minority ones rather than use random methods. This work proposes a data-level 

strategy for addressing the class imbalance problem. The main objective of this work is 

to investigate the suitability of the proposed method in achieving optimal performance 

results and facilitating the learning process by learners from imbalanced datasets. A 

thorough empirical study was carried out, which proves the significant performance 

gains of the proposed method compared to other popular oversampling algorithms. 

The rest of the chapter is organized as follows: The section “Literature review 

“reviews SMOTE and ADASYN oversampling methods. Section “Proposed Method” 

presents the proposed method. Section “Experiment Design” describes the imbalance of 

customer churn datasets used to examine the proposed method, while section. “Results 

and Discussion” provides the experimental design used in this work. Section 

“Conclusion and Future Work” presents the results and discussion of this research. 

The final section summarizes the chapter along with future work. 

4.2 Literature  Review 

Research on synthesizing minority samples has been widely studied to address the 

problem of class imbalance distribution at the data level. The random sampling 

method is the simplest way. Its main goal is to improve data quality in the 

preprocessing phase before training classification algorithms. Random sampling can 

be divided into two categories: undersampling and oversampling. In the under-

sampling technique, the same samples belonging to the same majority of samples are 

removed from the dataset. For example, 30% under sampling means that 30% of the 

available majority instances are randomly removed from the dataset. However, by 

removing significant instances, this method may potentially lose valuable information. 

The second category attempts to create a superset of the original dataset. This can be 

achieved by replicating the minority instances from the existing dataset. The 

replication can be done either randomly or using an intelligent method. For 

example, 100% oversampling means that the minority instances are replicated once 

on average. However, a drawback of this method is that creating additional instances 

could have a significant impact on computational cost and overfitting. 
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SMOTE is an advanced method of oversampling, and it was developed by 

Chawla et al. [91]. This approach randomly picks one data point from the k neighbors 

of a minority class sample and inserts a new synthetic minority class sample on the 

line that connects the randomly chosen minority class sample and one of its k minorities 

nearest neighbors belonging to the minority class sample, as illustrated in Figure 4.1. 

He et al. [92] proposed ADASYN to overcome the problem of class imbalance. It 

is an oversampling method developed to reduce generating noise data and 

ambiguity along the decision boundaries produced by SMOTE. The major 

difference between SMOTE and ADASYN is in generating synthetic sample points 

for minority data points. In ADASYN, the data points that are harder to learn are 

more frequently presented by this method, as shown in Figure 4.2. 

Recent developments of SMOTE and ADASYN, Borderline-SMOTE [93], Safe-

Level-SMOTE [94], and Local Neighborhood SMOTE [95] are some other 

extensions to reduce generating noise data and the ambiguity along the decision 

boundaries that SMOTE produces. These extensions attempt to create data points 

from the minority class that are close to the borderline between the two classes. 

 

Figure 4.1: Generation of synthetic samples using SMOTE, a randomly selected 

minority class sample and of its k =5 nearest neighbors 

He et al. [92] proposed ADASYN to overcome the problem of class imbalance. It 

is an oversampling method that was developed as an extension to reduce generating 

noise data and ambiguity along the decision boundaries that SMOTE produces. The 

significant difference between SMOTE and ADASYN is in generating synthetic 

sample points for minority data points. In ADASYN, the data points that are harder to 

learn are more frequently presented by this method, as shown in Figure 4.2. 
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Figure 4.2: Generation of synthetic samples using ADASYN 

G-SMOTE, is an extension of the SMOTE algorithm, where it aims to define a safe 

area around each selected minority data point such that the generated synthetic sample 

points for minority data points inside this area are not noisy. Also, to increase the variety 

of generated samples points by expanding the minority class area.  

Barua et al. [96] proposed another recent technique for imbalanced data problems: 

Majority Weighted Minority Oversampling Technique (MWMOTE). This method has 

several functions, which include a) generating a useful synthetic class sample, b) 

adding weights to the selected sample based on their importance, and c) clustering to 

produce suitable synthetic minority class samples.   

Zhu et al. [97] assessed the suitability of ADASYN, Borderline SMOTE, Random 

oversampling, and SMOTE strategies for class imbalance in churn prediction using 11 

datasets. The results recommended that suitable sampling strategies need to be selected, 

and the setting of the class ratio has an impact on the model performance. Another work 

[98] investigated six sampling techniques and used four customer churn datasets. These 

methods include Mega-trend Diffusion Function (MTDF), SMOTE, ADASYN, 

Couples Top-N Reverse k-Nearest Neighbor (TRkNN), MWMOTE, and Immune 

centroids oversampling technique (ICOTE). Their empirical results demonstrated that 

MTDF performed better than the other oversampling methods they used in the study.  

Salunkhe et al. [99], proposed a hybrid data-level approach for handling class 

imbalance problems. The authors combined SMOTE and under-sampling techniques 

to achieve better results. The aim was to focus on the majority class's necessary data 

and avoid removing valuable information when using the under-sampling technique 

before the model training stage. They achieved results better than the other techniques 

for class imbalance.  
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During the last decade, a worldwide range of studies has applied GA for class 

imbalance problems [100, 101, 102]. In the approach of [103], GA with SMOTE was 

combined to perform oversampling and they used different sampling rates for different 

minority examples until reaching the desired oversampling rate. The results showed 

that the proposed method achieved better performance compared to SMOTE. In 

another work, GenSample was proposed by [104]. They used the GA method for 

oversampling minority classes by considering the difficulty in learning an example and 

the improved performance caused by oversampling it. Their final results showed that 

the GenSample method achieved better performance than the traditional methods. 

Distance-based algorithms are widely used for class imbalance problems to provide a 

numerical description of the similarity between two objects. Several studies confirmed 

that improving distance metrics performance makes ML algorithms more accurate 

[105-108]. The aim of the research done by Mahin et al. [109] is to improve the 

categorization process of the minority class by incorporating the idea of using a dataset-

specific distance function and choosing the appropriate distance metric and k nearest 

neighbor's value among the five used distance metrics for five datasets. They concluded 

that there is no optimal distance metric for all the datasets.  

Modifications can be made at the algorithm level by incorporating the cost of 

misclassifying minority samples or integrating one class learning algorithm. Bagging 

and boosting ensemble techniques can be used as cost-sensitive methods, where the 

classification outcome is some combination of multiple classifiers built on the dataset. 

Guo et al. [110] applied data boosting to improve the performance of complex, 

difficult-to-classify examples. The algorithm-level method tries to adapt existing 

learning algorithms to strengthen their learning capability regarding the majority class. 

However, this approach requires a deep understanding of the application domain and 

corresponding classifiers. Hybrid methods are also used to conquer the problem of class 

imbalance recently. An ensemble of classifiers can be used at the algorithm level and 

different sampling methods and cost-sensitive learning methods can be hybridized at 

the data level. Liu et al. [111] incorporated oversampling and undersampling with an 

ensemble Support Vector Machine (SVM) to improve its prediction performance. 

Experimental results showed that better performance was achieved by SVM when the 

problem of class imbalance was contained by the use of oversampling and 

undersampling methods compared to other classifiers and SVM alone.  

Based on the conducted review, the first observation indicates that solving class 

imbalance at the data level seems the most viable and widely used option in practice to 

provide the learner with more robust training data [96-111]. The existing techniques 
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conduct oversampling based on the information of subset of the minority data points 

which only considers local information, However, the idea is to generate artificial 

minority data points based on all minority data points that considers global information. 

To achieve this, HEOMGA is utilized as will be discussed in the next section  

 

4.3 Proposed HEOMGA Method  

4.3.1 HEOM 

A number of distance metrics are designed and used for measuring similarity and 

dissimilarity among samples within a given dataset. These metrics depend on the nature 

of the dataset's attributes, whether they are numerical or only contain categorical 

attributes. For example, Euclidean distance is the most widely used when all the 

attributes are numerical. Another example, Hamming Distance, can be used when only 

categorical attributes. However, some other metrics were designed to handle nominal 

and categorical attributes, i.e., mixed or heterogeneous data such as HEOM. It has 

become more popular due to its simplicity and efficiency in independently handling 

continuous and discrete attributes [112 - 115].  

Considering input vectors x and y, the HEOM distance can be calculated by 

𝜌(x, y) = √∑ 𝑑(𝑥i, 𝑦𝑖)2n
i=1       (1) 

𝑑(𝑥𝑖, 𝑦𝑖) is the distance between the two cases on its ith attribute, were, 

𝑑(𝑥i, 𝑦i) = {

1,                       if 𝑥𝑖 or 𝑦𝑖  is missing                            

𝑑𝑜(𝑥i, 𝑦i),              if  𝑥i and 𝑦𝑖 are discrete variables       

𝑑𝑒(𝑥i, 𝑦i),              if  𝑥i and 𝑦𝑖 are continuous variables 
   (2) 

HEOM uses the overlap metric do, for categorical attributes,  

𝑑𝑜(𝑥i, 𝑦i) =  {
0,        if 𝑥i = 𝑦i     
1,        otherwise

      (3) 

The Euclidean distance 𝑑𝑒(𝑥i, 𝑦i), for continuous attributes 

𝑑𝑒(𝑥i, 𝑦i) =  |𝑥𝑖 − 𝑦𝑖|2      (4) 

 

4.3.2 GA 

A GA uses an iterative method to look for a global solution; a new population at each 

iteration is created, including the progressions of individuals chosen from the previous 

iteration. Also, the original population is composed of random resolutions. A data 

structure called a chromosome codifies people. The chromosomes are reflected by a bit 
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of string in the simple or normal GA. Each bit of a gene reflects the presence (value 1) 

or absence (value 0) of a particular trait in the individual. In each generation, 

individuals measure their fitness to resolve the issue. A fitness function that decodes 

the information stored in each chromosome is considered a measure of its consistency 

with quality requirements. A chromosome is evaluated to test its "fitness" as a solution. 

The fitness function plays a vital role in the environment in natural evolution by rating 

individuals in terms of their fitness. Selecting and formulating an appropriate fitness 

function is crucial to solve any GA problem efficiently. In our case, selecting the 

optimal samples (data points) in the initial population, the minority class is set to 

HEOM.  

Random members from the population are chosen for reproduction after assessment, 

creating offspring, which would form a new population. According to the rules of 

natural selection, this selection would favor the fittest entity. Their chromosomes are 

combined in the replication of the chosen individuals to get two descendants. This 

hybrid method is carried out by adding a crossover operator, a binary operator applied 

to two individuals. These individuals are called parents, and their genes are mixed to 

generate two new individuals, called offspring. A typical crossover operator is a one-

point crossover for the bit-string representation. The second operator is a mutation, 

which enforces genetic heterogeneity in the current solutions. The boundary mutation 

alters genes from the individuals produced in the crossover process. The population 

generation methods, the assessment of their individuals, and the selection and 

deployment of genetic operators are iterated and form the basis of the GAs. The GA 

can generate different solutions to the same problem, depending on the initial 

population. Therefore, the GA is typically run many times for varying initial 

populations, and other conditions can be used to stop it. For instance, when the 

maximum number of generations is reached, the GA can be stopped. 

4.3.3 HEOM GA 

HEOM measures the distance of the first data point with all other minority data points 

in the initial population, which is the square root of their summation to produce the 

final fitness score for that data points. HEOM acts as a fitness function for measuring 

similarity (distance) between the individuals (data points) in the initial population, 

which contains all the minority class samples in the training dataset to decide which 
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data points to use and the data points with small scores which are produced from 

HEOM are selected as parents for mating and then apply the GA variants (crossover 

and mutation) to produce offspring within the same iteration.  Based on the three 

genetic operators and the evaluations, the better new populations of a candidate after 

the specified number of generations (e.g., number of generations =5), the best solution 

is formed and appended to the initial population. In order to start the next iteration, two 

data points with the shortest distances are selected as parents by returning the 

corresponding distance to each data point in the initial population in addition to the 

appended data points from the distances list produced in the previous iteration and then 

starts the role of crossover and mutation operators. This procedure will be repeated 

until the majority data points are equal to the minority data points in the original data 

set. Finally, to avoid generating newly duplicated data points, the algorithm will check 

and delete any duplicated ones.  Figure 6 depicts the proposed method processes.   

SMOTE and ADASYN generate a noise sample that has penetrated the majority 

class region, increasing by overlapping. These noise samples are less useful because 

they do not add any new information to the imbalanced datasets and may lead to 

overfitting. It was confirmed that using the Euclidean distance metric that SMOTE and 

ADASYN use to measure the distance between two objects introduces issues regarding 

imbalanced data and performance problems regarding computation or approximation 

of the square root [108]. Most datasets have both nominal and categorical attributes, 

and the major weakness of the Euclidean distance is that when some attributes have a 

 

Figure 4.3: Basic structure of the HEOMGA method 
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large range of values as opposed to the remaining attributes, they may influence a 

bigger impact on the computed distance. In comparison, attributes with a lower range 

of values will have a lesser impact on the results. 

In the proposed method, all the minority data points are selected as the initial 

population, and the HEOM finds the distance between them by calculating the square 

root of their summation to produce the final fitness scores. In HEOM, normalized 

Euclidean distance is used for numeric features, and the overlap distance for categorical 

features is employed to find the distance between two instances, x1 and x2, as provided 

in the above equations (3 and 4). Applying the HEOM distance metric allows better 

handling of nominal and categorical attributes following the dataset nature. In addition, 

HEOM will help obtain better representation capability for minority data points and 

will enable us to appropriately select the data points that will be used as input for mating 

in the GA. 

Crossover and mutation operators in GA realize the search exploration and 

exploitation, respectively. Exploration is the ability to create diversity in the population 

by exploring the search space, while exploitation reduces diversity by focusing on 

individuals of higher fitness. Therefore, the newly generated synthetic data points will 

be produced in a safe region within the boundaries of the minority data points that the 

HEOM selects. As shown in Figure 4.4, overlapping and overfitting problems will be 

somehow eliminated by causing the distance (d) between the generation area (the pink 

dotted oval) and the decision boundary to be larger and spread the newly generated 

data points far from the majority space.  

Crossover and mutation operators improve the learning process by providing rich 

information about the newly generated data points since they are inherited from the 

 

Figure 4.4: An example of how can HEOMGA avoid overlapping 
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original data points, as shown in Figure 4.5. This will make the learning process by a 

given learner easier. Finally, the HEOMGA will check and delete any duplicated data 

points during the generation process to avoid the generation of newly repeated samples,  

4.4 Experimental Design 

A set of publicly available datasets for customer churn prediction are used in this work. 

Table 3.1 gives the details for each dataset. Evaluation of data mining and ML methods 

on publicly available datasets offers different advantages [116]. These benefits include:  

• In terms of comparability of results, ranking methods, and evaluation of 

existing methods with new techniques 

• Study the impact of the data and their characteristics on the performance of a 

technique 

• Using available datasets provides insight into the effect of each phase of the 

followed methodology 

 

Please note that the datasets provided in Table 3.1-chapter 3, excepting Dataset 2 

because it is a balanced dataset, are used to evaluate and validate the results of the 

proposed HEOMGA method.  

 

Figure 4.5: GA operators’ processes 
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4.4.1 Baseline approaches and Learners  

Three different learners are used to examine the capability of the method: Decision 

Trees (DTs, i.e., C4.5 algorithm), Bagging, and SVM with radial basis function kernel 

(SVMrbf). These learners are selected due to their popularity with classification 

problems and sensitivity to imbalanced datasets [117, 118].  

The DTs are one of the most popular and interpretable machine learning algorithms, 

commonly used for both classification and regression tasks. Their simplicity, ability to 

handle both categorical and numerical data, and ease of visualization make them a 

fundamental tool in data science. DTs work by splitting the dataset into smaller subsets 

based on certain criteria or questions at each node, ultimately leading to a decision or 

prediction at the leaf node. The DTs rely on greedy-search heuristics that checks one 

variable at a time [119], and therefore, it can attain a high level of accuracy by 

predicting the majority class, mainly if the majority class constitutes most of the 

dataset.   

SVMs are a powerful class of supervised learning algorithms primarily used for 

classification, though they can also be adapted for regression tasks. SVMs are designed 

to find the optimal hyperplane that separates data points of different classes with the 

maximum margin. This geometric approach makes SVMs highly effective for both 

linear and non-linear classification problems. An SVM learner tries to find the 

hyperplane by splitting instances of two classes based on the largest distance between 

them. It is useful mainly due to its capability to work in high-feature space since the 

learner can map complex nonlinear relationships between input and output with 

relatively high-accuracy [120].  

Bagging is a powerful ensemble technique that enhances the performance of 

machine learning models by reducing variance and improving accuracy. By leveraging 

the diversity of multiple models trained on different subsets of data, bagging creates a 

robust and reliable predictive system. Despite its computational cost and potential loss 

of interpretability, bagging remains a fundamental approach in machine learning, 

widely applied across various fields to achieve better and more stable predictions. 

Bagging is an ensemble learning learner who can effectively handle class imbalance 

problems [118].  The nearest neighbors (K) parameter number in both SMOTE and 

ADASYN was set to 5 [121].  

10-fold cross-validation is used to avoid picking particular parts for training and 

testing. The number of k was adjusted to 10; the resulting data was split into 10 parts; 

the procedure started by splitting the dataset into 90% for training and 10% for testing. 
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In order to finalize the process, the procedure was repeated 10 times to allow each part 

of the data to be tested; finally, the average results were considered for the used datasets 

on the 10 partitions.  

4.4.2 Experimental setup  

All the experiments are implemented using Python scikit-learn and he DTs 

SVMrbf and bagging learners are constructed based on the default parameters on 

Windows 7 with 2 Duo CPU running on 3.13 GHz PC with 44.25 GB RAM. The 

settings of these methods are defined based on their implementations in original works 

and they are listed in Table 4.1.  

Table 4.1. Parameters settings  

Algorithm  Parameters  

DTs Max-depth=10; min_samples_split=10, max-feature= number of    

features in each dataset, criterion= entropy 

SVM Regularization=10; kernel= radial basic function; gamma= 0.01. 

LR Regression type = Lasso (L1); Regression coefficient = 1. 

SMOTE      Nearest neighbors (K) =5 

ADASYN Nearest neighbors (K) =5 

 

4.4.3 Evaluation metrics  

In order to assess learners’ results, a confusion matrix was employed to count: True 

Positive (TP) and True Negative (TN) denote number of positive and negative 

examples that are classified correctly, while False Negative (FN) and False Positive 

(FP) represents number of misclassified positive and negative examples respectively. 

Table 4.2 shows a confusion matrix of a two-class problem. The table's first column is 

the examples' actual class label, and the first row presents their predicted class label. 

Table 4.2: Confusion matrix for a two-class problem 

 Actual 

Churn Customers  Non-churn Customers  
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P
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Churn 

Customers  
TP FP 

Non-churn 

Customers 
FN TN 

 

Recall: It is the True Positive rate, which refers to the percentage of positive 

instances correctly predicted as positive class instances [40]. 

FNTP +
=

TP
callRe

      (5) 

Geometric mean (G mean): It is a good indicator that can be used to assess the 

overall performance of a given learner because it combines the learner’s accuracy on 

the positive class and negative class samples [44]. Therefore, a large value of this 

measure indicates that the learner performs well on both classes' samples. 

FPTFNTP +


+
=

N

TNTP
Gmean       (6) 

Area Under Curve (AUC): Receiver Operating Curve (ROC), usually known as 

AUC.  The ROC graph plots true-positive rates versus false-positive rates. Learners 

can be selected based on their trade-off between true and false positives. Rather than 

visually comparing curves, the ROC metric aggregates the performance of 

classification methods into a single number, which makes it easier to compare the 

overall performance of different learners. This metric can also be applied to evaluate 

learning from imbalanced data [45]. The higher the AUC indicates, the better the 

generalization of the methods. The AUC can be determined as follows: 

2

1 








+
−

+
+

=
TNFPFNTP

FPTP

AUC
      (7) 

The above evaluation metrics can reasonably evaluate the learning process from 

imbalanced datasets since their formulae are relative to the rare class, which is the churn 

class. These measurements are used to evaluate the proposed method and its 

effectiveness in overcoming the class imbalance. 

4.5 Results and Discussion 

The results without using any balancing method (i.e., 0% balancing) and the results 

of the proposed method against SMOTE, ADASYN, G SMOTE [120] and Gaussian 



 

35 

 

method [121] were applied over three customer churn datasets to study the impact of 

different balancing technique on the evaluation measures used in this work. The results 

are summarized in Tables 4.3–4.5. 

Table 4.3: DTs results based on the evaluation metrics for all the datasets  

Dataset  Method Recall   G-mean AUC 

Dataset 1  0% balancing  0.780 0.852 0.856 

SMOTE 0.741 0.798 0.833 

ADASYN 0.725 0.802 0.812 

Proposed  0.926 0.944 0.944 

G-SMOTE 0.758 0.841 0.847 

Gaussian  0. 852 0.921 0.924 

Dataset 2 0% balancing  0.581 0.620 0.665 

SMOTE 0.602 0.645 0.695 

ADASYN 0.582 0.632 0.692 

Proposed  0.823 0.825 0.827 

G-SMOTE 0.635 0.705 0.793 

Gaussian  0.723 0.768 0.820 

Dataset 3  0% balancing  0.522 0.523 0.523 

SMOTE 0.466 0.544 0.551 

ADASYN 0.464 0.540 0.546 

Proposed  0.523 0.552 0.554 

G-SMOTE 0.473 0.536 0.541 

Gaussian  0.478 0.539 0.543 

Dataset 4 0% balancing  0.806 0.835 0.868 

SMOTE 0.772 0.807 0.846 

ADASYN 0.767 0.800 0.835 

Proposed  0.925 0.932 0.940 

G-SMOTE 0.789 0.822 0.858 

Gaussian  0.876 0.895 0.914 

Dataset 5 0% balancing  0.831 0.855 0.880 

SMOTE 0.804 0.830 0.859 

ADASYN 0.810 0.833 0.858 

Proposed  0.925 0.930 0.936 

G-SMOTE 0.821 0.844 0.869 

Gaussian  0.876 0.890 0.904 

Dataset 6 0% balancing  0.882 0.892 0.903 

SMOTE 0.866 0.875 0.885 

ADASYN 0.894 0.898 0.903 

Proposed  0.923 0.925 0.927 

G-SMOTE 0.883 0.887 0.891 
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Gaussian  0.876 0.880 0.884 

Bold values indicate best results 

Table 4.4: SVM results based on the evaluation metrics for all the datasets  

Dataset  Method Recall   G mean AUC 

Dataset 1  0% balancing  0.719 0.706 0.724 

SMOTE 0.814 0.816 0.817 

ADASYN 0.676 0.739 0.739 

Proposed  0.845 0.919 0.919 

G SMOTE 0.845 0.919 0.918 

Gaussian  0.837 0.913 0.914 

Dataset 2 0% balancing  0.581 0.607 0.636 

SMOTE 0.605 0.640 0.681 

ADASYN 0.539 0.586 0.642 

Proposed  0.674 0.705 0.740 

G SMOTE 0.673 0.697 0.724 

Gaussian  0.668 0.699 0.734 

Dataset 3 0% balancing  0.443 0.537 0.547 

SMOTE 0.395 0.524 0.545 

ADASYN 0.402 0.535 0.544 

Proposed  0.502 0.557 0.560 

G SMOTE 0.500 0.529 0.530 

Gaussian  0.498 0.551 0.553 

Dataset 4 0% balancing  0.763 0.765 0.767 

SMOTE 0.836 0.838 0.839 

ADASYN 0.730 0.755 0.781 

Proposed  0.864 0.889 0.916 

G SMOTE 0.864 0.885 0.912 

Gaussian  0.852 0.879 0.907 

Dataset 5 0% balancing  0.806 0.808 0.811 

SMOTE 0.859 0.860 0.861 

ADASYN 0.785 0.803 0.823 

Proposed  0.884 0.898 0.913 

G SMOTE 0.884 0.889 0.905 

Gaussian  0.868 0.883 0.900 

Dataset 6 0% balancing  0.893 0.895 0.897 

SMOTE 0.903 0.904 0.905 

ADASYN 0.893 0.900 0.907 

Proposed  0.922 0.914 0.906 

G SMOTE 0.903 0.897 0.892 

Gaussian  0.898 0.891 0.885 
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Bold values indicate best results 

Table 4.5: Bagging results based on the evaluation metrics for all the datasets  

Dataset  Method Recall   G mean AUC 

Dataset 1  0% balancing  0.737 0.656 0.591 

SMOTE 0.631 0.605 0.581 

ADASYN 0.698 0.612 0.545 

Proposed  0.875 0.904 0.934 

G SMOTE 0.762 0.815 0.876 

Gaussian  0.875 0.896 0.928 

Dataset 2 0% balancing  0.455 0.646 0.794 

SMOTE 0.724 0.745 0.786 

ADASYN 0.534 0.680 0.733 

Proposed  0.776 0.849 0.853 

G SMOTE 0.554 0.678 0.796 

Gaussian  0.651 0.801 0.802 

Dataset 3 0% balancing  0.418 0.521 0.533 

SMOTE 0.416 0.513 0.524 

ADASYN 0.413 0.512 0.523 

Proposed  0.480 0.537 0.540 

G SMOTE 0.480 0.529 0.538 

Gaussian  0.437 0.523 0.539 

Dataset 4 0% balancing  0.779 0.717 0.665 

SMOTE 0.700 0.679 0.660 

ADASYN 0.749 0.687 0.635 

Proposed  0.887 0.905 0.925 

G SMOTE 0.795 0.836 0.880 

Gaussian  0.872 0.894 0.917 

Dataset 5 0% balancing  0.820 0.777 0.739 

SMOTE 0.768 0.753 0.738 

ADASYN 0.800 0.760 0.725 

Proposed  0.900 0.907 0.915 

G SMOTE 0.829 0.856 0.885 

Gaussian  0.877 0.891 0.906 

Dataset 6 0% balancing  0.903 0.895 0.887 

SMOTE 0.905 0.900 0.895 

ADASYN 0.901 0.902 0.904 

Proposed  0.924 0.910 0.896 

G SMOTE 0.895 0.894 0.893 

Gaussian  0.886 0.884 0.883 

Bold values indicate best results 



 

38 

 

Tables 4.3–4.5 show that HEOMGA performs better than 0% balancing, SMOTE, 

ANDSYN, G SMOTE and Gaussian method in terms of Recall in all the used datasets. 

Therefore, an improvement in the churn rate is achieved by the proposed methods 

among the other used oversampling methods.   

The bigger the AUC and G mean indicate, the better the methods. Empirical 

results indicated that the proposed method outperformed the tested oversampling 

methods in terms of G mean and AUC in the datasets. The proposed method for the 

three datasets obtained the best G mean and AUC values compared to other methods.  

This can be explained by the fact that the proposed method provided rich information 

to the learners, which improved prediction results and the learning process. The ROC 

graph computes the learner performance by changing the DTs' confidence level, 

SVMrbf, and Bagging scores to get distinct values of TPrate and FPrate as shown in 

Figures. 4.6–4.11.  

   

(a) (b) (c) 

Figure 4.6: ROC curve comparison among 0% balancing, SMOTE, ANDSYN, 

proposed, G SMOTE, and Gaussian for dataset 1 using a DTs, b SVMrbf, and c 

Bagging 

   

(a) (b) (c) 
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Figure. 4.7: ROC curve comparison among 0% balancing, SMOTE, ANDSYN, 

proposed, G SMOTE, and Gaussian for dataset 2 using a DTs, b SVMrbf, and c 

Bagging 

 

   

(a) (b) (c) 

Figure. 4.8: ROC curve comparison among 0% balancing, SMOTE, ANDSYN, 

proposed, G SMOTE, and Gaussian for dataset 3 using a DTs, b SVMrbf, and c 

Bagging 

   

(a) (b) (c) 

Figure. 4.9: ROC curve comparison among 0% balancing, SMOTE, ANDSYN, 

proposed, G SMOTE, and Gaussian for dataset 4 using a DTs, b SVMrbf, and c 

Bagging 

   

(a) (b) (c) 
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Figure. 4.10: ROC curve comparison among 0% balancing, SMOTE, ANDSYN, 

proposed, G SMOTE, and Gaussian for dataset 5 using a DTs, b SVMrbf, and c 

Bagging 

 

   

(a) (b) (c) 

Figure. 4.11: ROC curve comparison among 0% balancing, SMOTE, ANDSYN, 

proposed, G SMOTE, and Gaussian for dataset 6 using a DTs, b SVMrbf, and c 

Bagging 

To further check the statistical significance of the proposed method and whether it 

significantly outperforms the other used oversampling algorithms in terms of Recall, G 

mean, and AUC, the Wilcoxon signed-rank test [122] is performed. The results of the 

test are provided in Tables 4.6 – 4.8. The test's confidence level is set at 0.05, given the 

null hypothesis that the learners' performance varies significantly across the various 

algorithms and evaluation metrics with the proposed method as a control algorithm.  

Table 4.6: Wilcoxon signed-rank test evaluation results based on Recall 

Comparison p 

value 

W 

value 

Mean 

diff. 
R+ R− Z-value Mean 

(W) 

Std 

(W) 

Signifi

cance 

Proposed vs. 

0% balancing 

0.05 10 0.50 455 10 − 4.5765 232.5 48.62 + 

Proposed vs. 

SMOTE 

0.05 1 − 0.10 464 1 4.7616 232.5 48.62 + 

Proposed vs. 

ADASYN 

0.05 0 0.04 465 0 − 4.7821 232.5 48.62 + 

Proposed vs. 

G-SMOTE 

0.05 0 − 0.13 435 0 − 4.7030 217.5 46.25 + 

Proposed vs. 

Gaussian 

0.05 0 − 0.13 406 0 − 4.6226 203.0 43.91 + 

R+ is the sum of ranks for the datasets in which the first method outperforms the 

second and R− is the sum of ranks of the opposite, Std is the standard deviation (W), 

and + refers to significance at 0.05 level 
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Table 4.7: Wilcoxon signed-rank test evaluation results based on G mean 

Comparison p 

value 

W 

value 

Mean 

diff. 
R+ R− Z-value Mean 

(W) 

Std 

(W) 

Signifi

cance 

Proposed vs. 

0% balancing 
0.05 0 0.3 465 0 − 4.7821 232.5 48.62 + 

Proposed vs. 

SMOTE 

0.05 1 − 0.05 464 1 − 4.7616 232.5 48.62 + 

Proposed vs. 

ADASYN 

0.05 1 0.03 464 1 − 4.7616 232.5 48.62 + 

Proposed vs. 

G-SMOTE 
0.05 8.5 − 0.15 426.5 8.5 − 4.5192 217.5 46.25 + 

Proposed vs. 

Gaussian  
0.05 20 − 0.14 445 20 − 4.3708 232.5 48.62 + 

 

Table 4.8: Wilcoxon signed-rank test evaluation results based on AUC 

Comparison p 

value 

W 

value 

Mean 

diff. 
R+ R− Z-value Mean 

(W) 

Std 

(W) 

Signifi

cance 

Proposed vs. 

0% 

balancing 

0.05 0 0.05 465 0 − 4.7821 232.5 48.62 + 

Proposed vs. 

SMOTE 
0.05 0 − 0.04 465 0 − 4.7821 232.5 48.62 + 

Proposed vs. 

ADASYN 

0.05 0 0.04 465 0 − 4.7821 232.5 48.62 + 

Proposed vs. 

G-SMOTE 

0.05 0 − 0.15 435 0 − 4.703 217.5 46.25 + 

Proposed vs. 

Gaussian  
0.05 0 − 0.14 435 0 − 4.703 217.5 46.25 + 

The Recall, G mean, and AUC test results are given in Tables 4.6–4.8, validating 

that the proposed method significantly outperforms 0% balancing, SMOTE, 

ADASYN, G SMOTE, and Gaussian methods. 

CCP significantly impacts business's revenue and long-term sustainability. 

Predicting churn accurately allows businesses to proactively engage at-risk customers, 

reducing customer loss and the costs associated with acquiring new customers, which 

can be up to five times more expensive than retaining existing ones. In highly 

competitive telecom industries, even a small improvement in retention can result in 

substantial financial gains. With class imbalance, common in churn datasets where 

churners are a minority, using proper metrics such as AUC-ROC, F1-score, and 

precision-recall curves is crucial to avoid misleading results from accuracy alone. 

Properly addressing class imbalance ensures that the model identifies churners 

effectively, maximizing the business's ability to intervene and retain valuable 
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customers, ultimately driving profitability. 

 

4.6 Summary 

This work proposes a practical preprocessing approach, HEOMGA, to overcome 

class imbalance issues and assist the learners in improving their performance. This 

work has conducted experiments on publicly available customer churn prediction 

datasets to assess the proposed method's efficiency. Experimental results showed the 

efficiency of the proposed method than the other tested oversampling methods. In 

addition, the HEOMGA method also significantly outperformed the other 

oversampling methods in terms of Recall, G mean, and AUC by the Wilcoxon signed-

rank test analysis.  
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 Boosting Ant 

Colony Optimization with 

Reptile Search Algorithm  

5.1 Introduction 

The rapid evolution in the telecommunication industry over time has increased the 

competition between the service providers in the market, resulting in severe revenue 

losses because of churning [123]. Churner customers refer to those who leave a service 

provider and develop a new relationship with another operator in the market. It was 

confirmed that attracting a new customer cost about five to six folds the cost of 

retaining an existing one [124]. For this reason, Telecommunication companies employ 

CRM as an integrated approach in their strategic plan to understand their customers' 

needs and reduce customer churn [125]. The customers' historical data are stored in 

such CRM systems and can be transformed into valuable information with the help of 

ML methods. The results from these techniques can assist these companies in 

formulating new policies, detecting customers who have a high tendency to end their 

relationship with the company, and developing retention strategies for the existing 

customers [126].  

In ML techniques, data preprocessing is vitally essential, and Feature Selection (FS) 

is generally considered a foremost preprocessing step. FS techniques aim to determine 

the OFS by removing redundant and irrelevant features from high dimensional data 

without changing the original data representation. It has been proven that using FS in 

the ML learning process has several benefits [127, 128], such as reducing the amount 

of required data to achieve a good learning process. It improves prediction performance 

and minimizes CT.  

FS techniques have been successfully applied in different applications and deliver 

promising results. Among these techniques, MAs have shown significant success in 

several applications such as vehicle routing [129], energy consumption [130] and fuzzy 

control design [131], e-commerce [132], medical diagnosis [133] and other, mainly 

because of their capability to provide high-quality OFS [134]. MAs utilize two search 

https://www.mdpi.com/1556126
https://www.mdpi.com/1556126
https://www.mdpi.com/1556126
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principles: exploration, where the algorithm investigates different candidate regions in 

the search space and exploitation, the algorithm searches around the obtained 

promising solutions to improve the existing ones.  

According to [135], MAs can be grouped based on their behavior as (i) single 

solution-based algorithms and (ii) population-based algorithms. The first group 

exploits prior search knowledge to expand the search space in some promising 

environments; Tabu search [136], greedy randomized adaptive search procedure [137], 

and vector neighborhood search [138] are examples belonging to this group of 

algorithms. Population-based algorithms generate optimal solutions by exploring a new 

region in the search space via an iterative process for generating a new population 

through nature-inspired selection; GWO [139], cuckoo search algorithm [140], PSO 

[141], Firefly Algorithm (FFA) [152], crow search algorithm [143], dragonfly 

optimization algorithm [144], ACO [145], MVO [146], and RSA [147] are examples 

of the well-known MAs in this group.  

In recent years, various researchers explored MAs for customer churn prediction. 

For example, in [148], a Customer Churn Prediction Business Intelligence using Text 

Analytics with Metaheuristic Optimization (CCPBI-TAMO) model is reported. It used 

Pigeon Inspired Optimization (PIO) to select OFS from a customer churn dataset 

collected from a business sector and used as inputs to Long Short-Term Memory 

(LSTM) with Stacked Auto Encoder (LSTM-SAE) model. Their proposed model 

outperformed other existing models. In [149], applied FFA for classification and FS 

using a huge publicly available dataset of churn prediction and the authors reported that 

FFA performed well for this application in both classification and FS. The potential of 

ACO to predict customer churn is discussed in [150]. The results reported that the ACO 

attained an effective performance compared to other MAs. In [151], combined Multi-

Objective Cost-Sensitive ACO (MOCS-ACO) with Genetic Algorithm (GA) is 

reported to enhance the classification results. The GA was employed to select OFS, 

while MOCS-ACO was used as a classification model. Experimental results reported 

that the model performed well when validated on a customer churn prediction dataset 

from a company in Turkey. In [152], ACO identified OFS and fed identified features 

to the Gradient Boosting Tree model that predicts churners. The results reported that 

the proposed PSO-GBT models achieved good results.   

In [153], using a public dataset, PSO is used to choose the OFS for ELM for churn 

prediction. In [154], fuzzy PSO is employed to determine the OFS from two publicly 

available churn prediction datasets and then use the selected features from the fuzzy 

PSO in their model. In [155], a hybrid model based on PSO and feed-forward neural 
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networks for churn prediction is reported to select OFS from one public and private 

datasets. In [156], three variants of PSO are reported for churn prediction using a public 

dataset. These variants comprised PSO is incorporated with FS as a preprocessing, PSO 

is embedded with Simulated Annealing (SA), and PSO is combined with FS and SA.  

All these studies have reported promising results for using MAs to select the most 

informative features in churn prediction. Although most of these efforts have used MAs 

to select OFS, a quantitative analysis of methods' capabilities in accuracy, number of 

features in OFS, fitness values, and CT in this application is not reported. Thus, further 

work is needed to propose new MAs for FS in this application. Also, most of these 

works are limited to using individual MA and combination MAs to produce a hybrid 

FS method for this application, which needs to be investigated. Whereas selecting OFS 

in this application is very important for reliable and safe predictions to the customers 

who will end the relationship and develop a new one with another competitor. 

Motivated by these limitations, we proposed a new metaheuristic-based approach 

called ACO-RSA that combines standard ACO and RSA in a serial collaborative 

manner to find the most appropriate features for churn prediction. The comparison with 

five MAs, including PSO, MVO, GWO, ACO, and RSA, validates the effectiveness of 

the ACO-RSA approach. The contributions can be summarized as follows:       

• A new metaheuristic-based approach, namely ACO-RSA, is proposed for churn 

prediction. 

• The standard ACO and RSA are combined in a serial collaborative mechanism to 

achieve an exploration-exploitation balance in the proposed ACO-RSA and avoid 

being stuck in local optima. 

• Six publicly available benchmark customer churn datasets with different records 

and features are investigated to check the stability of ACO-RSA performance. 

• We also investigate convergence behavior, statistical significance, and the 

exploration-exploitation balance of proposed ACO-RSA against competitor MAs.  

A brief overview of ACO and RSA is provided in the next section, followed by 

detailed explanations of the suggested ACO-RSA approach. The experimental results 

are discussed in section 5.4. Eventually, conclusions are noted in section 5.5. 

5.2 Ant Colony Optimization (ACO) 

ACO is a nature-inspired MA that mimics the ants' searching process for food 

sources [145]. The characteristics of ACO make the model more sensible than other 

MAs as it supports parallel processing while avoiding process dependency, and it gives 
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feedback on the ants' behaviors in the search space [157]. Ants are not blind when 

searching for food; they find the shortest route between their nest and the food source. 

While moving, ants deposit a chemical material, a pheromone, along their trail. The 

pheromone is a medium for communication between the ants and represents the 

shortest path to collect food. The ants move towards the food by sensing the pheromone 

deposition by the ants that have previously traveled the path, subsequently increasing 

the probability of other ants traversing via the same path as shown in Figure 5.1.  

 

Figure 5.1. Process of path finding for ants: (a) original path between the nest and the 

food source, (b) path after introducing an obstacle having a larger yellow side than 

blue,  (c) when pheromone deposition on the blue side increases cumulatively, and (d) 

converged to the shortest path. 

ACO uses pheromone trails and heuristic information to make the probabilistic 

decision. The ants update the pheromone level at any feature as they traverse a path. 

The more ants traverse a feature, the more pheromone deposition at that feature, 

resulting in a higher probability of the feature being part of the shortest path. The 

maximum number of ants will follow the path with the higher pheromone level and be 

the shortest. The pheromone value 𝜏0 = 1 is initialized at all M features, and ants are 

positioned randomly on a set of features with a predefined maximum number of 
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generations T. At every generation g, the transition probability 𝑇𝑃𝑖
𝑘(𝑔) of kth ant at ith 

feature is shown below [158]: 

𝑇𝑃𝑖
𝑘(𝑔) = {

[𝜏𝑖(𝑔)]𝛼[𝜂𝑖]𝛽

∑ [𝜏𝑗(𝑔)]
𝛼

[𝜂𝑗]
𝛽

𝑗∈𝑗𝑖
𝑘

     if 𝑗 ∈ 𝑗𝑖
𝑘

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 
(1) 

where 𝑗𝑖
𝑘 is set of possible neighbors of ith features that the kth ant does not visit. 

The relative importance of pheromone level and heuristic information for ants' 

movements are specified by non-negative parameters 𝛼 and 𝛽, respectively.  

After choosing the next feature in the ant's path, a Fitness Function (FF) is employed 

to quantify the new set of selected features. The movement of kth ant is stopped if the 

improvement in the fitness value is not attained after adding any new feature [145]. If 

stopping criteria is not reached, the amount of pheromone level at next generation (g+1) 

at ith feature is updated as [159]: 

𝜏𝑖(𝑔 + 1) = (1 − 𝑝)𝜏𝑖(𝑔) + ∑ ∆𝜏𝑖
𝑘(𝑔)

𝑁

𝑘=1

 (2) 

where, 

∆𝜏𝑖
𝑘(𝑔) = {

𝐹𝐹(𝑆𝑘(𝑔)) |𝑆𝑘(𝑔))|⁄ ,           𝑖𝑓 𝑖 ∈ 𝑆𝑘(𝑔)

0,                                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (3) 

where 𝑝 is the pheromone decay rate (0 ≤ 𝑝 ≤ 1), N is the number of ants, |𝑆𝑘(𝑔)| 

presents a number of the selected features, and ∆𝜏𝑖
𝑘 represents the pheromone deposited 

by kth ant if ith feature is in the shortest path of the ant; otherwise, it is 0. The stopping 

criteria are achieved when g reaches the predefined maximum T. The features with the 

highest pheromone level and smallest fitness value will be selected as an OFS. Figure 

5.2 shows the overall process of the ACO. 

 

Figure 5.2: The flow diagram of the ACO 
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5.3 Reptile Search Algorithm (RSA) 

Reptile Search Algorithm (RSA) is another nature-inspired MA proposed by [147] 

in 2021 to simulate Crocodiles' encircling and hunting behavior. It is a gradient-free 

algorithm that starts by generating random solutions as follows: 

𝑥𝑖,𝑗 = 𝑟𝑎𝑛𝑑∈[0,1] ∗ (𝑈𝐵𝑗 − 𝐿𝐵𝑗) + 𝐿𝐵𝑗         𝑓𝑜𝑟  𝑖 ∈ {1, … , 𝑁 } 𝑎𝑛𝑑 𝑗

∈ {1, … , 𝑀} 

(4) 

where,  𝑥𝑖,𝑗 is the ith solution for jth input feature for total N solutions comprising M 

features, 𝑟𝑎𝑛𝑑∈[0,1] is a random number distributed uniformly in the range [0, 1], and 

the jth feature has upper 𝑈𝐵𝑗 and lower 𝐿𝐵𝑗 boundaries.   

Like the other nature-inspired MAs, RSA can be understood in two principles: 

exploration and exploitation. These principles are facilitated by Crocodile movement 

while encircling the target prey. Total iterations of RSA are divided into four stages to 

take advantage of the natural behavior of Crocodiles. In the first two stages, RSA 

achieves the exploration based on the encircling behavior comprising the high and the 

belly walking movements. Crocodiles begin their encircling to search the region, 

facilitating a more exhaustive search of the solution space. This behavior can be 

mathematically modeled as follows:  

𝑥𝑖,𝑗(𝑔 + 1) = {
[−𝑛𝑖,𝑗(𝑔) . 𝛾 . 𝐵𝑒𝑠𝑡𝑗(𝑔)] − [𝑟𝑎𝑛𝑑∈[1,𝑁] . 𝑅𝑖,𝑗(𝑔)],       𝑔 ≤

𝑇

4

𝐸𝑆(𝑔) . 𝐵𝑒𝑠𝑡𝑗(𝑔) . 𝑥(𝑟𝑎𝑛𝑑∈[1,𝑁],𝑗),            𝑔 ≤
2𝑇

4
   𝑎𝑛𝑑 𝑔 >

𝑇

4
  

 (5) 

where, 𝐵𝑒𝑠𝑡𝑗(𝑔) is the best solution for jth feature, 𝑛𝑖,𝑗 refers to the hunting operator 

for the jth feature in the ith solution (calculated as in Eq. (6)), parameter 𝛾 controls the 

exploration accuracy throughout the length of iterations and is set as 0.1. The reduce 

function 𝑅𝑖,𝑗 is used to reduce the search region and is computed as in Eq. (9), 

𝑟𝑎𝑛𝑑∈[1,𝑁] is a number between 1 to N used to select one of the possible candidate 

solutions randomly, and Evolutionary Sense  𝐸𝑆(𝑔) stands for the probability ratio 

reducing from 2 to −2 over iterations, calculated as in Eq. (10).  

 𝑛𝑖,𝑗 = 𝐵𝑒𝑠𝑡𝑗(𝑔)  × 𝑃𝑖,𝑗 (6) 

where, 𝑃𝑖,𝑗 indicates the percentage difference between the jth value of the best solution 

to its corresponding value in the current solution and is calculated as:  

𝑃𝑖,𝑗 = 𝜃 +
𝑥𝑖,𝑗 − 𝑀(𝑥𝑖)

𝐵𝑒𝑠𝑡𝑗(𝑔) × (𝑈𝐵𝑗 − 𝐿𝐵𝑗) + 𝜖
 (7) 
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where 𝜃 denotes a sensitive parameter that controls the exploration performance, 𝜖 is a 

small floor value, and 𝑀(𝑥𝑖) refers to the average solutions and is defined as: 

𝑀(𝑥𝑖) =
1

𝑛
∑ 𝑥𝑖,𝑗

𝑛

𝑗=1
 

(8) 

𝑅𝑖,𝑗 =
𝐵𝑒𝑠𝑡𝑗(𝑔) − 𝑥(𝑟𝑎𝑛𝑑∈[1,𝑁],𝑗)

𝐵𝑒𝑠𝑡𝑗(𝑔) + 𝜖
 

(9) 

𝐸𝑆(𝑔) = 2 × 𝑟𝑎𝑛𝑑∈[−1,1] × (1 −
1

𝑇
 ) 

(10) 

where the value 2 acts as a multiplier to provide correlation values in the range [0, 2], 

and 𝑟𝑎𝑛𝑑∈[−1,1] is a random integer number between [−1, 1]. 

RSA implements the exploitation (hunting) in the last two stages to search feature 

space for optimal solutions using hunting coordination and cooperation. The solution 

can update its value during the exploitation using the following equation:   

𝑥𝑖,𝑗(𝑔 + 1) = {
𝑟𝑎𝑛𝑑∈[−1,1] . 𝐵𝑒𝑠𝑡𝑗(𝑔) . 𝑃𝑖,𝑗(𝑔),                            𝑔 ≤

3𝑇

4
 𝑎𝑛𝑑 𝑔 >

2𝑇

4

[𝜖 . 𝐵𝑒𝑠𝑡𝑗(𝑔) . 𝑛𝑖,𝑗(𝑔)] − [𝑟𝑎𝑛𝑑∈[−1,1] . 𝑅𝑖,𝑗(𝑔)],    𝑔 ≤ 𝑇   𝑎𝑛𝑑 𝑔 >
3𝑇

4
  

 
(11) 

The quality of candidate solutions at each iteration is measured using the predefined 

FF, the algorithm stops after T iteration, and a candidate solution with the least fitness 

value is selected as OFS. The process of the RSA is shown in Figure 5.3.  

 

Figure 5.3: The flow diagram of the RSA 

5.4 ACO-RSA based FS 

In ACO, a path with the highest pheromone level is the shortest path to transport 

the food from the source to the nest. Most ants will follow this path unless there is some 

obstruction and might limit ACO from exploring the quality of existing solutions by 
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searching only within the current search space [160]. High exploration in MA reduces 

the quality of the optimum solutions, and fast exploitation prevents the algorithm from 

finding global optimum solutions. RSA is the most recent MA, which shows superiority 

in solving several engineering problems and has an excellent exploration capability. It 

has an inbuilt exploration-exploitation balance significantly enhances its performance 

[161]. Different MAs can be combined effectively to use the algorithm's merits while 

maintaining exploration-exploitation balance and avoiding premature convergence in 

local optima.  

According to [162], hybrid MAs have several ways; the High-level Relay Hybrid 

(HRH) strategy is one of these methods. In HRH, two MAs can be executed in 

homogenous (i.e., same algorithms) or heterogeneous (i.e., different algorithms) 

sequences. The proposed ACO-RSA method uses the heterogeneous HRH strategy to 

achieve exploitation-exploration balance as in RSA, with high exploitation as in ACO. 

Figure 5,4 illustrates the overall process of the ACO-RSA approach. At first, ACO, 

RSA, and shared parameters are initialized. A random number uniformly distributed in 

the range [-1, 1] initializes N candidate solutions {x𝑖,𝑗 ∈ 𝐗(0) |1 ≥ 𝑖 ≥ 𝑁 and 1 ≥ 𝑗 ≥

𝑀} each for M-dimensional feature vectors. Then FF evaluates candidate solutions to 

judge the enhancement by comparing current solutions with those obtained in the 

previous iteration. If the current solution is better than the previous solution, it will be 

accepted; else rejected.  

The threshold used to convert MAs candidate solutions during the searching process 

for the informative features into binary vectors is set to 0.5, as recommended by [163], 

to produce a small number of features. K-Nearest Neighbor (KNN) is a widely used 

classifier due to its simple, fast, and flexible working even in the presence of noisy data 

[164, 165]. KNN with a Euclidean distance measure (k = 5) is employed as the 

classifier. Hence, the FF is considered to achieve dimensionality reduction (minimizing 

the number of the selected OFS) and maximum accuracy (reducing classification error). 

Therefore, it is defined using the following equation:  

𝐹𝐹 = 𝛾 × (1 −
𝑁𝑐

𝑁
) + 𝛽 ×

𝑑𝑖

𝑀
 

(12) 

where, 𝛾 and 𝛽 are weighted factors that vary in the range of [0, 1] (subject to  𝛾 + 𝛽 =

1) to balance the number of features in OFS 𝑑𝑖 out of 𝑀 features in the original dataset 

and the is the number of correctly classified instances 𝑁𝑐out of total N instances in the 

original dataset by the KNN classifier.  Each feature in the OFS follows: 
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𝑑𝑖 = {
1   𝑖𝑓 𝑥𝑖 > 0.5
0    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 
(13) 

Then the best solution is determined and the current solution 𝐗(0) are assigned to 

the candidate solutions of ACO. In addition, the ACO starts with assigning each 

candidate solution x𝑖,𝑗 as an initial path for an ant in the colony. An ith ant initially 

traverses a subset of features initialized with a pheromone value xi,j greater than 0.5. 

ACO updated candidate solutions 𝐗new according to Eq. (1)– (3). The FF evaluates the 

enhancement in the candidate solutions. A candidate solution is updated only if the 

fitness value for the solution has decreased after the update according to the following 

equation: 

 

Figure 5.4: The flow diagram of the ACO-RSA FS approach. 

x𝑖(𝑔 + 1) = {
xi

new(𝑔) ,       𝑖𝑓 FF(x𝑖(𝑔)) > FF(x𝑖(𝑔 + 1))

x𝑖(𝑔) ,             𝑒𝑙𝑠𝑒                                                 
 (14) 

In the next iteration, the set of candidate solutions 𝐗(𝑔 + 1) are given as initial 

candidate solutions (after thresholding) to either ACO or RSA to extend the searching 

process in other promising regions in the feature space. If the least FF value in the 

current iteration is smaller than the smallest FF value in the previous iteration 

(𝑚𝑖𝑛(FF(𝑥𝑖)|x𝑖 ∈ 𝑿(𝑔)) <  𝑚𝑖𝑛(FF(xi)|x𝑖 ∈ 𝑿(𝑔 − 1)) ), the same algorithm 

continues in the next iteration; otherwise, an algorithm switching flag is set to switch 

between the two algorithms. The main goal behind the switching between the two 

algorithms is that if the ACO cannot improve the candidate solutions, it might get stuck 
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in local optima. At this point, RSA moves the candidate solutions into another search 

region using Eq. (4)– (11) to find some better solutions. This process repeats until the 

maximum iteration T is reached. A candidate solution with the smallest FF value 

{𝑚𝑖𝑛(𝐹𝐹(x𝑖) | x𝑖 ∈ 𝐗(𝑇)} is used to extract OFS. During the testing phase, a reduced 

feature set is obtained by filtering only the selected features present in OFS. This OFS 

is used to evaluate classifier performance metrics, as discussed later in section 4.3. The 

steps of ACO-RSA are shown in Algorithm 5.1. 

 

Algorithm 5.1: Proposed ACO-RSA approach 

1: Form mutually exclusive and exhaustive training and testing subsets.  

Training Phase 

2: Load training dataset 

3: Initialize ACO parameters τ0, η, 𝑝, α, β 

4: Initialize RSA parameters 𝛾, 𝜃, 𝑈𝐵, 𝐿𝐵, 𝑛 

5: Initialize shared parameters 𝑁, 𝑀, 𝑇 

6: for g = 1 to T do 

7:     if first iteration 

8:          Perform one iteration of ACO using Eq. (1)– (3) 

9:     else 

10:          if switch flag = 1 

11:             Perform one iteration of an alternate algorithm that was not executed in the 

previous iteration 

            ACO: Eq. (1)– (3) or RSA: Eq. (4)– (11)  

12:             switch flag = 0 

13:         else 

14:             Continue the same algorithm as in the previous iteration 

            ACO: Eq. (1)– (3) or RSA: Eq. (4)– (11) 

15:         end if 

16:     end if 

17:     Evaluate fitness function (FF) using Eq. (13) for updated candidate solutions 

18:     Update candidate solutions using Eq. (12) and a threshold of 0.5 

19:     if min(𝐹𝐹𝑛𝑒𝑤) < min(𝐹𝐹𝑜𝑙𝑑) 

20:         switch flag = 1 

21:     end if 

22: end for 

23: Extract OFS by applying a threshold of 0.5 to a candidate solution with the 

smallest FF. 

Testing Phase 

24: Load testing dataset 

25: Select only optimum features as described in OFS 

26: Evaluate performance using KNN classifier 

 

 

5.5 Experiments results   
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This section provides the experiments performed to assess the ACO-RSA and 

compare its performance with PSO [141], MVO [146], GWO [139], ACO [145], and 

RSA [147], for FS on seven datasets. 

5.5.1  Experimental setup 

All the experiments are implemented using Python and executed on a 3.13 GHz PC 

with 16 GB RAM and Windows 10 operating system. The performance of the proposed 

ACO-RSA is validated by conducting experiments on publicly available benchmark 

datasets for customer churn. The characteristics of these datasets are provided in 

Chapter 3 in Table 3.1 above. It shows the number of classes, the number of features, 

the number of instances, and the dataset source. Each dataset is divided randomly into 

the ratio of 50 % as a training set and the remaining as a test set. 

The ACO-RSA approach is examined with several well-known MAs, and these 

algorithms include PSO, MVO, GWO, ACO, and RSA. Parameter settings play a 

critical role in enhancing the performance of MAs. For all MAs, the population of 20 

and the maximum iterations of 50 are selected empirically. The number of independent 

runs is 20 to calculate statically significant inference. In addition, the default parameter 

settings of each comparative MA are defined according to its implementations, and 

they are presented in Table 5.1. 

Table 5.1: Parameters settings 

Algorithm  Parameters 

PSO Individual acceleration factor (𝑐1) increases, global acceleration 

factor (𝑐2) decreases linearly in range [0.5–2.5], and inertia weight 

linearly decreases in range [0.9–0.4] 

MVO 𝑊𝐸𝑃𝑚𝑖𝑛(Wormhole Existence Probability) = 0.2, 𝑊𝐸𝑃𝑚𝑎𝑥 = 1, p = 6, 

variable (α) linearly decreases in range [2–0]  

GWO Variable (α) linearly decreases in range [2–0], variable (C) is a random 

value in the range [0,2], variable (A) decreases linearly from 1 to -1 

ACO 𝜏0 = 1, 𝑝 = 0.95,  𝛼 = 1.2, 𝛽 = 0.5 

RSA UB and LB vary according to feature in the dataset, 𝛾 = 0.9, 𝜃 = 0.5 

5.5.2 Evaluation measures  

 In order to assess the reliability and performance of the ACO-RSA approach 

against the other comparative MAs, a set of evaluation measures including accuracy, 

fitness function, number of selected OFS, and computational time are used [149]–

[151].  
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Average accuracy (AvgACC): It calculates the average accuracy for all runs. The 

proposed ACO-RSA and the other MAs are executed 20 times (𝑁𝑟 = 20): 

Avg𝐴𝐶𝐶 =  
1

𝑁𝑟
∑ 𝐴𝐶𝐶𝑏𝑒𝑠𝑡

𝑘

𝑁𝑟

𝑘=1

 

 
(15) 

Average Fitness Function (AvgFitF): This metric quantifies the performance of the 

proposed ACO-RSA and the other MAs, which puts the relationship between 

maximizing classification accuracy and minimizing the number of the selected OFS, 

its average is computed by using the following:   

𝐴𝑣𝑔𝐹𝑖𝑡𝐹 =  
1

𝑁𝑟
∑ 𝐹𝑖𝑡𝐹𝑏𝑒𝑠𝑡

𝑘

𝑁𝑟

𝑘=1

 

 
(16) 

Average OFS (Avgofs): It represents the average number of the selected OFS to the total 

number of features in each dataset (D) at run number i:  

Avg𝑜𝑓𝑠 =  
1

𝑁𝑟
∑

𝑑𝑖

𝐷

𝑁𝑟

𝑘=1

 

 
(17) 

Average Computational Time (AvgCT): It measures the average CPU time in seconds 

for the proposed ACO-RSA and the other MAs at the run number i:  

Avg𝐶𝑇 =  
1

𝑁𝑟
∑ 𝐶𝑇𝑖

𝑁𝑟

𝑘=1

 

 
(18) 

5.6 Results and analysis 

In this subsection, the performance results of ACO-RSA and the comparative MAs 

are demonstrated not only using the performance measurements in subsection 4.3, but 

also based on the convergence behavior, boxplot graphs, statistical analysis and 

exploration and exploitation effects.  

5.6.1 Performance results  

The performance of the ACO-RSA and the other MAs on the seven open-source 

customer churn datasets are given in Tables 5.2 – 5.5. Each MA is executed 20 times 

independently to obtain statistically reliable analysis and conclusions. Table 5.2 

compares all the algorithms regarding the average (Avg) testing accuracy and the 

number of OFS. Table 5.3 reports the best and worst fitness values obtained by the 

ACO-RSA and other MAs, while the Avg and standard deviation (Std) of the fitness 
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values are summarized in Table 5.4. The average CT in seconds for the ACO-RSA and 

other MAs on all seven datasets are provided in Table 5.5.   

The testing accuracy varies in the range 0-1; 0 means a total misdetection, while 1 

means a perfect detection. The number of features in OFS varies from 1 to the total 

number of features in the respective datasets. A good MA should maximize 

classification accuracy and minimize the number of selected OFS. In Table 3, the ACO-

RSA gained better accuracy than other MAs on five out of seven datasets. Comparing 

OFS for each dataset, ACO-RSA required fewer informative features than the other 

MAs. This proves the capability of ACO-RSA in reducing the selected OFS while 

obtaining a higher accuracy result.  

Table 5.2: The average results obtained by different algorithms in terms of the 

accuracy and OFS 

Dataset Metric PSO MVO GWO ACO RSA ACO-RSA 

Dataset 1 ACC 0.8963 0.8836 0.8842 0.8434 0.8989 0.9036 

OFS 12 9 10 8 8 4 

Dataset 2 ACC 0.8312 0.8127 0.8312 0.8084 0.8319 0.8330 

OFS 6 6 5 4 5 4 

Dataset 3 ACC 0.6910 0.6906 0.6907 0.6893 0.6922 0.6923 

OFS 35 32 28 27 26 25 

Dataset 4 ACC 0.5586 0.5534 0.5468 0.5291 0.5519 0.5538 

OFS 45 42 38 38 15 15 

Dataset 5 ACC 0.9008 0.8724 0.8948 0.8484 0.9052 0.9047 

OFS 5 5 6 5 4 3 

Dataset 6 ACC 0.9361 0.8646 0.9185 0.8437 0.9382 0.9471 

OFS 10 9 8 7 7 4 

Dataset 7 ACC 0.9385 0.8654 0.9248 0.8563 0.9342 0.9390 

OFS 4 4 4 3 3 2 

 

The fitness value is a singular measure that varies from 0 to 1, with a preference for 

a value closer to 0 (an ideal value that cannot be achieved), indicating better detection 

with fewer features. As seen in Table 5.3, the best fitness value for the ACO-RSA 

arrived at the minimum value in five out of seven datasets, while the worst fitness value 

for ACO-RSA is the smallest in six datasets. Although RSA scored the smallest fitness 

value in datasets 2 and 6, the ACO-RSA has better testing accuracy than the standard 

RSA. Similarly, the PSO achieved the smallest worst-case fitness for dataset 7, but 

Table 5.3 confirms a slightly superior performance of ACO-RSA than the PSO. The 
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ACO-RSA and standard RSA obtained the first and second rank in the best and worst 

fitness value range, respectively. 

Table 5.3: The best and worst fitness values of the ACO-RSA and the other MAs 

Dataset Metric PSO MVO GWO ACO RSA ACO-RSA 

Dataset 1 Best 0.0827 0.0797 0.0906 0.1773 0.0788 0.0746 

Worst 0.1008 0.1006 0.1175 0.1952 0.1050 0.0958 

Dataset 2 Best 0.1426 0.1435 0.1462 0.1446 0.1399 0.1420 

Worst 0.1495 0.1534 0.1544 0.1572 0.1532 0.1489 

Dataset 3 Best 0.2803 0.2785 0.2796 0.3187 0.2411 0.2386 

Worst 0.2894 0.2889 0.2918 0.3287 0.2877 0.2837 

Dataset 4 Best 0.4239 0.4208 0.4284 0.4286 0.4190 0.4179 

Worst 0.4356 0.4337 0.4392 0.4468 0.4295 0.4326 

Dataset 5 Best 0.0755 0.0804 0.0818 0. 0915 0.0745 0.0728 

Worst 0.0904 0.0927 0.1046 0.1737 0.0966 0.0894 

Dataset 6 Best 0.0347 0.0382 0.0438 0.1002 0.0291 0.0368 

Worst 0.0908 0.0599 0.0465 0.1866 0.0657 0.0501 

Dataset 7 Best 0.0609 0.0636 0.0669 0.1219 0.0615 0.0605 

Worst 0.0647 0.0704 0.0805 0.0997 0.0737 0.0651 

Table 5.4 provides the Avg and Std of the fitness values for all the MAs and datasets 

over 20 independent runs. A good MA should have a smaller Avg and Std of fitness 

values to signify the stability and consistency of the MAs. As shown in Table 5.4, the 

ACO-RSA has the smallest Avg fitness value in six out of seven datasets and the 

smallest Std in five. The PSO and MVO have the least Avg and Std for datasets 5 and 

7, respectively. It is evident from Table 5.4 that the ACO-RSA approach is better than 

the other comparative algorithms. Although the Std values of the PSO and the standard 

RSA are smaller than those corresponding to ACO-RSA for datasets 3 and 4, the Avg 

fitness values of ACO-RSA are slightly smaller in both cases. 

Table 5.4: The Avg and Std of fitness values of the ACO-RSA and the other MAs 

Dataset Metric  PSO MVO GWO ACO RSA ACO-RSA 

Dataset 1 
Avg 0.0928 0.0896 0.1032 0.1140 0.0914 0.0877 

Std 0.0057 0.0064 0.0054 0.0041 0.0081 0.0041 

Dataset 2 
Avg 0.1452 0.1491 0.1454 0.1478 0.1475 0.1436 

Std 0.0021 0.0030 0.0022 0.0032 0.0035 0.0016 

Dataset 3 
Avg 0.2853 0.2849 0.2872 0.3241 0.2684 0.2496 

Std  0.0023 0.0024 0.0033 0.0029 0.0155 0.0125 
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Dataset 4 
Avg 0.4287 0.4299 0.4344 0.4380 0.4257 0.4248 

Std 0.0029 0.0027 0.0035 0.0055 0.0024 0.0040 

Dataset 5 
Avg 0.0812 0.0876 0.0935 0.1186 0.0831 0.0814 

Std 0.0048 0.0043 0.0062 0.0086 0.0069 0.0038 

Dataset 6 
Avg 0.0429 0.0525 0.0722 0.1067 0.0460 0.0409 

Std  0.0043 0.0064 0.0140 0.0126 0.0082 0.0038 

Dataset 7 
Avg 0.0659 0.0631 0.0771 0.1040 0.0670 0.0635 

Std 0.0011 0.0017 0.0073 0.0186 0.0032 0.0010 

The number of features in each dataset and its size (i.e., samples) affecting the CT. 

For instance, with more features and size, as in datasets 3, 4, and 7, the algorithms take 

more CT to find OFS. Table 6 provides the Avg results in terms of CT. As per Table 

5.5, the standard RSA gets the smallest CT, followed by the ACO-RSA, to finish a job 

compared with other MAs. For small datasets, the difference in CT between the 

standard RSA and the proposed ACO-RSA is not significant, while the CT increases 

to a significant value for large datasets. It should be noted that CT is essential only 

during the training phase for practical applications and is independent of the FS 

algorithm in the testing phase. Hence, ACO-RSA would still be suitable for most real-

time implementations of the application of churn prediction. 

Table 5.5: The Avg CT of the ACO-RSA and the other MAs 

Dataset PSO MVO GWO ACO RSA ACO-RSA 

Dataset 1 26.6507 26.6087 28.0618 25.8793 16.0972 16.4592 

Dataset 2 97.3320 94.7404 94.7912 93.7622 45.1266 46.4270 

Dataset 3 472.8719 469.9067 473.3237 474.1874 143.6752 175.6912 

Dataset 4 1062.6525 1080.8391 1060.7534 1060.2647 316.8873 351.1655 

Dataset 5 22.6211 23.6389 22.6350 22.6300 11.7968 14.4268 

Dataset 6 22.3199 22.9185 22.0858 21.7553 15.2821 16.0060 

Dataset 7 355.7554 441.0723 424.7254 1498.0671 202.5721 268.2194 

 

Figure 5.5 presents the switching behavior of the proposed ACO-RSA during fifty 

exploitation-exploration iterations for all seven datasets. The total number of iterations 

for ACO and RSA are displayed in each switching behavior in the last column in Figure 

5.4. In datasets 3 and 4, ACO uses slightly more iterations than RSA to exploit many 

features. The iterative design of ACO requires more than one iteration to build 

confidence in the estimated shortest path. Hence, Table 5.6 shows a significantly higher 
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CT for these datasets. On the other hand, datasets 1, 2, 5, and 6 have comparatively 

fewer features, and therefore, more iterations are used by the RSA, resulting in a very 

close CT to the one obtained using the proposed ACO-RSA. For dataset 7, a very high 

number of training examples causes a larger delay for each iteration of ACO. This 

results in a significant impact on the CT of the proposed ACO-RSA than the fastest 

RSA algorithm. The most informative features that are selected by the ACO-RSA are 

provided in Table 5.6. 

 

Figure 5.5: Switching behavior of proposed ACO-RSA for sample runs using all seven 

datasets 

Table 5.6: Selected features by the ACO-RSA 

Dataset Selected features 

Dataset 1 
Total day calls, Number customer service calls, Total intl calls, Total 

night calls 

Dataset 2 Tenure, PhoneService, InternetService, TotalCharges 

Dataset 3 

mou_Mean, blck_dat_Mean, mouowylisv_Mean, mou_peav_Mean, 

opk_vce_Mean, mou_opkv_Mean, mou_opkd_Mean, dualband, 

phones, ownrent, dwlltype, marital, forgntvl, ethnic, kidSelected 

Dataset 4 Call Failure, Subscription Length, DayCalls 

Dataset 5 Call Failure, Subscription Length, Frequency of SMS, Foreign Phone 

Dataset 6 subscription_age, service_failure_count 

Dataset 7 subscription_age, service_failure_count 

5.6.2 Convergence behavior  
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Figure 5.6 demonstrates the convergence behavior of the ACO-RSA and the other 

comparative MAs for all datasets over the defined number of iterations on the x-axis 

and the fitness values on the y-axis. It presents the average convergence behavior 

obtained by executing each algorithm 20 times. In these convergence curves, the rapid 

convergence method is the best.  

Although the standard RSA converges faster than ACO-RSA in dataset 4, the final 

fitness value of the ACO-RSA is slightly smaller than the RSA. It is observed in Figure 

5.5 that ACO-RSA shows a faster convergence rate and finds OFS in the least iterations 

for datasets 1, 2, 3, 5, and 6. This proves that the proposed ACO-RSA is suitable for 

churn prediction compared to other comparative methods. 

 

 

(a) Dataset 1 

 

(b) Dataset 2 

 
(c) Dataset 3 

 
(d) Dataset 4 

 
(e) Dataset 5 

 
(f) Dataset 6 
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(g) Dataset 7 

Figure 5.6: The convergence curves of the ACO-RSA and the other MAs 

 

5.6.3 Boxplots  

Figure 5.7 demonstrates the boxplots used to visualize the distribution of 

classification accuracy for the ACO-RSA and the comparative MAs. In this figure, the 

x-axis represents the MAs and the y-axis represents the average accuracy. 

In boxplots, small degree of dispersion (the gap between the best, the median, and 

the worse) refers to the algorithm's robustness that achieves the same results in the 

experiment. It can be seen from Figure 5.7 that the ACO-RSA is more robust than the 

other comparative MAs on most of the datasets. This indicates the efficacy and 

robustness of the ACO-RSA approach compared to the PSO, MVO, GWO, standard 

ACO, and standard RSA methods.   

 
(a) Dataset 1 

 
(b) Dataset 2 

 
(c) Dataset 3 

 
(d) Dataset 4 
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(e) Dataset 5 

 
(f) Dataset 6 

 
(g) Dataset 7 

Figure 5.7: The Boxplot graphs of each MAs for each dataset  

5.6.4 Statistical analysis  

A widely used non-parametric two-way analysis of variances by ranks [166], to 

show the significance of the ACO-RSA results Friedman test is performed on seven 

datasets for 20 independent runs. In this test, the null hypothesis 𝐻0 affirms the equal 

behavior of the comparative methods, while the alternative hypothesis 𝐻1 indicates the 

difference in behaviors of the comparative methods. In the Friedman test, the higher 

(lower) rank refers to the best measure algorithm assuming the larger (smaller) value 

is preferred. In the current scenario, 𝐻0 points out that all the MAs have the same 

behaviors, while 𝐻1 points out that there is a significant difference in the MAs 

behaviors.   

Table 5.7 provides the Avg ranking for each algorithm in terms of accuracy, the 

number of features in OFS, and fitness value. The significance level (α = 0.05) is 

employed to reveal the statistically reliable results. The highest p-value calculated 

using Friedman's test for all seven datasets is 0.0026, less than α. The lower the p-value, 

the greater the statistically significant difference; therefore, the results are statistically 

significant. For the classification accuracy metric, the higher value is better, indicating 

that the method with the highest rank performs better, while for the OFS and fitness 

value metrics, the method with the lower rank is preferred. In Table 5.7, the proposed 

ACO-RSA gained the best accuracy, OFS, and fitness value metrics results than the 
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PSO, MVO, GWO, standard ACO, and standard RSA in five out of seven datasets. 

However, in the case of OFS, the RSA achieved slightly better results than the proposed 

ACO-RSA for datasets 5 and 7.  

Table 5.7: Friedman ranking results for the ACO-RSA and the other MAs across all 

metrics 

Dataset Metric  PSO MVO GWO ACO RSA ACO-RSA 

Dataset 1 

ACC 4.00 4.75 2.05 1.00 3.25 5.95 

OFS 5.45 4.75 3.90 3.10 2.65 1.15 

Fitness 3.24 2.14 4.98 6.00 3.62 1.02 

Dataset 2 

ACC 4.10 1.90 3.80 1.15 4.45 5.60 

OFS 4.05 4.50 3.15 2.35 3.95 3.00 

Fitness 2.18 5.86 3.20 3.70 5.02 1.04 

Dataset 3 

ACC 1.55 2.80 4.05 4.55 2.40 5.65 

OFS 5.40 4.60 3.95 3.95 1.60 1.50 

Fitness 2.54 3.40 4.96 5.96 2.88 1.26 

Dataset 4 

ACC 3.60 3.50 3.35 2.95 3.65 3.95 

OFS 5.05 4.05 2.85 2.35 4.60 2.10 

Fitness 3.76 2.92 4.88 5.76 2.62 1.06 

Dataset 5 

ACC 3.90 3.40 1.10 5.00 2.45 5.15 

OFS 3.80 3.35 4.70 4.55 2.15 2.45 

Fitness 3.85 1.9 5.00 6.00 2.60 1.65 

Dataset 6 

ACC 5.05 1.85 3.10 1.35 4.40 5.25 

OFS 4.75 4.95 4.15 3.00 2.80 1.35 

Fitness 3.95 2.15 5.00 6.00 2.85 1.05 

Dataset 7 

ACC 4.70 2.65 1.05 3.85 2.95 5.80 

OFS 3.30 4.20 4.40 3.60 2.30 3.20 

Fitness 3.20 5.00 6.00 3.80 1.95 1.05 

Highlight (bold) denotes the best performance of the corresponding metric. 

Holm's procedure is used as a post hoc method to statistically confirm the 

differences in the behavior between the controlled algorithm and the other methods. In 

Holm's test, p-values are adjusted to control the probability of false positives. The 

controlled and alternate hypotheses are evaluated using a pairwise comparison of p-

values. The alternate hypothesis is rejected if the adjusted p-value is smaller than the 

original p-value. A hypothesis is rejected if there is a significant difference between the 

controlled method and comparative methods; otherwise, it is not rejected. 

In the current work, ACO-RSA is employed as the controlled algorithm. The results 

of Holm's procedure regarding fitness values for the controlled method and other 

comparative algorithms are given in Table 5.8. This table shows a significant difference 
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between the controlled method and other MAs in most cases. However, the controlled 

method shows no significant results than the standard ACO and standard RSA in 

dataset 3 and the MVO in dataset 5. The overall performance results of the ACO-RSA 

approach are significantly different from the rest of the MAs. These results prove the 

superiority of the ACO-RSA approach as an FS method for customer churn prediction. 

Table 5.8: Significant tests of the controlled method (ACO-RSA) and other MAs 

using Holm's test 

Dataset Algorithm p-Value Adjusted p-Value Hypothesis 

Dataset 1 PSO 1.7845 × 10−28 1.7845 × 10−27 Rejected 

MVO 1.3164 × 10−19 5.2655 × 10−19 Rejected 

GWO 1.9346 × 10−44 2.9019 × 10−43 Rejected 

ACO 2.7827 × 10−43 3.8958 × 10−42 Rejected 

RSA 5.4055 × 10−21 3.2433 × 10−20 Rejected 

Dataset 2 PSO 2.5520 × 10−33 3.5728 × 10−32 Rejected 

MVO 7.7200 × 10−32 8.4920 × 10−31 Rejected 

GWO 2.0184 × 10−32 2.6239 × 10−31 Rejected 

ACO 9.4165 × 10−26 7.5332 × 10−25 Rejected 

RSA 5.0025 × 10−40 7.5038 × 10−39 Rejected 

Dataset 3 PSO 7.5939 × 10−2 1.5188 × 10−1 Rejected 

MVO 8.1198 × 10−1 8.1198 × 10−1 Rejected 

GWO 1.3254 × 10−10 3.976 × 10−8 Rejected 

ACO 1.9803 × 10−14 9.9012 × 10−15 Not rejected 

RSA 5.5713 × 10−11 2.2286 × 10−11 Not rejected 

Dataset 4 PSO 3.2151 × 10−16 2.5721 × 10−15 Rejected 

MVO 1.2848 × 10−15 8.9933 × 10−15 Rejected 

GWO 1.9558 × 10−16 1.7602 × 10−15 Rejected 

ACO 1.1534 × 10−17 1.2687 × 10−16 Rejected 

RSA 7.9148 × 10−18 9.4978 × 10−17 Rejected 

Dataset 5 PSO 1.2760 × 10−13 7.656 × 10−13 Rejected 

MVO 5.1020 × 10−1 5.1020 × 10−1 Not rejected 

GWO 3.5554 × 10−18 3.5554 × 10−17 Rejected 

ACO 1.0817 × 10−27 1.5144 × 10−26 Rejected 

RSA 1.7354 × 10−3 5.2063 × 10−3 Rejected 

Dataset 6 PSO 5.2644 × 10−12 4.7380 × 10−11 Rejected 

MVO 6.0216 × 10−10 3.0108 × 10−9 Rejected 

GWO 8.7912 × 10−11 6.1539 × 10−10 Rejected 

ACO 1.9293 × 10−25 2.3152 × 10−24 Rejected 
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RSA 2.8887 × 10−4 5.7774 × 10−4 Rejected 

Dataset 7 PSO 2.0999 × 10−12 2.0999 × 10−11 Rejected 

MVO 5.34510 × 10−9 3.7416 × 10−8 Rejected 

GWO 6.3569 × 10−32 7.0121 × 10−31 Rejected 

ACO 1.8961 × 10−7 7.5843 × 10−7 Rejected 

RSA 2.9728 × 10−7 8.9185 × 10−7 Rejected 

 
Highlight (bold) denotes that there is a significant difference   

5.6.5 Exploration and exploitation effects  

As mentioned earlier, exploration and exploitation are the two main principles in 

any search algorithm. These phases are obtained using the dimension-wise diversity 

measurement presented in [167]. In this approach, the exploration can be measured 

during the search process by the increased mean value of distance within dimensions 

of the population and exploitation phase by the reduced mean value, where search 

agents are in a concentrated region.  

Figure 5.8 provides exploration-exploitation ratios for all MAs on each dataset for 

50 iterations during the search process. From the bar charts in Figure 5.8, ACO-RSA 

maintains a better balance between exploration and exploitation for all the seven 

datasets. Although PSO balanced exploration-exploitation for the first four datasets, it 

fails to maintain the balance (has high exploitation) for the remaining three datasets. 

Most other algorithms have shown high exploitation, which can be confirmed through 

the literature or by analyzing the algorithm design. In standard ACO, ants travel the 

path iteratively to find the best solution, representing higher exploitation than 

exploration. In standard RSA possessed this balance by splitting the total iteration into 

four stages, but it failed for four out of seven datasets.  

 
(a) Dataset 1 

 
(b) Dataset 2 
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(c) Dataset 3 

 
(d) Dataset 4 

 
(e) Dataset 5 

 
(f) Dataset 6 

 
(g) Dataset 7 

Figure 5.8: Exploration and exploitation ratio maintained by MAs on each dataset 

5.6.6  CEC 2019 test functions 

To show the capability of the ACO-RSA compared to standard ACO and standard 

RSA, ten standard well-known test functions from CEC 2019 test functions with 

dimension 50 and search range as in the work of [147], which have been widely used 

in recent years, are chosen. Table 5.9 provides a summary of these functions.  

Table 5.9. CEC 2014 Test Functions   

Nu. Functions 𝐹𝑖
∗ = 𝐹𝑖(𝑋∗) 

F1 Storn’s Chebyshev Polynomial Fitting Problem 1 
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F2 Inverse Hilbert Matrix Problem 1 

F3 Lennard-Jones Minimum Energy Cluster 1 

F4 Rastrigin’s Function 1 

F5 Griewangk’s Function 1 

F6 Weierstrass Function 1 

F7 Modified Schwefel’s Function 1 

F8 Expanded Schaffer’s F6 Function 1 

F9 Happy Cat Function 1 

F10 Ackley Function 1 

To achieve the simulation criteria, i.e., the Avg and Std values, the algorithm for 

each function of CEC 2019 has been performed by each algorithm 20 independent runs 

and the results are given in Table 5.10.  

Table 5.10. Avg and Std results using CEC 2019 test functions  

 Function Metric ACO RSA ACO-RSA 

F1 
Avg 2.6843 × 10−15 0 0 

Std 6.4655 × 10−8 0 0 

F2 
Avg 9.8746 × 10−23 0 0 

Std 7.4512 × 10−6 0 0 

F3 
Avg 1.5476 × 10−21 0 6.8764 × 10−28 

Std 6.5241 × 10−9 0 3.6481 × 10−9 

F4 
Avg 0 0 0 

Std 0 0 0 

F5 
Avg 1.6784 × 102 4.9000 × 102 2.6818 × 102 

Std 4.7864 × 10−3 6.5260 × 10−3 3.4510 × 10−3 

F6 
Avg 2.5420 × 101 1.2382 × 101 1.0307 × 10−1 

Std 3.6857 × 10−2 7.1253 × 10−2 1.0541 × 10−2 

F7 
Avg 3.5407 × 10−3 1.9745 × 10−3 2.5438 × 10−4 

Std 2.6743 × 10−4 6.6287 × 10−3 7.6842 × 10−5 

F8 
Avg −6.8741 × 103 

−7.1505 × 

103 
−4.8366 × 103 

Std 5.6874 × 103 6.8674 × 102 6.8133 × 102 

F9 
Avg 2.6845 × 10−38 0 0 

Std 8.6451 × 10−39 0 0 

F10 
Avg 9.6872 × 10−12 

8.8818 × 

10−16 
6.8766 × 10−16 

Std 2.6851 × 10−12 0 0 

It can be observed that ACO-RSA achieved better performance in three out of ten 

functions than standard ACO and standard RSA. For functions F1, F2, F4, and F9, both 
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ACO-RSA, and RSA achieved the best Avg and Std results. For functions, F5 and F8, 

ACO and RSA reported the best average performance, respectively. 

5.7 Summary 

In the telecommunication sector, churn prediction models are broadly employed to 

analyze and discover patterns in massive data using ML so that past customers' 

behavior can be used to predict the ones likely to join other operators. FS is a typical 

preprocessing problem in ML concerning the discrimination of salient and redundant 

features from each dataset's complete set of features. A new FS approach is presented 

by combing the standard ACO and standard RSA for customer churn prediction. The 

combined method, ACO-RSA, utilized a serial mechanism to balance exploration and 

exploitation while eliminating trapped in local optima. The efficiency of the proposed 

ACO-RSA is evaluated using six public benchmark datasets from the churn prediction 

application and ten CEC 2019 test functions. The reliability and performance of the 

ACO-RSA are compared with the standard ACO, the standard RSA, and three other 

MAs: PSO, MVO, and GWO. The results showed that the ACO-RSA approach has 

higher accuracy with the minimum number of features over the other comparative 

methods. Statistical analysis also confirmed the superiority of the ACO-RSA in terms 

of various measures. Therefore, the proposed ACO-RSA provides a high-reliability FS 

approach for applying churn prediction. The main limitation of the proposed approach 

is the slightly high CT requirement during the training phase to specify the best 

combination of the tested element.   
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 An Improved Churn 

Prediction Model   

6.1 Introduction 

Nowadays, ML techniques are used to predict future patterns and behaviors of 

customers [169], so marketing strategies can be improved according to the produced 

results from these models. ML approaches can play a critical part in the success of 

different applications, such as oil price prediction [170], sentiment analysis [171], 

energy consumption [172], medical diagnosis [173], and CP [174]. These applications 

use one type of ML family of algorithms, called ensemble methods, which are 

inspirited by the human cognitive system. These methods have the powerful capability 

to deal with high-dimensional data and generate several diverse solutions for a given 

task [175].  

Ensemble methods build many base models and then merge them into one to 

achieve better prediction results than using a single base model. Bagging and boosting 

are the most popular ensemble methods [176]. The bagging method, also known as 

"bootstrap aggregation," is based on averaging the base models, while the boosting 

methods are built upon a constructive iterative mechanism. In boosting algorithms, 

several weak learners are combined stage-wise to obtain a strong learner with improved 

prediction accuracy [177]. The family of boosting methods depends on different 

constructive strategies of ensemble formation. A gradient-descent-based formulation 

of boosting methods, called Gradient Boosting Machine (GBM), is derived by [178]. 

The GBM can be considered an optimization model aiming to train a series of weak-

learner models, which sequentially minimizes a pre-defined loss function.  

According to [179], several essential choices of differentiable weak-learner models 

and loss functions can be customized to a given task in the GBM model, making this 

model highly flexible to be applied in several ML applications based on the task 

requirements [180, 181, 182]. The aim is to develop a new model by improving GBM's 

structure to effectively predict customer churn in the telecom sector. The main 

contributions can be summarized as follows:  

• CP-EGBM is a new model with high predictive performance that may be used to 

develop effective strategies and contains customer churn risks in the telecom 
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sector. It can enhance the learning ability of the GBM model structure by using 

SVM as a base learner and exponential loss as a loss function. 

• Boosting the capability of the PSO in the exploration phase using the consumption 

operator of the AEO method could effectively find the most suitable values of the 

CP-EGBM's hyper-parameters.   

• The performance of the proposed CP-EGBM is assessed using six datasets in 

several evaluation metrics. 

• The CP-EGBM model outperformed either GBM or SVM alone, and it is superior 

to several earlier reported models in the literature, making it more suitable for CP.  

6.2 Literature review 

Many works applied ensemble ML models to predict customer churn [174, 183, 

184]. Wang et al. [185] investigated the capability of the GBM model for CP. They 

used a large customer dataset obtained from the Bing-Ads platform company to identify 

whether the customers would leave or stay based on the analysis of their historical data 

records. The results showed that GBM was an effective and efficient model for 

predicting churner customers in the near future.  

Several comparative analyses are conducted for CP using ML models. Ahmad et al. 

[186] compared four ML models, including Decision Trees (DTs), Random Forest 

(RF), GBM, and XGBoost, for customer churn prediction. The results showed that the 

XGboost method outperformed other models when they evaluated the models using big 

data provided by a telecom company in Syria. Jain et al. [187] used four models for CP 

in the banking, telecom, and IT sectors, where they used Logistic Regression (LR), RF, 

SVM, and XGBoost. The results showed that XGBoost performed better than others in 

the telecom sector. In another work, Dhini et al. [188] compared RF and XGBoost to 

find the best model for CP. They used a private dataset collected from different 

companies in Indonesia to evaluate the models. The results showed that the predictive 

performance of the XGBoost was better than that of the RF model. In Sabbeh [189], 

the author compared a set of ML models using a publicly available dataset for CP. The 

results showed that RF attained the best results compared to other models used in their 

work.  

Sandhya et al. [190] applied LR, KNN, SVM, and RF models to a publicly available 

dataset for CP. The authors first preprocessed the dataset and overcame the class 

imbalance problem using Synthetic Minority Oversampling Technique (SMOTE). The 

obtained results showed that RF performed better than the other models. Kimura [191] 

used six ML models: LR, RF, SVM, CatBoost, XGBoost and LightGBM. For data 
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preprocessing, the authors used SMOTE Tomek Link and SMOTE-ENN sampling 

methods to balance class distribution in a publicly available dataset for CP. The results 

showed that CatBoost with SMOTE is the best model. Zhu & Liu [192] conducted a 

comparative study between ten ML models for churn prediction using a publicly 

available dataset; the results indicated that XGBoost obtained the best accuracy 

compared to the other models.  

Kanwal et al. [193] employed a hybrid CP model using PSO to select the most 

informative features in a publicly available dataset for CP. Then, the selected features 

are used as inputs to DTs, KNN, Gradient Boosted Tree (GBT), and NB models. The 

findings indicate that the PSO with the GBT model obtained successful accuracy 

outcomes compared to the other models. Bilal et al. [194] introduced a CP model based 

on hybrid clustering and classification methods to predict customer churn from two 

publicly available datasets. The results showed that this model is more robust than the 

other existing models in the literature. 

The stacking model technique (i.e., a mechanism that aims to leverage the benefits 

of a set of base models while ignoring their disadvantages) is also used for CP. 

Karuppaiah & Gopalan [195] presented a stacked Customer Lifetime Value-based 

heuristic incorporated ensemble model to predict customer churn. The authors used a 

publicly available dataset to evaluate the proposed model, and the obtained accuracy 

results showed good performance compared to the other existing models in the 

literature. Rabbah et al. [196] proposed a new CP model using deep learning and 

stacked models. They used a publicly available dataset to validate their model; the 

dataset is first preprocessed and balanced by the SMOTE method and then used a pre-

trained Convolutional Neural Network (CNN) to select the essential features from the 

dataset. They employed the stacking model technique (i.e., a mechanism that aims to 

leverage the benefits of a set of base models while ignoring their disadvantages) to 

predict customer churn. The results demonstrated high efficacy of the developed model 

than the DTs, LR, RF, XGBoost, and Naive Bayes (NB) models.   

Karamollaoglu et al. [197] used to separate datasets for CP in telecommunication 

industry. Eight ML models comprising LR, KNN, DT, RF, SVM, AdaBoost, NB, and 

multi-layer perceptron are explored. Although all models reported good performance, 

ensemble-based RF models showed highest performance. Akinrotimi et al [198] used 

oversampling techniques for class imbalance problems and applied the dimensionality 

reduction technique to pick out optimal features with strong predictive ability. They 

used LR and the NB models as classification strategies for CP. The results showed that 

NB provided more efficient results than LR. Akbar and Apriono [199] used XGBoost, 
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Bernoulli NB, and DT models for CP and showed that XGBoost attained the best 

performance compared to other models.  

Based on the provided research works on customer CP, the following research gaps 

can be identified: 

• Limited exploration of ensemble models: While some studies have applied 

ensemble models for CP, such as stacking models, there is still a need for further 

exploration and evaluation of different ensemble techniques and their effectiveness 

in improving prediction accuracy. 

• Limited investigation of hybrid models: Hybrid models that combine different ML 

algorithms or feature selection techniques have shown promising results in CP. 

However, there is still a lack of comprehensive studies comparing various hybrid 

models and evaluating their performance on different datasets. 

• Lack of focus on industry-specific CP: Many studies have evaluated CP models on 

publicly available datasets, but there is a need for more research focusing on specific 

industries, such as banking, telecom, and IT. Different industries may have unique 

characteristics and churn patterns, requiring customized CP approaches. 

• Preliminary analysis of feature selection techniques: Feature selection plays a 

crucial role in CP, as it helps identify the most informative features for accurate 

prediction. However, the existing literature lacks comprehensive analyses and 

comparisons of different feature selection techniques and their impact on CP 

performance. 

• Lack of comparison across multiple performance metrics: Many studies focus on a 

single performance metric, such as accuracy or F1-measures, for evaluating CP 

models. However, a comprehensive comparison across multiple metrics, including, 

recall, and area under the receiver operating characteristic curve (AUC-ROC), is 

essential to understand different models' overall performance and effectiveness. 

Addressing these research gaps would contribute to advancing the field of customer 

churn prediction by providing insights into the effectiveness of different models, 

techniques, and approaches in various industry contexts and facilitating more accurate 

and proactive customer retention strategies. 

Although existing models based on ensemble methods achieved tremendous 

success in the application of CP, there is still a need for more efforts to provide this 

sector with an efficient and accurate model which can identify churner and non-churner 

customers accurately and can assess decision-makers in this sector to develop more 

effective strategies in order to reduce customer churn rate. The GBM model shows 



 

72 

 

excellent potential in classification problems. It typically uses a DT as a base learner 

to initialize the model, which is sub-optimum [179]. SVM is a powerful mathematical 

model that proves its ability to solve CP problems [190, 197]. Choosing an effective 

base- learner as a starting point for the GBM learning process could produce an 

effective GBM model. Hence, in this work, the base- learner in the GBM is replaced 

with the SVM. In addition, the hyper-parameters for the modified GBM are optimized 

using a modified version of the PSO method. To the authors' best knowledge, 

optimizing GBM has never been applied in CP so far. A new FS model is presented 

that relies on improving the GBM structure and optimizing its hyper-parameters. This 

paper presents a new model that relies on improving the GBM structure and optimizing 

its hyper-parameters to predict customer churn effectively. The proposed model can 

assess improving CP's efficiency and designing optimal decisions and policies in this 

sector.  

6.3 Proposed CP-EGBM 

The overall process flow of our CP is depicted in Figure 6.1, with the proposed CP-

EGBM classification model in red. The following sub-sections provide the details of 

the model. 

6.3.1 Data preprocessing and feature selection  

Let the dataset consist of N examples of M-dimension feature vectors 

{𝑥𝑛,𝑚, 1 ≤ 𝑛 ≤ 𝑁 and 1 ≤ 𝑚 ≤ 𝑀}  and target label {𝑦, 1 ≤ 𝑦 ≤ 𝐶} where C is the 

number of classes. Each feature in the dataset is normalized in the range [0, 1] as per 

Eq. (1) to improve classification capability. 

𝑥𝑛,𝑚 =
𝑥𝑛,𝑗 − 𝑥𝑗

𝑚𝑖𝑛

𝑥𝑗
𝑚𝑎𝑥 − 𝑥𝑗

𝑚𝑖𝑛
 

 
                              (1) 

where, 𝑥𝑗
𝑚𝑖𝑛  and 𝑥𝑗

𝑚𝑎𝑥  are minimum and maximum values for the jth feature 

dimension and 𝑥𝑖,𝑗 is the normalized value of jth feature for ith example.  

The performance of most ML models degrades for a class-imbalanced dataset. A 

dataset balance can be checked by comparing the number of examples for each class 

label 𝑦. For balancing the dataset, the minority class examples are oversampled to 

match the number of examples using the Heterogeneous Euclidean-Overlap Metric 

Genetic Algorithm (HEOMGA) approach [200]. 
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Another critical factor affecting the performance of ML models is the input feature 

dimensional space. The significant features for classification are selected from the 

normalized-balanced dataset using Ant Colony Optimization- Reptile Search 

Algorithm (ACO-RSA) approach [201]. The ACO-RSA is a recent Meta-Heuristic 

(MH) approach published as a feature selection method for CP. The optimal feature set 

comprises only the most significant features for classification. Finally, the datasets are 

split into two exclusive and exhaustive sets for training and testing the proposed CP-

EGBM model.  

6.3.2 Classification using CP-EGBM 

An overview of the GBM, a description of the developed CP-EGBM, and Hyper-

parameter optimization for the CP-EGBM are given in this section.   

 

 

Figure 6.1: Block diagram of CP-EGBM model 

 

Gradient Boosting Machine (GBM) 

Gradient Boosting Machine (GBM) [178] combines a set of weak learners by 

focusing on the resulting error at each iteration until a strong learner is obtained as a 

sum of the successive weak ones.  

Let 𝐷 =  {𝑥𝑛, 𝑦𝑛}𝑛=1
𝑁  denote training examples where the goal of gradient boosting 

is to find an optimal estimate 𝐹(𝑥) of an approximation function 𝐹∗(x), which maps 

the instances 𝑥𝑛  to 𝑦𝑛  to minimize the expected value of a given loss function 

𝐿 (𝑦, 𝐹(𝑥))  over the distribution of all training examples.  
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𝐹∗(x) = argmin𝐹(𝑥)𝐿𝑥,𝑦(𝑦, 𝐹(𝑥))  
(2) 

GBM uses a logistic loss function for classification tasks to estimate approximation 

function 𝐿(𝑦, 𝐹(𝑥)) = (𝑦 − 𝐹(𝑥))
2

 [202]. GBM starts with a weak learner 𝐹(𝑥) that 

is usually a constant value, and then it fits each weak learner to correct the errors made 

by the previous weak learner to strengthen prediction performance by minimizing loss 

function over each boosting stage [203]. At each stage, the local minimum proportional 

takes steps to the loss function's negative gradient to find the local minimum. The 

gradient direction of the loss function at ith boosting stage can be calculated as 

𝑟𝑖,𝑛 = − ⌈
𝜕𝐿(𝑦𝑛, 𝐹(𝑥𝑛))

𝜕𝐹(𝑥𝑛)
⌉

𝐹(𝑥)=𝐹𝑖−1(𝑥)

 
 

(3) 

GBM generalizes the gradient's calculation range when regression trees are is used 

with parameter 𝑎  as weak-learners, usually a parameterized function of the input 

variables 𝑥, characterized by the parameters 𝑎. The tree can be obtained by solving the 

following:  

𝑎𝑖 = argmin𝑎,𝛽 ∑ ⌈𝑟𝑖,𝑛 − 𝛽ℎ(𝑥𝑛, 𝑎)⌉
2𝑁

𝑛=1
 

 
                             (4) 

where, 𝑎𝑖 is a parameter that is obtained at iteration 𝑖, and 𝛽 is the weight value (i.e., 

the expansion coefficient of the weak learner). Then the optimal length 𝑝𝑖 is 

determined, and the model  𝐹𝑖(𝑥) is updated at each iteration i, with t = 1 to the number 

of iterations T, as in steps 5 and 6 below in the GBM algorithm. GBM is detailed in 

Algorithm 1 [178]. 

Algorithm 1: GBM training 

Input: Training dataset 𝐷 =  {𝑥𝑛, 𝑦𝑛}𝑛=1
𝑁 , the maximum number of boosting 

stages B 

Output: GBM  𝐹𝑖(𝑥) 

1. 𝐹0(𝑥) = argmin𝑝 ∑ 𝐿 (𝑦𝑛 , 𝑝)𝑁
𝑛=1  

2. For 𝑚 =1 to B do 

3.      𝑟𝑖,𝑛 = − ⌈
𝜕𝐿(𝑦𝑛,𝐹(𝑥𝑛))

𝜕𝐹(𝑥𝑛)
⌉

𝐹(𝑥)=𝐹𝑖−1(𝑥)
 

4.      𝑎𝑖 = argmin𝑎,𝛽 ∑ ⌈𝑟𝑖,𝑛 − 𝛽ℎ(𝑥𝑛, 𝑎)⌉
2𝑁

𝑛=1  

5.      𝑝𝑖 = argmin𝑝 ∑ 𝐿 (𝑦𝑛 ,
𝑁
𝑛=1 𝐹𝑖−1(𝑥𝑛) + 𝑝 ℎ(𝑥𝑛, 𝑎𝑖)) 

6.      𝐹𝑖(𝑥) = 𝐹𝑖−1(𝑥) + 𝑝𝑖  ℎ(𝑥, 𝑎𝑖) 

7. End for 

The choices of base learners and loss functions derived from the GBM model 

facilitate the capacity to design and further development in this model by researchers 
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based on the task requirements [178, 179]. This work aims to develop a new 

classification model for the application of CP by enhancing the structure of the GBM 

and its hyper-parameters, as will be discussed in the following subsections.   

Developing CP-EGBM 

As mentioned earlier, the GBM model typically uses a DT as the base learner. At 

each boosting stage, a new DT (weak learner) is fitted to the current residual and 

concatenated to the previous model to update the residual. This process continues until 

the maximum number of boosting stages is reached [179]. However, using DT as a 

base learner might not optimally approximate a smooth function since DT extrapolates 

the relationship between the input/output data points with a constant value [204]. Thus, 

using a DT to start the GBM model training process could result in poor predictive 

performance and overfitting.  

In the GBM model, various base-learners are derived, divided into linear, smooth, 

and DTs models [179], and optimized the GBM using different manners [205, 206, 

207]. However, no previous works focused on changing the base learner of the GBM 

to improve its structure using the SVM in CP. The SVM model introduced in [208] 

proves its ability to solve various classification problems [209]. As for most classifiers, 

SVM depends on the training data to build its model by finding the best decision 

hyperplane that separates the class labels (i.e., response variables). The main goal of 

the SVM is to find the optimum hyperplane by maximizing the margin and minimizing 

classification error between each class. In addition, using kernel functions strategy and 

its applicability to the linearly non-separable data can be extended to map input data 

into a higher dimensional space. The hyperplane can be described as follows [210]: 

w. 𝑥𝑖 + b = 0,  (5) 

where, w is an average vector, and b is the position of the relative area to the coordinate 

center.  

 The optimization of the margin to its support vectors can be converted into a 

constrained programming problem as:  

min
1

2
⟦𝑤⟧2 + 𝐶 ∑ 𝜁𝑖

𝑁

𝑖=1

     s.t.   𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) ≥ 1 −  𝜁𝑖    and    𝜁𝑖 ≥ 0 (6) 

where, 𝜁𝑖 represents the misclassified samples to the corresponding margin hyperplane, 

and 𝐶 is the cost of the penalty.  
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The SVM model's most widely used kernel functions are Linear, Polynomial, 

Sigmoid, and Radial Basis functions (RBF). Among them, RBF is preferable due to its 

reliability in implementation, adaptability to handle very complex parameters and 

simplicity [210]. In this research, the SVM with RBF kernel (SVMRBF) is integrated as 

a base learner in the GBM's structure to boost its learning capability and provide a more 

accurate approximation of the target label. The RBF kernel function can be given as: 

𝑘(xn , xi) = exp(−γ ‖xn − xi‖
2 + 𝐶)  

  (7) 

where xn , xi  are vectors of features computing from training or test data points, 𝛾  

determines the influence of each training example, and C is the cost or penalty. 

The GBM learning performance for a given task depends greatly on the loss function 

[179, 203]. Therefore, it is essential to carefully select the loss function and the function 

to calculate the corresponding negative gradients in the GBM model's structure. 

Several loss functions are reported in the literature for classification, including logistic 

regression (i.e., deviance), Bernoulli, and exponential. A comparison between them is 

in the next section. The pseudo-code of CP-EGBM is given in Algorithm 2. 

Algorithm 2: Pseudo-code of the developed CP-EGBM model. 

Data preprocessing and feature selection 

1. Normalize the features in the dataset, Eq. (1). 

2. Balance the dataset for all classes using HEOMGA [200]. 

3. Calculate the optimum feature set using the ACO-RSA approach [201].  

4. Split the dataset into training and testing. 

CP-EGBM training phase 

5. Load training dataset. 

6. Initialize the CP-EGBM model with SVM as the base learner, DT as weak 

learners, logistic/ Bernoulli/exponential as a loss function. 

7. Tune hyper-parameters of CP-EGBM using the mPSO. 

8. Train SVM as a base learner using optimum hyper-parameters, Eq. (5)– (7). 

9. Train the GBM model using optimum hyper-parameters per Algorithm 6.1. 

CP-EGBM testing phase 

10. Load testing dataset. 

11. Select only optimum features as calculated training phase. 

12. Evaluate performance metrics using the trained CP-EGBM model. 

6.3.3 Hyper-parameter optimization  

Parameter setting is essential in enhancing the models' efficacy and performance. 

Traditionally, hyper-parameters can be selected using a trial-and-error. However, 

manually tuning the parameters is often time-consuming, yielding unsatisfactory 

results without deep expertise. MH method can tune the model's hyper-parameters for 
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solving this problem. Two MH methods, PSO and AEO, are presented in the following 

subsections, and the modified PSO (mPSO) method is introduced.  

Particle Swarm Optimization (PSO)  

PSO is an MH method inspired to simulate the social and group behaviors of 

animals, humans, and insects [211]. This method uses a set of particles (initial 

population) to traverse a given search space randomly. In each iteration, the position of 

each particle 𝑥 and the velocity 𝜐 of this particle is updated using the best position in 

the current population.  

Let there be P particles in the K-dimensional search space. The position 𝑥(𝑡) and 

velocity 𝜐(𝑡) at the time of t are expressed as: 

𝑥𝑖(𝑡) = [𝑥𝑖1(𝑡), 𝑥𝑖2(𝑡) ⋯ 𝑥𝑖𝐾(𝑡)]𝑇 

υ𝑖(𝑡) = [υ𝑖1(𝑡), υ𝑖2(𝑡) ⋯ υ𝑖𝐾(𝑡)]𝑇 

for 1 ≤ 𝑖 ≤  𝑃 (8) 

The fitness, the local best position 𝑃𝑏𝑒𝑠𝑡 and global best position 𝐺𝑏𝑒𝑠𝑡 at time t are 

represented as: 

𝑃𝑏𝑒𝑠𝑡(𝑡) = [P1(𝑡), P2(𝑡) ⋯ P𝐾(𝑡)]𝑇 

𝐺𝑏𝑒𝑠𝑡(𝑡) = [G1(𝑡), G2(𝑡) ⋯ G𝐾(𝑡)]𝑇 

 

(9) 

At time 𝑡 + 1, the velocity 𝜐(𝑡 + 1) of the particle is updated as, 

υ𝑖(𝑡 + 1) = 𝑤υ𝑖(𝑡) + 𝑐1𝑟1(P𝑏𝑒𝑠𝑡𝑖(𝑡) − x1(𝑡))

+ 𝑐2𝑟2(𝐺𝑏𝑒𝑠𝑡(𝑡) − 𝑥𝑖(𝑡)) 

 (10) 

where 𝑤 is an inertia weight factor that controls the velocity and allows the swarm to 

converge, 𝑐1  is the cognitive factor and  𝑐2  is the social factor that controls the 

randomness added to the velocity 𝜐(𝑡 + 1) for the next position 𝑥𝑖(𝑡 + 1), 𝑟1 and 𝑟2 

are two random vectors in the range [0,1]. 

𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝜐𝑖(𝑡 + 1)  (11) 

where the next position 𝑥𝑖(𝑡 + 1) of ith particle is computed using the current position 

𝑥𝑖(𝑡)  and updated velocity 𝜐𝑖(𝑡 + 1)  as generated in Eq (10). Finally, 𝑥𝑖  vectors 

present solutions while  υ𝑖 presents the momentum of particles. 

Artificial Ecosystem-based Optimization (AEO) 

AEO is another MH method motivated by the energy flow in the natural ecosystem, 

introduced by [212]. AEO uses three operators to achieve optimal solutions, as 

described below.  
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1. Production 

In this operator, the producer represents the worst individual in the population. 

Thus, it must be updated concerning the best individual by considering the upper and 

lower boundaries of the given search space so that it can guide other individuals to 

search other regions. The operator generates a new individual between the best 

individual 𝑥𝑏𝑒𝑠𝑡 (based on fitness) and the randomly produced position of individuals 

in the search space 𝑥𝑟a𝑛𝑑 by replacing the previous one. This operator can be given as, 

𝑥𝑖(𝑡 + 1) =  (1 − 𝛼)𝑥𝑏𝑒𝑠𝑡(𝑡)

+ 𝛼𝑥𝑟𝑎𝑛𝑑(𝑡) 

 (12) 

𝛼 = (1 − 𝑡 T⁄ )𝑟1  (13) 

𝑥𝑟𝑎𝑛𝑑 = 2(𝑈𝐵 − 𝐿𝐵) + 𝐿𝐵  (14) 

where 𝑥𝑟𝑎𝑛𝑑(𝑡) guides the other individuals to broadly explore search space in the 

subsequent iterations, 𝑥𝑖(𝑡 + 1) leads the other individuals to exploitation in a region 

around 𝑥𝑏𝑒𝑠𝑡(𝑡) intensively, 𝛼 is a linear weight coefficient to move the individual 

linearly from a random position to the position of the best individual 𝑥𝑏𝑒𝑠𝑡(𝑡) through 

the pre-defined maximum number of iterations T, 𝑟1 and 𝑟2 are random numbers in the 

interval [0, 1], and  𝑈𝐵 and 𝐿𝐵 represent the upper and lower boundaries of the search 

space. 

2. Consumption 

This operator starts after the production operator is completed. It may eat a 

randomly chosen low-energy consumer, a producer, or both to obtain food energy. A 

Levy flight-like random walk, called Consumption Factor (CF), is employed to 

enhance exploration capability, and it is defined as follows:  

CF =
1

2

𝑣1

|𝑣2|
,         𝑣1, 𝑣2 ∈ 𝑁(0,1) 

 (15) 

where, 𝑁(0,1) is a normal distribution with zero mean and unity standard deviation 

Different types of consumers adopt different consumption behaviors to update their 

positions. These strategies include:  

• Herbivore behavior: A herbivore consumer would eat only the producer and can 

be formulated as: 

𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝐶𝐹. (𝑥𝑖(𝑡) − 𝑥1(𝑡)),          𝑖

∈  [2, … 𝑃] 

 (16) 
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• Carnivore behavior: A carnivore consumer would only eat another consumer with 

higher energy, and it can be modeled as: 

𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝐶𝐹. (𝑥𝑖(𝑡) − 𝑥ra𝑛𝑑∈(0,   2𝑖−1)(𝑡)) ,          𝑖

∈  [3, … 𝑃] 

 (17) 

• Omnivore behavior: An omnivore consumer can eat a random producer or a 

producer with higher energy, and this behavior can be formulated as:  

𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝐶𝐹(𝑟2(𝑥𝑖(𝑡) − 𝑥1(𝑡))) + (1 − 𝑟2)(𝑥𝑖(𝑡)

− 𝑥ra𝑛𝑑∈(0,   2𝑖−1)(𝑡)), 𝑖 ∈ [3, … 𝑃] 

(18) 

3. Decomposition  

In this final phase, the ecosystem agent dissolves. The decomposer breaks down the 

remains of dead individuals to provide the required growth nutrients for producers. The 

decomposition operator can be expressed as:  

𝑥𝑖(𝑡 + 1) = 𝑥𝑃(𝑡) + 𝐷𝑒(𝑒 . 𝑥𝑃(𝑡) − ℎ. 𝑥ra𝑛𝑑∈(0,   2𝑖−1)(𝑡)),         𝑖 ∈ [1, … 𝑃]  (19) 

where 𝐷𝑒 = 3𝑢       𝑢 ∈  𝑁(0, 1) , 𝑒 = 𝑟3 . 𝑟𝑎𝑛𝑑𝑖([1, 2]) −  1, and ℎ = 2𝑟3 − 1and 𝑒 , 

ℎ, and 𝐷𝑒, are weight coefficients designed to model decomposition behavior.   

Modified PSO (mPSO) method 

 The exploration phase is integral to MH algorithms, aiming to find better solutions 

by investigating search space. PSO suffers from premature convergence to a local 

minimum, which makes it spend most of the time on locally optimal solutions. Hence, 

it is weak in exploring new areas in the search space [213, 214].  

A modified PSO (mPSO) method aims to avoid premature convergence in the local 

optima and, thus, enhance its capability to tune optimum hyper-parameters for the CP-

EGBM model. The mPSO method integrates the consumption operator of the AEO into 

the PSO method's structure. As discussed in the previous subsection, the consumption 

phase in the AEO method is responsible for exploration, and it has three leading 

operators: Herbivore, Carnivore, and Omnivore. Both herbivores and omnivores are 

based on the producer solution (i.e., equals to the best solution in the swarm); the last 

operator depends on two randomly selected solutions, which helps explore new regions 

in the search space. The mPSO method utilizes the strength of the AEO in exploration 

(Eq. (15)) and the strength of the PSO in exploitation (Eq. (10)) to select optimum 

hyper-parameters for the CP-EGBM model. The mPSO can be presented as (Eq. (20)): 

The pseudo-code of the mPSO is described in Algorithm 3. 
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𝜐𝑖(𝑡 + 1) = 𝑤𝜐𝑖(𝑡) + 𝑐1𝑟1(𝐶𝐹 − 𝑥1(𝑡)) + 𝑐2𝑟2(𝐺𝑏𝑒𝑠𝑡(𝑡) − 𝑥𝑖(𝑡))  
(20) 

Algorithm 3: Pseudo-code of the mPSO approach. 

1. Initialize particles' positions and velocity, Eq. (8). 

2. For t = 1 to T do  

3.       Calculate local and global best positions w.r.t. minimum fitness, Eq. (9). 

5.       Calculate CF, as in AEO Eq. (15). 

6.       Update the velocity of particles, Eq. (20). 

7.       Update the positions of particles, Eq. (11). 

8. End for 

 

6.4 Evaluation measures 

In this study, the CP-EGBM model is assessed using a set of evaluation measures, 

including, Accuracy, Recall, F1-score, and Area Under the ROC Curve (AUC), and 

they are computed as follows:  

Accuracy (𝐴𝐶) =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃
 

 
      (21) 

Recall (𝑅) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

                             (22) 

F1-score (𝐹) =  2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

                           (23) 

AUC =  
1

2
(1 +  

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
− 

𝐹𝑃

𝐹𝑃 + 𝑇𝑁
  ) 

 
                           (24) 

where True Positive and (TP) and True Negative (TN) denote the correctly detected 

samples as positive and negative, respectively; similarly, False Negative (FN) and 

False Positive (FP) represent the number of misclassified positive and negative 

examples. 

6.5 Experimental results  

The experiments performed to assess the CP-EGBM model, comparing its performance 

with the GBM and SVMRBF models, are described. 

6.5.1 Experimental setup  

The performance of the CP-EGBM is validated by conducting experiments on the 

datasets that are given in Chapter 3, Table 3.1 above. The HEOMGA [200] is used for 

data balancing, and ACO-RSA [201] is employed for FS on all the datasets. Possible 
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bias in selecting the training and testing datasets is avoided using the 10-fold cross-

validation (CV) technique is employed. All the experiments are implemented using 

Python and executed on a 3.13 GHz PC with 16 GB RAM and Windows 10 operating 

system. 

6.5.2 Base learner and its behavior in the GBM model 

To examine the effect of changing the base learner from DT to SVMRBF in the GBM 

model, Probability Density Distribution is used, and the test dataset classification score 

(which is a number between '0' and '1', indicating the degree how much a testing 

example belongs to Churner/Non-churner class) generated by both base learners are 

visualized using the Violin plot method [48], as shown in Figure 6.2. A classification 

score is a raw continuous-valued probabilistic output of the ML model. For binary 

classification, one class (assume Churner) has a classification score then another class 

will have a score 1 − 𝑝 . 

The Violin plot is a method similar to the box plot with an additional characteristic 

called probability density, typically smoothed by a kernel density estimator. An 

interquartile range is calculated for each distribution to compare base learners' 

dispersion of non-churner and churner classes. The horizontal dotted lines in each class 

group indicate the first (25th percentile of the data), the second (50th percentile of the 

data or median), and the third (75th percentile of the data) quartiles to the corresponding 

distribution. The similarity/closeness of the two distributions is directly proportional to 

the closeness of these quartiles.  

Figure 6.2 shows probability density distribution of testing dataset classification 

scores for all the datasets used. The visualization in this figure shows that the quartiles 

of classification score using SVMRBF as a base learner in Dataset 1, Dataset 2, Dataset 

5, Dataset 6, and Dataset 7 well-separate churners (in red) and non-churners (in green) 

than the quartiles using the DT. Using SVMRBF as a base learner better classifies the 

Churner and Non-churner than DT. In Dataset 3 and Dataset 4, distributions for 

churners and non-churners are similar for both base learners, also indicated by closer 

quartiles for both classes, resulting in poor classification for both base learners. These 

results confirm and prove the suitability of the SVMRBF to be used as a base learner in 

the developed CP-EGBM model.    
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a) Dataset 1 

 
b) Dataset 2 

 
c) Dataset 3 

 
d) Dataset 4 

 
e) Dataset 5 

 
f) Dataset 6 

 

 
g) Dataset 7 

 

Figure 6.2: Probability density distribution of testing dataset classification scores 

generated by SVMRBF and DT base learners for non-churner and Churner samples in 

all the datasets 

6.5.3 Loss function selection  

The loss function gives a general picture of how well the model is performed in 

predictions. If the predicted results are much closer to the actual values, the loss will 

be minimum, while if the results are far away from the original values, then the loss 

value will be the maximum.  

 In this section, an experiment is conducted using three loss functions to figure out 

the most suitable one for the application of CP, and they include:  

• Logistic, deviance, or cross-entropy loss is the negative log-likelihood of the 

Bernoulli model. It is the default loss function in the GBM, and it is defined as 

[216]: 
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L𝐿𝑜𝑔𝑖(y,  𝑦̂) = −𝑦 𝑙𝑜𝑔  ( 𝑦̂) + (1

− 𝑦) 𝑙𝑜𝑔 (1 −  𝑦̂) 

 (26) 

• Bernoulli, it can be formulated as follows [47]. 

L𝐵𝑒𝑟𝑛(y,  𝑦̂) = log(1 + exp(−2𝑦.  𝑦̂)),  (27) 

• Exponential is also used in the Adaboost algorithm, and it can be defined as [216]: 

L𝐴𝑑𝑎(y,  𝑦̂) = exp(−𝑦.  𝑦̂),   (28) 

where 𝑦  is a binary class indicator, either 0 or 1, and   𝑦̂  is the probability of class 1, 

while  1 −  𝑦̂  is the probability of class 0 

Figure 6.3 plots the behavior of the loss functions over the defined number of 

iterations on all the DSs using the developed CP-EGBM. It can be seen in Figure 6.3 

that the exponential loss function obtains a smaller loss value on all the DSs. This can 

be explained by exponentially effectively contrasting misclassified data points much 

more, enabling the CP-EGBM to capture outlying data points much earlier than the 

logistic and Bernoulli functions. The results from this experiment confirm that the 

exponential loss function is more suitable than the other two competitor loss functions 

for the application of CP. 

 

a) Dataset 1 

 

b) Dataset 2 

 

c) Dataset 3 

d) Dataset 4 e) Dataset 5 

 

f) Dataset 6 
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g) Dataset 7 

 

Figure 6.3: Loss functions behavior on all the used datasets 

6.5.4 Hyper-parameter setting  

To better understand the behavior of the introduced mPSO, convergence curves are 

generated over 50 iterations on the x-axis and fitness values on the y-axis, as shown in 

Figure 6.4. A wide range of MH methods introduced in the literature can be used for 

hyper-parameters tuning. However, the mPSO is compared with Multi-Verse 

Optimizer (MVO) [217], Whale Optimization Algorithm (WOA) [218], Gray Wolf 

Optimizer (GWO) [219], PSO [220], and AEO [221]. For all the methods, the 

population size is set to 20 and the maximum iterations are equal to 50. Each is run 20 

times, and these settings are selected after empirically studying them. From Figure 6.4, 

the convergence speed of the mPSO is faster than the other MH methods in five out of 

seven datasets, as it stabilizes to shallow fitness values in fewer iterations. Overall, the 

suggested improvement in the PSO leads to better convergence attributes and less 

computation time, making mPSO more suitable for tuning the CP-EGBM model's 

hyper-parameters. 

 

a) Dataset 1 

 

b) Dataset 2 

 

c) Dataset 3 

 

d) Dataset 4 

 

e) Dataset 5 

 

f) Dataset 6 
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g) Dataset 7 

 

Figure 6.4: mPSO convergence behavior on all the datasets 

Several hyper-parameters need to be initialized in the developed CP-EGBM. The 

mPSO method is used to optimize them. The hyper-parameter settings and the 

optimized information for each dataset are listed in Table 6.1 and Table 6.2, 

respectively.  

 

 

 

 

 

 

Table 6.1: Hyper-parameters settings of the developed CP-EGBM model 

Model Function Default value Search space 

SVMRBF  C 1 LB: 1E-1,   UB: 1E 

Feature space map (𝛾) 1 / (#features) LB: 1E-4, UB:1E4  

GBM Number of estimators 100 LB: 100, UB:3000 

 Learning rate   0.1 LB: 1E-3, UB:1 

 Maximum depth of DTs   3 LB: 1, UB: 10 

 Minimum samples for split   2 LB: 2, UB: 10 

 Maximum features   sqrt(#features)   LB: 1, UB: #features 

 Sub-sample   1 LB: 0.5,   UB:1 

LB: Lower Boundary and UB: Upper Boundary  

Table 6.2: Optimization results by MPs for all the datasets  

Model Function Dataset 

1 

Dataset 

2 

Dataset 

3 

Dataset 

4 

Dataset 

5 

Dataset 

6 

Dataset 

7 

SVMRBF Regularization 

(C) 

100 156 50 65 25 120 87 
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Kernel coeff. 

(𝛾) 

0.213 0.302 0.030 0.001 0.003 0.203 0.137 

GBM No. of 

estimators 

315 503 223 418 438 250 305 

 Learning rate   0.093 0.103 0.132 0.312 0.034 0.001 0.003 

 Max. depth   5 5 4 6 6 7 6 

 Min. sample 

split   

5 8 6 10 7 8 9 

 Max. features   8 12 25 40 8 8 6 

 Sub-sample   1 0.82 0.90 0.95 0.83 0.97 0.83 

6.6 Experimental results and discussion  

The results of the GBM, SVMRBF, and the developed CP-EGBM models using 

evaluation metrics, Receiver Operating Characteristic (ROC), Statistical test, and 

model stability are discussed in this section. Also, a comparison between the CP-

EGBM and other used models in recent works is provided.  

6.6.1 Performance results  

The performance assessment of the GBM alone, SVMRBF alone, and the developed 

CP-EGBM models on the datasets is carried out in this section. After applying 10- fold- 

CV and fine-tuning the model's hyper-parameters using the mPSO, the average results 

are computed and recorded in Tables 6.3, 6.4, and 6.5, respectively.  

Table 6.3: Performance evaluation of the GBM alone on all the datasets 

Dataset AC R F   AUC 

Dataset 1 0.9401 0.7931 0.8439 0.8246 

Dataset 2 0.8677 0.8514 0.8200 0.8062 

Dataset 3 0.6737 0.6528 0.6813 0.7062 

Dataset 4 0.5631 0.6063 0.5902 0.6160 

Dataset 5 0.9352 0.7825 0.8413 0.8187 

Dataset 6 0.9520 0.8747 0.8672 0.8774 

Dataset 7 0.9520 0.7747 0.8150 0.8274 

 

Table 6.4: Performance evaluation of SVMRBF alone on all the datasets 

Dataset AC R F   AUC 
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Dataset 1 0.8799 0.8050 0.8410 0.8462 

Dataset 2 0.8376 0.6743 0.7394 0.7971 

Dataset 3 0.6836 0.6889 0.7009 0.7070 

Dataset 4 0.6157 0.6157 0.6146 0.6261 

Dataset 5 0.8821 0.8050 0.8407 0.8462 

Dataset 6 0.8711 0.8749 0.9004 0.8875 

Dataset 7 0.8711 0.7549 0.8202 0.8275 

 

Table 6.5: Performance evaluation of CP-EGBM on all the datasets 

Dataset AC R F AUC 

Dataset 1 0.9623 0.9121 0.8698 0.8579 

Dataset 2 0.8649 0.8456 0.8211 0.8991 

Dataset 3 0.6949 0.7138 0.7044 0.7091 

Dataset 4 0.6250 0.6298 0.6287 0.6329 

Dataset 5 0.9482 0.9175 0.8727 0.8599 

Dataset 6 0.9779 0.9033 0.9152 0.9273 

Dataset 7 0.9520 0.9275 0.8609 0.8473 

 

The results in Tables 6.3– 6.5 show that the developed CP-EGBM performs better 

than the other models on all the datasets for individual evaluation metrics. Figures 6.5–

6.8 show the models' performance on all the datasets. These figures reveal that the CP-

EGBM has accomplished effective outcomes compared to GBM and SVMRBF. For 

instance, in dataset 6, the CP-EGBM obtained an accuracy of 97.79%, a recall of 

90.33%, F1-measure of 91.52%, and AUC of 92.73%. The results in Tables 6.6– 6.8 

and Figures 6.5–6.8 confirm the superiority of CP-EGBM compared to other models.  
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Figure 6.5: Accuracy analysis of GBM, SVMRBF, and CP-EGBM on all the datasets 

 

Figure 6.6: Recall analysis of GBM, SBMRBF, and CP-EGBM on all the datasets 

 

Figure 6.7: F1-measure of GBM, SVMRBF, and CP-EGBM on all the datasets 

 

Figure 6.8. AUC analysis of the GBM, SVMRBF, and CP-EGBM on all the datasets 

For Dataset 1, SVM has relatively good accuracy (0.8799) and F1-measure 

(0.8410), while GBM has high better accuracy (0.9401) and F1-measure (0.8439). The 

developed CP-EGBM outperforms both with the highest accuracy (0.9623) and F1-

measure (0.8698). For Dataset 2, SVM alone has moderate performance with accuracy 

(0.8376) and F1-measure (0.7394), GBM provides accuracy (0.8677) and F1-measure 

(0.8200), while CP-EGBM provides relatively high accuracy (0.8649) and F1-measure 

(0.8211). In Dataset 3, GBM shows the worst performance in accuracy (0.6737) and 

F1-measure (0.6813). While CP-EGBM has best accuracy (0.6949) and F1-measure 

(0.7044). Similarly, for Dataset 4 GBM has the lowest accuracy (0.5631) and F1-

measure (0.5902) and CP-EGBM shows high performance with accuracy (0.6250) and 

F1-measure (0.6287). On the other hand, GBM performs better than SVM for Dataset 

5. CP-EGBM outperforms both with high accuracy (0.9482) and F1-measure (0.8727). 
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Similar observations can be made for Dataset 6 with an outstanding performance of 

CP-EGBM by providing very high accuracy (0.9779) and F1-measure (0.9152). For 

Dataset 7, both GBM and CP-EGBM provide the same accuracy but later have higher 

F1-measure than earlier.  

Overall, CP-EGBM consistently outperforms both GBM and SVM across most of 

the datasets in terms of accuracy, F1-measure, and AUC. However, GBM and SVM 

show competitive performance, achieving high accuracy and F1-measure on some 

datasets but lower performance on others. 

6.6.2 ROC curve 

The ROC curve computes model performance by changing the confidence level of 

the model score to get distinct values of the True-Positive Rate (TPR) and False 

Positive Rate (FPR), as illustrated in Figure 6.9. As this figure shows, the CP-EGBM 

curves dominate the GBM and SVMRBF models in all points on all the considered 

datasets, which indicates the suitability of the developed CP-EGBM.  

 

 
a) Dataset 1 

 
b) Dataset 2 

 
c) Dataset 3 

 
d) Dataset 4 

 
e) Dataset 5 

 
f) Dataset 6 
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g) Dataset 7 

 

Figure 6.9: ROC graph of GBM. SVMRBF and CP-EGBM for all the datasets 

6.6.3 Statistical test and model's stability   

The developed CP-EGBM is selected as the control model in the Friedman ranks 

test, as shown in Figure 6.10. In this figure, CP-EGBM gets the highest accuracy 

(Figure 6.10 a) and fitness values ranks (Figure 6.10 b), followed by GBM as the 

second and the SVMRBF ranked last. Therefore, this work concludes that the CP-EGBM 

is significantly better than the other models for CP.  

The relative stability results associated with the standard deviation (Std) of the 

developed CP-EGBM and the other models are also calculated and provided in Table 

6.6. According to the results in Table 6.9, the developed CP-EGBM model achieved 

the smallest Std values compared to the GBM and SVMRBF models on all the datasets. 

This reflects the stability and robustness of the developed CP-EGBM for applying CP. 

 
(a) 

 
(b)  

Figure 6.10: Friedman ranks test for a different model, a) accuracy, b) fitness values 

 

Table 6.6: Std values for the models on all the datasets   

Dataset Measure Model 

 GBM SVMRBF CP-EGBM 

Dataset 1 Std 0.0137 0.0111 0.0091 

Dataset 2 Std 0.0678 0.0401 0.0204 

Dataset 3 Std 0.1025 0.0913 0.0467 

Dataset 4 Std 0.1008 0.0925 0.0381 

Dataset 5 Std 0.0123 0.0102 0.0086 
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Dataset 6 Std 0.0106 0.0097 0.0055 

Dataset 7 Std 0.0107 0.0094 0.0078 

6.6.4 Performance comparison with existing models 

Several studies have recently used ML models to predict customer churn in the 

telecom sector. A comparison between the developed CP-EGBM and other studies for 

CP is given in Table 6.10. We can see in Table 6.7 that the studies utilized Dataset 1, 

Dataset 2, and Dataset 5 to evaluate ML models used in their works. Therefore, we can 

use the same datasets to compare the performance of the CP-EGBM with them. As per 

the results in Table 6.8, the developed CP-EGBM model has great potential to predict 

customer churn in terms of accuracy and F1-measure with better prediction results than 

the existing models.  

Table 6.7: Comparison between the existing models and the proposed CP-EGBM 

model in terms of accuracy and F1-measure on DS 1, DS 2, and DS 5   

Author (s) Method Dataset 1 Dataset 2 Dataset 5 

 AC F AC F AC F 

Sabbeh, 

(2018)  

RF 0.960

0 

- - - - - 

Sandhya et 

al., (2021) 

RF 0.955

0 

0.821

0 

- - - - 

Kimura. 

(2022) 

CatBoost - - 0.771

0 

0.613 - - 

Zhu & Liu, 

(2021) 

XGBoost - - 0.799

8 

- - - 

Kanwal et al., 

(2021) 

PSO- GBT 0.930

0 

0.811

0 

- - - - 

Bilal et al., 

(2022) 

K-means 0.924

3 

0.718

1 

- - 0.947

0 

0.806

3 

Karuppaiah & 

Gopalan, 

(2021) 

Stacked 

Customer 

Lifetime 

Value-

based 

heuristic 

incorporate

d ensemble 

model 

0.890

0 

- - - -  

Rabbah et al., 

(2022)  

DL and 

stacking  

- - 0.835

0 

0.819

0 

- - 

Karamollaogl

u et al.,(2021) 

RF 0.954

0 

0.944

0 

- - 0.790

0 

0.863

0 
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Akbar & 

Apriono, 

(2023) 

XGBoost - - 0.815

6 

0.747

6 

- - 

This work CP-EGBM 0.962

3 

0.869

8 

0.864

9 

0.821

1 

0.948

2 

0.872

7 

The proposed framework uses MH algorithms for feature selection and hyper-

parameter tuning. Although MH algorithms have shown effectiveness in many 

domains, they also have certain limitations. MH algorithms may converge prematurely 

to get stuck in a local optimum or fail to explore the search space adequately. MH 

algorithms require a large number of iterations and evaluations of objective functions, 

which can be computationally expensive for complex problems. Several control 

parameters need to be set appropriately to achieve good performance. The search 

process becomes more challenging in high-dimensional spaces, and MH algorithms 

may struggle to explore and exploit the search space effectively. Despite these 

limitations, MH algorithms remain valuable tools for solving complex optimization 

problems.  

6.7 Summary 

The telecom sector has accumulated a massive amount of customer information 

during its development, and on the other hand, the widespread data warehouses 

technology and application make it possible to gain insight into historical customer 

data. Therefore, it has become clear to managers in this sector that customer 

information can be used to create prediction models to contain customer churn and risk. 

A CP-EGBM model is developed to provide a prediction model for the application of 

CP. The CP-EGBM model uses SVM as a base learner and DTs as weak learners in the 

GBM's structure. Moreover, a modified version of PSO, mPSO, is introduced to 

optimize the CP-EGBM model's hyper-parameters by injecting the AEO consumption 

operator into the PSO's structure. The CP-EGBM is assessed using six CP datasets. The 

experimental results and statistical test analysis show higher efficacy of the CP-EGBM 

model than the other tested and reported models in the literature.  
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 Conclusions and 

future research  

In this dissertation, a range of new algorithms have been developed and applied in 

real-life case studies. As such, this doctoral thesis contributes from both a theoretical 

and an application point of view. The main findings and conclusions will be 

recapitulated in in Section 7.1. The innovative character of the presented approaches 

opens new perspectives toward future research is discussed in Section 7.2. 

7.1 Conclusions  

In conclusion, this research uses ML techniques to focus on the important problem of 

customer churn prediction in the telecommunications sector. Three distinct approaches 

have been proposed and evaluated: HEOMGA for addressing the class imbalance, 

ACO-RSA for feature selection, and CP-EGBM for churn prediction. The results 

obtained from these approaches demonstrate their effectiveness in improving the 

performance of churn prediction models, thereby providing valuable insights for the 

telecom industry. 

The first approach, HEOMGA, addresses the issue of class imbalance in the datasets 

by combining the Heterogeneous Euclidean-Overlap Metric (HEOM) and Genetic 

Algorithm (GA) for oversampling the minority class. The HEOM defines a fitness 

function for the GA, allowing the algorithm to generate synthetic samples that balance 

the class distribution. The performance evaluation on benchmark datasets from the UCI 

repository in the domain of customer churn prediction showcases the effectiveness of 

the HEOMGA method compared to popular oversampling techniques such as SMOTE, 

ADASYN, G SMOTE, and Gaussian oversampling methods. The results demonstrate 

that the HEOMGA significantly outperforms these methods. 

The second approach, ACO-RSA, focuses on the crucial preprocessing step of 

feature selection (FS) to enhance the performance of churn prediction models. ACO-

RSA combines two metaheuristic algorithms, Ant Colony Optimization (ACO) and 

Reptile Search Algorithm (RSA), to select the most salient features from the complete 

feature set. The integration of ACO and RSA enables a balanced exploration-

exploitation trade-off, mitigating the risk of getting trapped in local optima. The 



 

94 

 

proposed ACO-RSA approach is evaluated on six open-source customer churn 

prediction datasets and compared with other optimization algorithms, including 

Particle Swarm Optimization (PSO), Multi-Verse Optimizer (MVO), Grey Wolf 

Optimizer (GWO), standard ACO, and standard RSA. The experimental results 

demonstrate that ACO-RSA outperforms the comparative methods in terms of accuracy 

and feature dimensionality reduction, highlighting its efficiency in feature selection for 

churn prediction. The list of the most OFS selected by the developed ACO-RSA is as 

follows:  

The third approach, CP-EGBM, introduces an Enhanced Gradient Boosting 

Machine (GBM) model for churn prediction. The CP-EGBM model leverages a Radial 

Basis Function-based Support Vector Machine (SVMRBF) as the base learner and an 

exponential loss function to enhance the learning process of the GBM. Additionally, a 

modified version of Particle Swarm Optimization (PSO), called mPSO, is developed 

to effectively tune the CP-EGBM model's hyperparameters. The proposed model is 

evaluated on six open-source churn prediction datasets, and its performance is 

compared with GBM, SVM, and other reported models in the literature. The 

comparative analysis demonstrates that CP-EGBM outperforms the other models, 

emphasizing its superior predictive capabilities. 

The findings of this research have practical implications for the telecom industry. 

Customer churn is a significant concern, and accurate prediction of churners can help 

companies take proactive measures to retain their customers. The proposed approaches 

contribute to improving churn prediction accuracy and providing valuable insights into 

the factors influencing churn behavior. The selected features obtained from ACO-RSA 

highlight the most important variables affecting customer churn, allowing telecom 

companies to focus on improving those areas. 

While the proposed approach offers improved prediction accuracy and 

optimization, there are certain limitations to consider. One key limitation is the limited 

availability and access to relevant datasets for CP, which are necessary to test and 

validate the effectiveness of the CP-EGBM model. Additionally, the reliance on 

iterative processes makes the method computationally expensive, particularly when 

dealing with large datasets. The need for a high number of search agents further 

increases resource consumption and computational time. Moreover, the sequential 

nature of the optimization techniques restricts the potential to leverage parallel 

computing, such as GPU optimization, which could otherwise help reduce computation 

time. 
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In summary, this research offers valuable contributions to the field of CP in the 

telecom sector. The proposed approaches, HEOMGA for addressing the class 

imbalance, ACO-RSA for feature selection, and CP-EGBM for churn prediction, 

demonstrate their effectiveness in improving the performance of churn prediction 

models. The findings provide insights and practical implications for the telecom 

industry, enabling companies to develop robust strategies for retaining customers and 

mitigating churn risks. 

 

7.2  Future Research  

The future research can explore the integration of feature selection methods with 

the HEOMGA approach to enhance its effectiveness further. Additionally, 

investigating alternative distance metrics for addressing class imbalance and 

addressing class overlap situations would be valuable. Also, the proposed HEOMGA 

method can be compared with other synthetic data generation techniques such as GANs 

and diffusion models. These methods can generate new samples for the minority class 

by learning the distribution of the minority class and creating realistic data points that 

can be added to the training set. 

Furthermore, applying the ACO-RSA approach to various other applications, such 

as renewable energy, IoT, and signal processing, would expand its scope and utility. 

Also, future research could investigate the use of ACO-RSA in real-time for churn 

prediction in dynamic environments. ACO-RSA could adapt to changing customer 

behavior patterns in real-time, ensuring that churn prediction models remain accurate 

and relevant. This would be particularly useful for industries where customer behavior 

changes rapidly, such as telecommunications and e-commerce. 

Integrating additional ML techniques to further enhance the CP-EGBM model and 

testing its efficacy on larger and more diverse datasets would ensure its robustness and 

generalizability. The proposed CP-EGBM model could be further extended and 

compared with other advanced deep learning techniques to enhance its effectiveness 

and applicability. One promising avenue for extension is the integration of DL-based 

data augmentation methods, which can help improve model generalization, especially 

in cases where labeled data is limited. Techniques such as GANs be employed to 

synthetically enhance the dataset, ensuring better performance in diverse scenarios. 
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Additionally, the development of XAI techniques for CP can be a crucial area of 

exploration. While current ML models, such as DL, ensemble methods, and decision 

trees, often achieve high accuracy in predicting customer churn, they tend to operate as 

"black boxes," making it challenging for decision-makers to understand how 

predictions are derived. Future research could focus on integrating explainability into 

the CP-EGBM model by employing XAI methods like SHAP or LIME. This would 

provide interpretable insights, offering transparency in the decision-making process. 

Ensuring that AI model explanations are meaningful and actionable is essential to 

building trust and enabling informed decisions. By making these models interpretable, 

organizations can not only enhance model performance but also ensure the reliability 

and ethical application of AI-driven CP systems. 
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