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A B S T R A C T 

Galaxy formation models, particularly semi-analytic models (SAMs), rely on differential equations with free parameters to 

describe the physical mechanisms governing galaxy formation and evolution. Traditionally, most SAMs calibrate these parameters 
manually to match observational data. However, this approach fails to fully explore the multidimensional parameter space, 
resulting in limited robustness and inconsistency with some observations. In contrast, the L-Galaxies SAM features a unique 
Markov Chain Monte Carlo mode, enabling robust model calibration. Using this functionality, we address a long-standing 

tension in galaxy formation models: simultaneously reproducing the number densities of dusty star-forming galaxies (DSFGs) 
and high-redshift massive quiescent galaxies (MQs). We test nine combinations of observational constraints – including stellar 
mass functions, quiescent fractions, neutral hydrogen mass functions, and DSFG number densities – across different redshifts. 
We then analyse the resulting galaxy property predictions and discuss the underlying physical mechanisms. Our results identify 

a model that reasonably matches the number density of DSFGs while remaining consistent with observationally derived lower 
limits on the number density of high-redshift MQs, though limitations remain. This model requires high star formation efficiencies 
in mergers and a null dependency of supermassive black hole (SMBH) cold gas accretion on halo mass, facilitating rapid stellar 
mass and SMBH growth. Additionally, our findings highlight the importance of robust calibration procedures to address the 
significant degeneracies inherent to multidimensional galaxy formation models. 

Key words: methods: numerical – galaxies: evolution – galaxies: formation – galaxies: high-redshift. 
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 I N T RO D U C T I O N  

usty star-forming galaxies (DSFGs; also known as submillimetre
alaxies or SMGs) have gained significant attention since their
iscovery in the late 1990s (Smail, Ivison & Blain 1997 ; Barger et al.
998 ; Hughes et al. 1998 ; Eales et al. 1999 ). Intrinsically, DSFGs
re highly luminous ( LIR � 1011 L�), and due to the negative k-
orrection, they are relatively easy to detect even at high redshifts
e.g. at z � 4; Cooper et al. 2022 ; Manning et al. 2022 ; Long et al.
024 ). DSFGs were first identified in single-dish surveys, where
arge beam sizes hampered individual source localization and cross-

atching to multiwavelength data (e.g. see the extensive work that
ed to a secure redshift for the SMG HDF850.1; Hughes et al. 1998 ;
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ownes et al. 1999 ; Richards 1999 ; Dunlop et al. 2004 ; Wagg et al.
007 ; Cowie et al. 2009 ; Walter et al. 2012 ; Neri et al. 2014 ; Herard-
emanche et al. 2025 ). 
The high angular resolution of the Atacama Large Millime-

er/submillimetre Array (ALMA) has enabled the localization and
etailed characterization of DSFGs across cosmic time (see Hodge
 da Cunha 2020 , for a review), leading to constraints on their

edshift distribution, physical properties, and large-scale environ-
ents. Observational studies show that DSFGs are predominantly

ound at redshifts z ∼ 2–3 (Chapman et al. 2005 ; Simpson et al.
017 ; Dudzevičiūtė et al. 2020 ), approximately coinciding with
he global peak of cosmic star formation activity (e.g. Madau
 Dickinson 2014 ; Cochrane et al. 2023b ). Dust-obscured star

ormation comprises nearly half of the total cosmic star formation rate
ensity (CSFRD) at these epochs (Dunlop et al. 2017 ; Michałowski
t al. 2017 ; Smith et al. 2017 ; Zavala et al. 2021 ). Despite this, DSFGs
© The Author(s) 2025.
y. This is an Open Access article distributed under the terms of the Creative
ch permits unrestricted reuse, distribution, and reproduction in any medium,

provided the original work is properly cited.

http://orcid.org/0000-0003-2860-5717
http://orcid.org/0000-0001-8855-6107
http://orcid.org/0000-0003-4073-3236
http://orcid.org/0000-0002-3876-268X
http://orcid.org/0000-0001-9320-4958
http://orcid.org/0000-0002-8801-4911
mailto:rcochra3@roe.ac.uk
mailto:paraya-araya@usp.br
https://creativecommons.org/licenses/by/4.0/


Simultaneously modelling DSFGs and MQs 2809

a
a  

T  

e  

2  

(  

C  

W  

2  

e  

m
c
h
f
2  

2
a

D
2
c  

S  

p  

G  

2  

m
w
g
e
i
u  

r
S  

f
e

s
e  

r
e  

2  

n
2
e  

S
K  

p
c  

s  

u
s
u  

e

(
a
T
G  

1

m

–  

J  

2  

C  

M  

o  

e

c
n
e  

2  

p
e
e  

2  

C
b  

2
f
a
e  

2  

c

t
c
f
1
p
a
s
t
o
i
s
h

a  

u
t
fl
c
q
t  

G
t
o
d  

p  

n
s
t  

p
 

w  

w
a

re relatively rare, with number densities of N ∼ 10−5 Mpc −3 Gyr −1 

t the peak of their redshift distribution (Dudzevičiūtė et al. 2020 ).
he brightest DSFGs are highly clustered (Blain et al. 2004 ; Chen
t al. 2016 ; Garcı́a-Vergara et al. 2020 ; Lim et al. 2020 ; Stach et al.
021 ), and also serve as effective tracers of galaxy protoclusters
Chapman et al. 2001 ; Daddi et al. 2009 ; Dannerbauer et al. 2014 ;
asey 2016 ; Marrone et al. 2018 ; Miller et al. 2018 ; Oteo et al. 2018 ;
ang et al. 2021 ; Gouin et al. 2022 ; Calvi, Castignani & Dannerbauer

023 ; Araya-Araya et al. 2024 ; Hill et al. 2025 ; Herard-Demanche
t al. 2025 ). They have been proposed as potential progenitors of the
assive elliptical galaxies found at the centres of present-day galaxy 

lusters (e.g. Toft et al. 2014 ). Their extreme properties – including 
igh stellar masses ( M� ∼ 1011 M�) and intense dust-obscured star 
ormation rates (SFRs; ∼ 102 –103 M� yr−1 ) (e.g. Simpson et al. 
014 ; da Cunha et al. 2015 ; Dudzevičiūtė et al. 2020 ; Cochrane et al.
021 ) – make DSFGs valuable laboratories for both observational 
nd theoretical studies of galaxy evolution in extreme environments. 

Historically, theoretical models have struggled to reproduce the 
SFG population (see section 10 of Casey, Narayanan & Cooray 
014 for a review), particularly submillimetre (sub-mm) number 
ounts (e.g. at 870μm; Granato et al. 2000 ; Fontanot et al. 2007 ;
omerville et al. 2012 ; Cowley et al. 2019 ; Hayward et al. 2021 ). A
otential solution was proposed by Baugh et al. ( 2005 ), who used the
ALFORM semi-analytic model (SAM; Cole et al. 2000 ; Lacey et al.
016 ) to show that a top-heavy. 1 Stellar initial mass function (IMF) in
erger-induced starbursts could bring models into better agreement 
ith observations. However, this was controversial, as SAMs (and 
alaxy formation models in general) include many free parameters, 
nabling alternative solutions without invoking IMF variations. For 
nstance, Hayward et al. ( 2013 ) matched sub-mm number counts 
nder a universal IMF, estimating fluxes from dust mass and SFR
elations calibrated via radiative transfer (Hayward et al. 2011 ). 
afarzadeh, Lu & Hayward ( 2017 ) and Lagos et al. ( 2019 ) similarly
ound agreement with observations using universal IMFs in the Lu 
t al. ( 2011 , 2014 ) and SHARK SAMs, respectively. 

Large-box cosmological hydrodynamical simulations show mixed 
uccess. Using radiative transfer on EAGLE galaxies (McAlpine 
t al. 2016 ; Trayford et al. 2017 ), McAlpine et al. ( 2019 ) broadly
eproduced SMG redshift distributions, but underpredicted bright- 
nd number counts by over an order of magnitude (Cowley et al.
019 ). Using scaling relations, Hayward et al. ( 2021 ) found better
umber counts in Illustris (Genel et al. 2014 ; Vogelsberger et al. 
014 ), though IllustrisTNG (Marinacci et al. 2018 ; Springel 
t al. 2018 ) underperforms, likely due to lower dust masses and
FRs in high-mass galaxies (also yielding too-high redshift peaks; 
umar et al. 2025 ). The SIMBA simulation (Davé et al. 2019 ),
ost-processed with POWDERDAY (Narayanan et al. 2021 ), produces 
onsistent number counts (Lovell et al. 2021 ), though its brightest
ources are skewed to higher redshifts. Recently, Kumar et al. ( 2025 )
sed the FLAMINGO simulation (Schaye et al. 2023 ) with updated 
caling relations to match number counts and redshift distributions 
nder the Hayward et al. ( 2013 ) calibration (but not the newer Lovell
t al. 2021 one). 

Reproducing the number density of massive quiescent galaxies 
MQs; M� � 1010 . 5 , M�, sSFR � 10−11 , yr −1 ) at high redshift is 
lso a major challenge – especially in light of James Webb Space 
elescope ( JWST ). Lagos et al. ( 2025 ) compared several models –
AEA , GALFORM , SHARK , SIMBA , IllustrisTNG , and EAGLE
 A d n /dlog m constant is assumed in Baugh et al. ( 2005 ) while d n /dlog m ∝ 

−1 is implemented by Lacey et al. ( 2016 ). 

2

m

and found all underpredict MQs by 0.3–> 1 dex compared to recent
WST results (Carnall et al. 2023 ; Valentino et al. 2023 ; Alberts et al.
024 ; Nanayakkara et al. 2024 ). Similar tensions appear in SIMBA -
 (Szpila et al. 2025 ) and L-Galaxies (Vani et al. 2025 ), though
AGNETICUM (Kimmig et al. 2025 ) matches MQs at high- z – but
verpredicts them by an order of magnitude at low redshift (Lagos
t al. 2025 ). 

Overall, while some simulations reproduce sub-mm number 
ounts, most perform worse at modelling MQs – particularly their 
umber densities (though these remain observationally uncertain; 
.g. Valentino et al. 2020 , 2023 ). For instance, Lagos et al. ( 2018 ,
019 ) found that SHARK v1.0 matched sub-mm counts but under-
redicted MQs by ∼ 1 dex , a shortcoming improved in v2.0 (Lagos 
t al. 2024 ). Illustris reproduces number counts (Hayward 
t al. 2021 ) but underpredicts quiescent galaxies (Merlin et al.
019 ), as does SIMBA (Merlin et al. 2019 ; Lovell et al. 2021 ).
onversely, IllustrisTNG and EAGLE better reproduce MQs 
ut underpredict sub-mm counts (Cowley et al. 2019 ; Hayward et al.
021 ). These inconsistencies complicate our understanding of the 
ormation and evolution of both population, particularly since DSFGs 
nd MQs may be connected through evolutionary pathways (Daddi 
t al. 2010 ; Tacconi et al. 2010 ; Casey et al. 2014 ; Valentino et al.
020 ; Hayward et al. 2021 ). Resolving this tension is therefore a key
hallenge for theoretical astrophysics. 

As mentioned above, one of the main reasons why modifying 
he IMF to solve the sub-mm number counts tension remains 
ontroversial is the high-dimensional parameter space of galaxy 
ormation models. For example, SAMs typically have more than 
0 free parameters that are often manually tuned. This ‘calibration’ 
rocess does not fully explore the range of possible scenarios 
nd their physical implications, potentially obscuring alternative 
olutions. Consequently, robust calibration techniques are essential 
o rigorously test how well galaxy formation models reproduce 
bservations. However, performing a comprehensive calibration 
s computationally expensive, as it requires extensive parameter- 
pace exploration. In practice, this is infeasible for large-volume 
ydrodynamical simulations. 

Unlike most models, the L-Galaxies SAM has incorporated 
 systematic calibration framework since Henriques et al. ( 2013 ),
sing a Markov Chain Monte Carlo (MCMC) approach, known as 
he ‘MCMC mode’. This feature makes L-Galaxies uniquely 
exible 2 by enabling calibration against multiple observables, in- 
luding the stellar mass function (SMF), luminosity function, and 
uiescent fraction across different redshifts. In this work, we use 
he MCMC mode of the Henriques et al. ( 2020 ) version of L-
alaxies to systematically explore solutions to the SMG–MQ 

ension. Specifically, we calibrate the model using different sets of 
bservational constraints, incorporating, for the first time, the number 
ensity of SMGs as a direct constraint. We then compare the galaxy
roperties predicted by the best-fitting models, run on the Millen-
ium simulation (Springel 2005 ), across different calibration data 
ets. Finally, we analyse the dominant physical mechanisms driving 
hese differences and assess the level of degeneracy in our most
romising model. 
The remainder of this paper is organized as follows. In Section 2 ,

e provide an overview of the SAM used in this study. In Section 3 ,
e describe our calibration framework, including the MCMC mode 

nd the observational constraints used. We then present our model 
MNRAS 542, 2808–2829 (2025)

 The Lagos et al. ( 2024 ) version of SHARK also implemented a calibration 
ethod, but the final parameter choices were still refined via visual inspection. 
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a  
redictions, physical interpretations, and an analysis of degeneracies
n Section 4 . In Section 5 , we discuss our results. We conclude with
 summary of our findings in Section 6 . 

Throughout this work, we adopt the Planck Collaboration XVI
 2014 ) cosmology: σ8 = 0 . 829, H0 = 67 . 3 km s −1 Mpc −1 , �� 

=
 . 685, �m 

= 0 . 315, �b = 0 . 0487, fb = 0 . 155, and n = 0 . 96, con-
istent with the cosmologically rescaled version of the Millen-
ium simulation (Angulo & Hilbert 2015 ). 

 G A L A X Y  F O R M AT I O N  M O D E L  

n this work, we use the Henriques et al. ( 2020 ) version of the L-
alaxies SAM of galaxy formation. In this section, we briefly
escribe the principal aspects of this model. 
The L-Galaxies SAM is optimized to run on the Millen-
ium and Millennium-II N -body dark matter-only simula-

ions (Springel 2005 ; Boylan-Kolchin et al. 2009 ). In practice, L-
alaxies runs on the merger trees created with the SUBFIND algo-

ithm (Springel et al. 2001 ). Additionally, L-Galaxies performs a
osmology scaling (Angulo & White 2010 ), updating halo properties
ccording to new cosmological parameters – in this case, the Planck
ollaboration XVI ( 2014 ) cosmology. After the cosmology scaling,

he Millennium simulation volume is (713 . 6 cMpc )3 with a dark
atter particle mass resolution of mp = 1 . 43 × 109 M�. Here, we

nly run L-Galaxies on the Millennium simulation. 
The evolution of baryonic components is modelled by a set of

ifferential equations that describe astrophysical processes. Initially,
rimordial gas begins to accrete on to sufficiently massive dark matter
aloes. The infalling gas is first added to the hot gas reservoir and
ubsequently transitions to the cold gas reservoir through radiative
ooling. This version of L-Galaxies follows the evolution of
old gas in concentric rings within galaxies. This gas is further
eparated into H I and H2 , with only the latter forming stars, either
hrough a secular process (based on H2 surface density) or merger-
nduced starbursts. Besides triggering star formation, mergers are
he main mechanism in the model for growing supermassive black
oles (SMBHs), where SMBH mass growth is linked to the energy
eleased from active galactic nuclei (AGNs). AGN feedback is
 crucial process regulating star formation in massive galaxies.
oreover, mergers also affect galaxy morphology, destroying discs

nd contributing to the growth or formation of the galaxy bulge. 
Star formation and the evolution of the stellar component are

elated with various astrophysical processes in the galaxy evolution
ontext. As stars reach their final stages, supernovae (SNe) and
tellar winds release metals and energy into the interstellar medium
ISM) and circumgalactic medium (CGM). In this version of L-
alaxies , metal enrichment from asymptotic giant branch (AGB)
tars, SNe-Ia, and SNe-II is considered. Coupled with these events,
he release of energy plays a crucial role in regulating subsequent
tar formation, i.e. SN feedback. The SN feedback in L-Galaxies
perates in two ways: (re)heating and ejecting gas. The former
a) heats the cold gas within galaxies, transferring some to the
urrounding CGM, and/or (b) reheats the CGM, thereby delaying
ooling. On the other hand, when the energy release is significant, a
raction of the hot gas is ejected and later reincorporated after some
ime. 

Environmental effects, such as tidal stripping, disruption, and
am pressure stripping, are also included in L-Galaxies . These
rocesses occur when a halo is accreted by a more massive one.
mong their effects on galaxies, these processes can remove hot gas

tmospheres, modify galaxy components, and disrupt small systems.
NRAS 542, 2808–2829 (2025)
The Henriques et al. ( 2020 ) version of L-Galaxies has 19
ree parameters in total (table 1 in Henriques et al. 2020 ), of which
5 were constrained using the MCMC mode of the model. Here,
e follow the Henriques et al. ( 2020 ) configuration to calibrate the
odel, constraining the same 15 free parameters. 
To date, five more recent modifications of L-Galaxies have

een published (Ayromlou et al. 2021 ; Yates et al. 2021 ; Izquierdo-
illalba et al. 2022 ; Murphy, Yates & Mohamed 2022 ; Spinoso et al.
023 ; Yates et al. 2024 ) since Henriques et al. ( 2020 ). However,
hese versions introduce new treatments for specific astrophysical
rocesses while still using the Henriques et al. ( 2020 ) version as a
ase. Therefore, in this work, we choose to use the default Henriques
t al. ( 2020 ) version of L-Galaxies . 

 C A L I B R AT I O N  M E T H O D  

.1 The MCMC mode 

irst introduced by Henriques et al. ( 2009 ) and Henriques & Thomas
 2010 ), the MCMC mode of L-Galaxies enables exploration of
he model’s free parameter space and its calibration against a set
f observational data. Since the Henriques et al. ( 2013 ) version, the
CMC mode has operated on a representative subset of merger trees

esigned to approximate, as closely as possible, the predictions of
bservables – such as the SMF, red/passive fractions, and number
ensities – when compared to those derived from the full cosmo-
ogical volume. This approach significantly accelerates the MCMC
rocess, making it feasible for calibrating galaxy formation models.
owever, not all haloes in a given set of merger trees necessarily

epresent the overall predictions across all redshifts. Thus, a critical
nput for the MCMC mode is a carefully selected subsample of haloes
ithin the representative subset of merger trees at a given redshift,
hich, when combined, reproduce the results of the full model.
ach halo in this sample is assigned a weight reflecting the number
f similar haloes in the entire simulation volume. In Section 3.2 ,
e introduce a new method for selecting both a sample of merger

rees and the subsample of haloes within those trees that effectively
epresent the predictions of the entire simulation. 

The MCMC mode also requires the set of observables to constrain
he model. The default L-Galaxies version already includes a
arge set of observables at different redshifts, both one-dimensional
such as SMFs, luminosity functions in different bands, and cold gas
ass functions) and two-dimensional relations (such as black hole-

ulge mass, stellar metallicity-stellar mass, and size-stellar mass
elations). For instance, in Henriques et al. ( 2020 ), the model was
alibrated using the SMFs and fraction of quiescent galaxies both at
 = 0 and z = 2 . 0, and the neutral hydrogen mass function (HIMF) at
 = 0 as observational constraints. These observables are compared
ith the predictions generated at each MCMC step (from the sample
f haloes at a given redshift), and the likelihood is estimated. In
ection 3.3 , we describe the sets of observational constraints that we
se in this work. 
In practice, multiple chains are run in parallel, each beginning

rom an initial point randomly displaced by a value σinitial . The
etropolis–Hastings algorithm is then applied using a lognormal
aussian proposal distribution with width σ . 

.2 Sample of merger trees 

s discussed in Henriques et al. ( 2013 ), implementing an MCMC
pproach to calibrate galaxy formation models within cosmological
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Figure 1. The stellar mass – halo mass relation for central galaxies in a 
20 × 20 grid. We use this distribution to obtain a preliminary sample of dark 
matter haloes and identify an optimal sample merger trees. 
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3 If the mass bin contains fewer haloes than requested, we use all of them 

without repetition. 
imulations remains a computational challenge. In fact, the imple- 
entation of a robust calibration is still not feasible for hydrodynami- 

al simulations. This is primarily due to the need to track the evolution
f millions of galaxies while repeatedly varying the model’s free 
arameters. A key alternative, introduced in Henriques et al. ( 2009 )
nd Henriques & Thomas ( 2010 ), involves using subvolumes of the
imulation. While this approach improves efficiency, the subvolumes 
ay not fully represent the predictions of the entire simulation. 
pecifically, probes of rare populations, such as the massive end 
f the SMF and the fraction of quiescent galaxies, can be under- or
verpredicted in certain regions. 

To address this, Henriques et al. ( 2013 ) developed a method
or selecting samples of merger trees that accurately represent the 
redicted luminosity function of a fiducial model. This approach 
ot only improves the representativeness of the sample but also 
ignificantly reduces computational time, as far fewer haloes and 
erger trees are needed to reproduce the predictions of the full

olume. However, initial tests performed as part of this project 
howed that their method fails to adequately represent the number 
ensity of SMGs – a key observable for this study – primarily due to
he rarity of these galaxies. This limitation might also apply to other
on-conventional observables that probe rare populations. Therefore, 
he selection of merger tree samples should be based on the specific
bservational constraints required for the study. 
Here, we introduce a new method for selecting samples of merger 

rees that can also be applied to generate representative samples 
or other observables used in the calibration of galaxy formation 
odels. This method involves two main steps. The first step involves 

electing a reasonable subsample of merger trees consistent with the 
bservable predictions of the entire simulation at a given redshift. 
e choose z = 2 . 8 in this work, as our motivation is to test whether
e can match the SMG density and the quiescent galaxy fraction 

t this epoch. In particular, our observables, which we describe in 
ection 3.3 , are the SMF, the quiescent galaxy fraction as a function
f stellar mass ( fQ ), the SMG number density ( nSMG ), and the
IMF. Since the default 2020 version of L-Galaxies critically 
nderpredicts the submillimetre number counts even more than the 
enriques et al. ( 2015 ) version, we use here a fiducial model that
as found from preliminary recalibration results. This was obtained 

imilarly to configuration ‘all’ (see Section 3.4 ), but with a lower
umber of MCMC steps ( ∼ 2 , 000). In general, the fiducial model
redicts similar sub-mm number counts and fractions of quiescent 
alaxies as the Henriques et al. ( 2015 ) model and the Henriques et al.
 2020 ) model, respectively. Compared to Henriques et al. ( 2020 ), the
ducial model implements a higher AGN feedback efficiency and 
tar formation from merger-induced starbursts, but a lower efficiency 
n forming stars by secular process. Then, we construct a 2D grid
20 × 20 bins) of the virial mass–stellar mass relation for all central
alaxies (galaxies containing the most-bound dark matter particle in 
ach FOF halo group) at z = 2 . 8, as shown in Fig. 1 . 

We could also include other key galaxy properties in this selection 
rocess, such as SFR, local overdensity, or metallicity. However, 
ncreasing the number of dimensions also increases the number of 
ells required to select a representative sample of haloes. For this
eason, we chose to consider only the halo and stellar masses of the
entral galaxy, which is sufficient to obtain a representative sample, 
s shown below. Notice that we set a M� = 106 M�/h lower limit
n Fig. 1 , which is below the stellar mass of well-modelled galaxies
ue to mass resolution, when run on Millennium . This ensures
he sample of haloes we select represents the predictions of the entire
imulation volume. The upper limits are set as the maximum stellar
nd halo masses. 
We start our procedure by randomly selecting two haloes in each
on-zero cell of the 2D grid. This grid has 215 non-zero cells. Hence,
e select 430 FOF haloes/central galaxies. Then, we assign the 
eight of each halo as the number of selected haloes divided by the

otal number in its respective cell. Our algorithm accepts a sample of
aloes if the sum of the average relative errors between the sampled
bservables and the full predictions is lower than the set of haloes
reviously accepted. After testing 20 000 sets of haloes, the algorithm
etrieves the set with the lowest sum of average relative errors. This
rst step results in a representative sample of merger trees. 
As mentioned earlier, it is not necessarily the case that the

bservables from all haloes in the set of merger trees are consistent
ith the entire volume predictions at all redshifts. Therefore, the 

econd step in this process involves selecting a subsample of haloes
from the selected merger trees) at all redshifts separately. Note that
-Galaxies runs over the sample of merger trees, and the runtime

s almost independent of the halo subsample size. In this step, haloes
re selected based only on their virial mass. To find the optimal
umber of mass bins, we choose the highest number that produces
istograms without empty bins (from the set of merger trees) within
he mass limits. The procedure starts by testing only one halo per

ass bin. If no better sample is found after 50 trials, the number of
elected haloes per bin increases. 3 This algorithm ends after 20 000
ests. Note that the number density of SMGs at z � 1 . 5 is very low, so
e do not include this observable when estimating representativeness 

or 0 < z < 1 . 5. 
In general, the average relative errors are ∼ 10 per cent , ∼

5 per cent , ∼ 5 per cent , and ∼ 20 per cent for SMFs, fQ s, 
SMG , and HIMF, respectively. We compare the sampled and full- 
olume predictions in Appendix A . This procedure yielded a sample
f merger trees/haloes representing all the observables we will use 
o constrain our model, without significantly increasing runtime. 
MNRAS 542, 2808–2829 (2025)
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Figure 2. Comparison between the SMFs of Leja et al. ( 2020 ) (continuity 
model used in this work; L20) and those used in Henriques et al. ( 2020 ) 
(compilation from literature; H20) at z ∼ 0.4, 1.0, 2.0, and 2.8. The error bars 
represent the propagated uncertainties from both observed SMFs. Dashed 
grey horizontal and vertical lines indicate unity and the mass completeness 
of the Leja et al. ( 2020 ) data set, respectively. The L20 SMFs indicate higher 
galaxy number densities, particularly at the massive end. 
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.3 Observational constraints 

 crucial input to the L-Galaxies MCMC mode is the set of
bservational constraints, the observables, as the algorithm compares
he proposed model at each MCMC step to this data set. Here, we
escribe the updates to the observational data used in this study. 

.3.1 Stellar mass function 

enriques et al. ( 2015 , 2020 ) calibrated the free parameters of L-
alaxies using combined SMFs from SDSS at z = 0 (Baldry,
lazebrook & Driver 2008 ; Li & White 2009 ; Baldry et al. 2012 )

nd ULTRAVISTA at z = 2 (Ilbert et al. 2013 ; Muzzin et al. 2013 ).
n contrast, we use the SMFs derived by Leja et al. ( 2020 ) and the
uiescent fractions presented by Leja et al. ( 2022 ). The primary
otivation for this change is that the SMFs of Leja et al. ( 2020 )

rovided a resolution to the tension between the observed SFR
ensity and the stellar mass density (Madau & Dickinson 2014 ;
eja et al. 2015 ; Tomczak et al. 2016 ), which is evident in many data
ets commonly used for calibration (e.g. Baldry et al. 2012 ; Ilbert
t al. 2013 ; Muzzin et al. 2013 ; Tomczak et al. 2014 ). We provide a
ummary of these data sets here. 

Leja et al. ( 2020 ) employed the Prospector SED fitting code
Leja et al. 2017 , 2019b ), which uses non-parametric star formation
istories (SFHs) to construct modelled SEDs. As shown by Leja et al.
 2019a ), non-parametric SFHs recover input SFHs with significantly
ess bias compared to parametrized SFHs. Leja et al. ( 2019b )
emonstrated that this method yields stellar masses approximately
 . 1–0 . 3 dex larger and total SFRs approximately 0 . 1 − 1 dex lower
han previous studies, suggesting a reconciliation between these two
bservables. Leja et al. ( 2020 ) developed a model to describe the
volution of the SMF (referred to as the ‘continuity model’) by
tting SMFs derived from the 3D- Hubble Space Telescope (Skelton
t al. 2014 ) and COSMOS2015 (Laigle et al. 2016 ) surveys, in the
ange 0 . 2 < z < 3 . 0. Given the redshift limits of the model, we use
he continuity model to derive the SMF at z = 0 . 4 and z = 2 . 8. To
chieve this, we followed the procedure outlined in appendix B of
eja et al. ( 2020 ) to generate the posterior distribution of the median
MF at each redshift and its associated 1 σ uncertainty. 
Fig. 2 illustrates the differences between the SMFs used in this

ork and those used by Henriques et al. ( 2015 , 2020 ). Across almost
he entire stellar mass range above the completeness limit, the SMFs
erived from the Leja et al. ( 2020 ) continuity model (L20, in Fig. 2 )
xceed the data set used by Henriques et al. ( 2015 ) and Henriques
t al. ( 2020 , H20) by 0 . 1–0 . 2 dex . This difference generally increases
ith stellar mass. However, at the highest stellar masses, number
ensities are low and can be significantly affected by cosmic variance;
n the most massive bin error bars are larger and number density
stimates are comparable between H20 and L20 at z ∼ 0 . 4, z ∼ 1 . 0,
nd z ∼ 2 . 8. 

.3.2 Quiescent fraction 

ollowing Henriques et al. ( 2015 , 2020 ), we used the fraction of
red/quiescent’ galaxies as a function of stellar mass at different
edshifts to calibrate the model. In both of these earlier studies, data
rom Muzzin et al. ( 2013 ), Ilbert et al. ( 2013 ), and Tomczak et al.
 2014 ) were combined with UV J colour–colour criteria applied
o define ‘red’ galaxies. At z = 0, the Baldry et al. ( 2004 ) u − r 

olour cut was used. However, as discussed in Rodrı́guez-Puebla
t al. ( 2017 ), systematic effects – such as the assumed IMF, stellar
opulation synthesis (SPS) model, photometric calibrations, and dust
NRAS 542, 2808–2829 (2025)
xtinction – can bias the models when comparing different data sets.
or simplicity and to maintain a homogeneous sample, we used the
eja et al. ( 2022 ) data to construct this observational constraint. This
ata set is the same as that used in Leja et al. ( 2020 ) to derive the
ontinuity model of the SMF. 

Additionally, we replaced the fraction of ‘red’ (using UV J 

olour–colour criteria) galaxies with the fraction of ‘quiescent’
alaxies, defining them using a specific star formation rate (sSFR)
hreshold of log (sSFR /yr −1 ) ≤ −11. This choice was motivated
y the need for a consistent selection at different redshifts, as
ell as the need to avoid systematic biases introduced by the
ifferent SPS models used to compute galaxy magnitudes. For
nstance, Leja et al. ( 2020 ) and Leja et al. ( 2022 ) used the Flexible
tellar Population Synthesis ( FSPS ) code (Conroy, Gunn & White
009 ), whereas the available SPS models used in L-Galaxies
nclude Bruzual & Charlot ( 2003 ), Maraston ( 2005 ), and Charlot &
ruzual ( 2007 ). Instead, we quantified the fraction of galaxies with

og (sSFR /yr −1 ) ≤ −11 in five stellar mass bins (log ( M� /M�) =
9 . 0–9 . 5 , 9 . 5–10 . 0 , 10 . 0–10 . 5 , 10 . 5–11 . 0 , 11 . 0–12 . 0]) at z = 0 . 4,
.0, 2.0, and 2.8. Similarly to our use of the SMFs as observational
onstraints, we calibrate the model using only the quiescent frac-
ion ( fQ ) at two redshifts, following the calibration framework of
enriques et al. ( 2020 ), but adopting z = 0 . 4 and z = 2 . 8 instead
f z = 0 . 0 and z = 3 . 0. The primary reason for calibrating the
arameters using only two redshifts is to preserve the ability to
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Table 1. List of MCMC configurations used throughout this paper. 

Config SMF fQ nSMG HIMF 
z = 0 . 4 z = 2 . 8 z = 0 . 4 z = 2.8 z = 2 . 8 z = 0 

0: baseH20 � � � � � 

1: baseL20 � � � � � 

2: all(baseL20 + nSMG ) � � � � � � 

3: no hi- z SMF � � � � � 

4: no hi- z fQ � � � � � 

5: no hi- z SMF, fQ � � � � 

6: no HI MF � � � � � 

7: no low- z fQ � � � � � 

8: no low- z SMF, fQ � � � � 
ompare the model predictions with independent observational data 
t other redshifts. 

In order to obtain robust estimates, for each galaxy in the Leja et al.
 2022 ) data set, we sampled 10 000 values based on the uncertainties
n (1) redshift, (2) stellar mass, and (3) sSFR, assuming a Gaussian
istribution centred on the most likely value and with σ equal to the
ncertainties in these properties. We then estimated the median of 
he 10 000 sampled fQ values and the associated 1 σ error. fQ is also
nfluenced by sample size, so we computed the total error in fQ as the
uadratic sum of the uncertainty-induced error and the Poissonian 
rror. 

.3.3 Number densities of sub-mm galaxies 

s shown in Araya-Araya et al. ( 2024 ), the Henriques et al. ( 2015 )
ersion of L-Galaxies underpredicts the sub-mm number counts 
hen using the Cochrane et al. ( 2023a ) scaling relations to model

he observed-frame 870μm flux densities ( S870 ; since L-Galaxies 
oes not make predictions for sub-mm fluxes, S870 was modelled in 
hat work as a function of SFR, M� , Mdust , and redshift, based on
etailed radiative transfer post-processing on highly resolved zoom- 
n galaxies; see Cochrane et al. 2023a ). This underprediction of sub-
m number counts persists in the Henriques et al. ( 2020 ) version of

he SAM. Motivated by obtaining a better match to observationally 
erived sub-mm number counts, we included SMG number density 
easurements as an additional observational constraint. 
Ideally, the full sub-mm number counts would be used as 

bservational constraints. However, the MCMC mode estimates 
ikelihoods by comparing the proposed model to the observables 
t a few specific snapshots (redshifts). For simplicity, we instead 
se the SMG number density as an observational constraint. We 
stimated the SMG number density using the Dudzevičiūtė et al. 
 2020 ) catalogue, which provides photometric redshifts for SMGs 
bserved in the AS2UDS survey (Simpson et al. 2017 ; Stach et al.
018 , 2019 ; Dudzevičiūtė et al. 2020 ). This catalogue consists of
70μm continuum ALMA follow-up observations of SCUBA-2 
etections in the UDS field (S2UDS; Geach et al. 2017 ), covering an
rea of 0 . 96 deg 2 . The ALMA survey targeted S2UDS sources with
 σ detections (i.e. S850 ≥ 3 . 6 mJy ), but the sample is incomplete at
hese flux densities (see Geach et al. 2017 ). Therefore, we adopted
870 = 5 . 2 mJy (where completeness exceeds 90 per cent) as the flux
ensity threshold for our calibration. 
To estimate the number density, we selected all SMGs with 

hotometric redshifts within zc ± �z, where zc = 2 . 8 (our highest 
edshift for SMF and fQ ), and �z = 0 . 35. The �z value was
hosen based on the average width (16th − 84th percentiles) of 
he photometric redshift probability density functions of SMGs 
resented by Dudzevičiūtė et al. ( 2020 ). However, note that the
umber densities in our model do not change significantly – within 
he error bars – even if smaller values of �z are adopted. Similar
o our approach for fQ , we sampled 10 000 values of redshift and
870 flux density for each galaxy, accounting for the uncertainties 

n these estimates. The SMG number density was calculated as 
he median of the 10 000 sampled values, with the observational 
ncertainty taken as the standard deviation. Again, we included 
he Poissonian error contribution due to the sample size. Finally, 
he number density of galaxies with S870 ≥ 5 . 2 mJy at z ∼ 2 . 8 is
SMG = (2 . 48 ± 0 . 3) × 10−5 h3 Mpc −3 . 
To implement this new observable as a constraint, we modified 

he L-Galaxies code to estimate S870 using the Cochrane et al. 
 2023a ) scaling relations and, then, estimate the SMG number 
ensity. Since the Cochrane et al. ( 2023a ) scaling relations are
arametrized by the average SFR over the last 10 Myr , we used
he instantaneous SFR ( SfrInst ) output from L-Galaxies .
owever, this SFR does not account for the contribution from 

erger-induced starbursts (see Section 4.2.1 for a description of 
ow star formation is modelled in L-Galaxies ), which occur 
nstantaneously in the model. We therefore modified L-Galaxies 
o incorporate this component into the SfrInst parameter. 

.3.4 Neutral hydrogen mass function 

ike Henriques et al. ( 2020 ), we included the H I mass function at
 = 0 as an additional constraint, alongside the SMF and fQ at two
igher redshifts. The observational data combine results from Zwaan 
t al. ( 2005 ), Haynes et al. ( 2011 ), and Jones et al. ( 2018 ). Recall that
n this study, we use SMFs and fQ s at z = 0 . 4 and z = 2 . 8, rather
han at z = 0 and z = 2 . 0 as in Henriques et al. ( 2020 ), as explained
arlier in this section. 

.4 MCMC configurations 

n order to assess how sensitive L-Galaxies is to the observational
onstraints used for calibration, we ran the L-Galaxies MCMC 

ode for nine different sets of constraints. These sets are referred
o as configurations throughout this work. In principle, we expect 
o obtain a different model for each configuration. Understanding 
hich physical models favour specific observables is crucial to 

dentifying the key discrepancies between galaxy formation models 
nd observations. 

The configurations tested in this work are listed in Table 1 . The
bservables (SMFs, fQ , HIMF, and nSMG ) at a given redshift ( z =
 . 4 and 2.8) used as constraints for the different configurations are
enoted by the check marks. Note that for configuration baseH20 , we
sed the same constraints as in Henriques et al. ( 2020 ). 

.5 Running the MCMC mode 

e ran the L-Galaxies MCMC mode with the sample of merger
rees obtained as described in Section 3.2 , using the observational
ata detailed in Section 3.3 , and for the nine configurations listed in
able 1 . The free parameters of the model were initially randomly
ampled with a standardized space displacement from the starting 
oint of σinitial = 0 . 1, and thereafter randomly sampled from a
ognormal distribution with σ = 0 . 25 as in Henriques et al. ( 2020 ).

e used a modified version of the MCMC mode that compares the
ikelihood at each step in logarithmic space, improving the efficiency 
f convergence. This is necessary to avoid numerical underflow, 
MNRAS 542, 2808–2829 (2025)
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hich can round likelihoods to zero due to the high dimensionality
f the likelihood space and the presence of multiple observational
onstraints. In some cases, we encountered likelihood values on the
rder of � 10−100 . 
For each configuration, we ran the MCMC mode with 96 chains

or approximately 5000 steps. Although the number of steps is lower
ompared to traditional MCMC fitting, the high number of chains
nsures that the free parameter space is thoroughly explored. Tests
onfirmed convergence: we did not find any new accepted point (with
 higher likelihood) within the final � 1000 steps. After obtaining an
nitial best-fitting model (i.e. the set of parameters with the highest
ikelihood) for each configuration, we performed an additional run
f 2000 steps. For these new runs, we set the starting point to the
reviously obtained best-fitting parameters and sampled the proposed
arameters with σinitial = 0 . 05 and σ = 0 . 15. 
For each configuration, the MCMC process consumed approx-

mately 110 000 CPU hours. In total, this work used around 1
illion CPU hours. The 15 best-fitting parameters obtained for each

onfiguration are presented in Appendix B . 

 RESU LTS  

n this section, we present the predictions of the galaxy properties
btained by the best fit of each configuration (Section 4.1 ), alongside
ey figures that aid in interpreting the main physical aspects of the
odels (Section 4.2 ). 

.1 Predictions for galaxy properties 

fter obtaining a best-fitting model from each configuration, we
an L-Galaxies for the entire Millennium volume following
he procedure described in Section 3.5 . Here, we present the main
redictions, starting with the properties used to calibrate the model. 

.1.1 Predicted stellar mass functions 

n Fig. 3 , we show the SMFs for each calibrated configuration at
 = 0 . 4, 1.0, 2.0, and 2.8. SMF data at z = 0 . 4 and 2.8 were used
o calibrate some configurations. The figure includes two observed
MFs: the SMF used to calibrate the Henriques et al. ( 2020 ) model
grey diamonds) and the SMF derived by Leja et al. ( 2020 ) (black
ots; see Section 3.3.1 for details). As expected, the predicted SMFs
or the ‘baseH20 ’ configuration are lower across all redshifts compared
o other configurations, as the Henriques et al. ( 2020 ) data set was
sed for calibration. 
Overall, our predictions match the observationally inferred SMFs

ell at z = 0 . 4 and 1.0 but underpredict the number densities at
 = 2 . 0 and 2.8, particularly at the massive end. Another noteworthy
esult is the prediction from the ‘no low- z SMF, fQ ’ configuration,
hich significantly overestimates the number density of massive
alaxies at low redshift, due to the lack of constraints there. 

.1.2 Predicted fraction of quiescent galaxies 

he second main observational constraint used in this work is the
raction of quiescent galaxies in stellar mass bins, fQ , defined by
og (sSFR / yr −1 ) < −11 for all configurations except ‘baseH20 ’. 4 Fig.
 shows the fQ predictions at z = 0 . 4, 1.0, 2.0, and 2.8. 
NRAS 542, 2808–2829 (2025)

 For this configuration, the default Henriques et al. ( 2020 ) definition was 
etained exclusively for the calibration process. 

d  

h  

a  

S  
Despite using a different definition of quiescent galaxies during
he calibration of the ‘baseH20 ’ configuration, its fQ predictions
re similar to its counterpart (‘baseL20 ’), which was also calibrated
ith different observational data. Both configurations (‘baseH20 ’ and

baseL20 ’) provide the best match to observational results up to
 = 2 . 0. As expected, when fQ at low redshift is not used as a con-
traint (in configurations ‘no low- z fQ ’ and ‘no low- z SMF, fQ ’), the
raction of quiescent galaxies is significantly underpredicted across
ll redshifts analysed. This highlights the importance of including
Q as a calibration constraint. In general, the other configurations,
hich incorporated the number density of SMGs as a constraint, tend

o underpredict fQ , with the discrepancy being most significant at
 = 2 . 0 and 2.8. Among these, the ‘no HIMF’ configuration performs
he best in predicting fQ . 

.1.3 Predicted H I mass function 

ollowing Henriques et al. ( 2020 ), we use the HIMF at z = 0 as an
bservational constraint in all configurations except ‘no HIMF’. Fig.
 shows our predictions. Overall, the best-fitting models successfully
eproduce the observed HIMF and exhibit similar distributions. How-
ver, notable differences arise at both the low-mass and high-mass
nds of the distribution. For instance, the ‘baseH20 ’ configuration
ignificantly underpredicts the number density at the low-mass end
ompared to other configurations and, like ‘baseL20 ’, shows an excess
t the high-mass end. The strong downturn at low H I mass may be
riven by the resolution limit of Millennium , which is ∼ 109 . 5 M�.
Interestingly, despite the ‘no HIMF’ configuration not being

onstrained by the HIMF, its predictions match the observational
ata well. This result suggests that the HIMF may not be a critical
bservational constraint. 

.1.4 Predicted SMG population 

he primary novelty of this work is the inclusion of the number
ensity of bright sub-mm galaxies, defined here as all galaxies with
870 ≥ 5.2 mJy, as an observational constraint in the calibration
rocess. Our main motivation for adding this constraint is to better
atch the observed sub-mm number counts. We first present our

redictions for the SMG number densities, nSMG , at z = 2 . 0 and
 = 2 . 8 compared to observational data in Fig. 6 . It is important to
ote that only the z = 2 . 8 nSMG was used to constrain all models,
xcept for the ‘baseH20 ’ and ‘baseL20 ’ configurations, where no SMG
onstraints are used in the calibration. Both of these configurations
ritically underpredict the SMG number densities by more than two
rders of magnitude, as has been seen in many previous works (see
ection 1 ). This underscores the importance of this constraint for
imultaneously reproducing the SMG and quiescent populations. 

Despite the inclusion of this constraint, all configurations except
no low- z SMF fQ ’ underpredict the nSMG at z = 2 . 8 by at least
 factor of 2.5 (e.g. ‘no hi- z SMF’). This discrepancy could be
xplained by the underprediction of the massive end of the SMF at
 = 2 . 8. In contrast, our predictions for z = 2 . 0 align more closely
ith observational data. The worst-performing configuration, ‘no
IMF’, underpredicts the SMG number density at z = 2 . 0 by a

actor of ∼ 2 . 1. 
The configurations that best match the observed SMG number

ensities are ‘no hi- z SMF’, ‘no hi- z SMF, fQ ’, and ‘all’. The ‘no
i- z SMF’ configuration slightly overpredicts the number density
t z = 2 . 0 and is the closest match at z = 2 . 8, while the ‘no hi- z
MF, fQ ’ configuration underpredicts the z = 2 . 0 number density
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Figure 3. The predicted SMFs at z = 0 . 4, 1.0, 2.0, and 2.8, for every configuration listed in Table 1 , compared to the Leja et al. ( 2020 ) continuity model (black 
dots) and the data set used in Henriques et al. ( 2020 ) (grey diamonds). Overall, the configurations predict consistent SMFs with the adopted observational 
constraints at z = 0 . 4 and 1.0. However, they slightly underpredict the observed massive end at z = 2 . 0 and 2.8. 
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y only a factor of 1.12. In general, the configuration ‘all’ presents
imilar number densities to configuration ‘no hi- z SMF, fQ ’ but is
lightly lower at both redshifts. Interestingly, the configuration ‘no 
ow- z SMF, fQ ’ is the only one that matches the observed nSMG 

t z = 2 . 8, but it overpredicts the z = 2 . 0 nSMG by a factor of 6.6.
otably, this configuration does not exhibit significant differences 

n the SMFs or fQ at high redshift ( z = 2 . 0 and z = 2 . 8) compared
o other configurations, nor does it differ in the HIMF predictions at
 = 0. 

The most accurate way to compare observed differential number 
ounts (number of galaxies per flux-density bin and per unit area) 
ith our model predictions is by constructing mock galaxy cata- 

ogues. Following the prescriptions in Araya-Araya et al. ( 2021 ) (for
ky galaxy positions) and Araya-Araya et al. ( 2024 ) (for sub-mm
ux densities), we create a 36 deg 2 mock for the best-fitting model of
ach configuration. Fig. 7 shows the predicted S870 number counts for 
ll configurations, compared to the observational results from Geach 
t al. ( 2017 ) and Stach et al. ( 2019 ). Additionally, we include the
870 number counts presented in Araya-Araya et al. ( 2024 ), derived
rom a mock catalogue (also with a 36 deg2 area) constructed using
he Henriques et al. ( 2015 ) version of L-Galaxies . 

The first notable result is that including the number density of
alaxies with S870 ≥ 5 . 2 mJy at z = 2 . 8 as an observational con-
traint (a single data point) improves the consistency of the predicted
870 number counts with observational results. As anticipated from 

he comparison with direct number density measures in Fig. 6 ,
onfigurations ‘baseH20 ’ and ‘baseL20 ’ severely underpredict the 
870 number counts, whereas configuration ‘no low- z SMF, fQ ’ 
verpredicts them. The remaining configurations show significantly 
etter agreement with the observed number counts compared to the 
MNRAS 542, 2808–2829 (2025)
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Figure 4. The predicted quiescent fraction ( fQ ; log (sSFR /yr −1 ) ≤ −11) as a function of stellar mass at z = 0.4, 1.0, 2.0, and 2.8, for every configuration 
listed in Table 1 , compared to Leja et al. ( 2022 ) data (black dots). Configurations where the number density of SMGs is not input as an observational constraint 
(‘baseH20 ’ and ‘baseL20 ’) are in better agreement with the observational data. When fQ at low- z is not a constraint (‘no low- z fQ ’ and ‘no low- z SMF; fQ ’), the 
model critically underpredicts this population. 

Figure 5. The predicted HIMF at z = 0 for every configuration listed in 
Table 1 , compared to the observational data used as a constraint (black dots; 
compilation of results from Zwaan et al. 2005 ; Haynes et al. 2011 ; Jones 
et al. 2018 ). Overall, all predicted HIMFs are similar and consistent with 
the observational data. The main differences are at the low-mass and high- 
mass end of the distributions. Configurations where nSMG is not used as a 
constraint (‘baseH20 ’ and ‘baseL20 ’) show an excess of galaxies with large 
H I reservoirs. Although the HIMF was not a constraint for configuration ‘no 
HIMF’, its prediction agrees with the observed HIMF. 
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Figure 6. Deviation of the predicted number density of SMGs, nSMG , p , from 

the observationally inferred number density, nSMG , o at z = 2 . 0 (dots) and 
z = 2 . 8 (squares), for our various models listed in Table 1 . Our new models 
that include nSMG at z = 2 . 8 as a constraint match observational estimates 
significantly better than those that do not (orange and blue symbols). The 
observed SMG number densities are best-matched by the ‘all’, ‘no hi- z SMF’, 
and ‘no hi- z SMF, fQ ’ configurations. 
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revious version of the model presented in Araya-Araya et al. ( 2024 ),
lthough most still slightly underpredict observed SMG number
ounts. Among these, we highlight configuration ‘no hi- z SMF’,
hich nearly matches the observational data. Configurations ‘all’

calibrated with all observational constraints) and ‘no hi- z SMF,
Q ’ also demonstrate good agreement with the data, exhibiting
imilar distributions. In contrast, configuration ‘no HIMF’, which
erformed better at predicting the low- z quiescent population when
he nSMG constraint was included, shows slightly poorer performance
n reproducing sub-mm number counts. Nevertheless, even the ‘no
IMF’ configuration shows improved consistency compared to the
revious version of the model. 
Another valuable comparison with observational data is the

edshift distribution of SMGs. We compare our predictions for the
umber of bright SMGs ( S870 ≥ 5 . 2 mJy ) in redshift bins normalized
NRAS 542, 2808–2829 (2025)
y the sky area, with observational data. Fig. 8 shows the predic-
ions of the best-fitting model for each configuration, compared to
S2UDS data (Dudzevičiūtė et al. 2020 ). The configuration ‘no low-
 SMF, fQ ’, which overpredicts the sub-mm number counts (Fig. 7 ),
xhibits a peak in the distribution at z ∼ 1 . 2, significantly lower than
he observed peak at z ∼ 3. Of the two configurations that critically
nderpredict the SMG number density, ‘baseH20 ’ better matches the
hape of the observed redshift distribution compared to ‘baseL20 ’.
ll other configurations show a similar distribution shape, differing
ainly in the number densities across redshift bins, which can be

inked to small differences in sub-mm number counts. However, the
eak redshift for these models ( z ∼ 2) is also slightly lower than
he observed peak. While our best models for predicting sub-mm
umber counts fail to capture the sharp decrease in galaxy numbers
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Figure 7. The predicted sub-mm (870μm) number counts from a mock 
catalogue constructed for every configuration listed in Table 1 , compared 
to observed number counts derived by Geach et al. ( 2017 ) (black dots) 
and Stach et al. ( 2019 ) (green squares). As a comparison, the Araya-Araya 
et al. ( 2024 ) number counts from the Henriques et al. ( 2015 ) version of L- 
Galaxies is included (black dashed line). Most of our calibrated models 
match the observed S870 number counts to within a factor of a few, across 
an order of magnitude in sub-mm flux density. However, when nSMG is not 
an observational constraint (‘baseH20 ’ and ‘baseL20 ’), the number counts are 
critically underpredicted (see orange and blue lines). When neither the low- z 
SMF nor fQ is used as a constraint, sub-mm number counts are overpredicted 
(see lime green line). 

Figure 8. The predicted redshift distribution of bright SMGs ( S870 ≥
5 . 2 mJy ) from a mock catalogue constructed for every configuration listed in 
Table 1 (coloured lines), compared to observational data from Dudzevičiūtė 
et al. ( 2020 ) (grey filled histogram). As a comparison, the bright SMG redshift 
distribution predicted by Araya-Araya et al. ( 2024 ) using the Henriques et al. 
( 2015 ) version of L-Galaxies is included (black dashed histogram). Most 
of the configurations present similar redshift distributions. 

a  

o

Figure 9. The predicted evolution of the number density of massive 
(log ( M� /M�) ≥ 10.6) quiescent (sSFR < 0 . 2 /tobs ( z), where tobs ( z) is the 
age of the universe at redshift z) galaxies obtained for all configuration listed 
in Table 1 . The grey squares are previous observational results compiled by 
Valentino et al. ( 2023 ), while the black diamonds are new measurements from 

Valentino et al. ( 2023 ). We note that Valentino et al. ( 2023 ) did not detect any 
MQs at 5 < z < 6. As a comparison, the number density from the Henriques 
et al. ( 2015 ) version of L-Galaxies is included (black dashed line). Except 
for configuration ‘no HIMF’, when nSMG is not an observational constraint 
(‘baseH20 ’ and ‘baseL20 ’), the number density of MQs at high- z is consistent 
with the lower limits of the observational data. Most of the configurations 
that match the observed S870 number counts underpredict the number density, 
highlighting the longstanding tension in modelling both populations. 
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t z � 1 . 4, this discrepancy could be due to the small sky area of the
bservational data and survey selection effects. 
.1.5 Number density of massive quiescent galaxies 

n this work, we have used the quiescent fraction of massive galaxies
t two different redshifts ( z = 0 . 4 and/or z = 2 . 8) as an input
alibration constraint for some configurations. As we show in Fig. 4 ,
bservational work suggests that the fraction of quiescent galaxies 
ecreases significantly towards high redshift. In Fig. 9 , we present the
volution of the number density of massive (log ( M� /M�) ≥ 10 . 6)
uiescent galaxies predicted by our various model configurations. 
n this figure, we use the QG definition adopted by Carnall et al.
 2020 ): sSFR < 0 . 2 /tobs ( z), where tobs ( z) is the age of the universe at
he redshift z. As shown by Carnall et al. ( 2020 ) and Valentino et al.
 2023 ), this definition is virtually equivalent to others commonly
sed in the literature. Note that this definition is different to that
dopted to calibrate the model. The observational data in Fig. 9 is
rawn from Valentino et al. ( 2023 ), who compiled data from several
tudies quantifying the number density of MQs at 3 ≤ z ≤ 4. This
ompilation includes results from Muzzin et al. ( 2013 ), Straatman
t al. ( 2014 ), Davidzon et al. ( 2017 ), Schreiber et al. ( 2018 ), Cecchi
t al. ( 2019 ), Girelli, Bolzonella & Cimatti ( 2019 ), Merlin et al.
 2019 ), Carnall et al. ( 2020 ), Shahidi et al. ( 2020 ), Gould et al.
 2023 ), Weaver et al. ( 2023 ), and Carnall et al. ( 2023 ). Note that we
dd a small scatter ( �z = ±0 . 25) on the median redshift ( z = 3 . 5)
f the observational data for visualization purposes. 
The most notable result from Fig. 9 is that none of our config-

rations can match the median number density of MQs inferred 
bservationally. Among the configurations, ‘no low- z SMF, fQ ’, 
hich significantly overpredicts the sub-mm number counts, severely 
nderpredicts the number density of high-redshift MQs. The con- 
guration with the best performance in this metric is ‘baseH20 ’, 
chieving number densities comparable to the lower bounds of the 
bservations. However, its predictions for sub-mm number counts 
MNRAS 542, 2808–2829 (2025)
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Figure 10. The predicted CSFRD for every configuration listed in Table 1 
compared to Behroozi et al. ( 2013 ) (grey dots), Madau & Dickinson ( 2014 ) 
function (black dash–dotted line), Leslie et al. ( 2020 ) (green diamonds), 
Zavala et al. ( 2021 ) (grey area), and Cochrane et al. ( 2023b ) (navy squares) 
results from observations. Overall, our calibrated models overpredict the 
SFR density, even when nSMG is not used as a constraint. All predicted 
CSFRDs peak at a similar redshift, which is approximately consistent 
with observational results, except for configurations ‘baseH20 ’ (which peaks 
earlier) and ‘no low- z SMF; fQ ’ (which peaks later). 
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how the worst agreement with the observational data. Interestingly,
he configuration ‘no hi- z fQ ’ (where fQ at z = 2 . 8 was not used as
 constraint) provides better agreement with the observational data
han ‘no low- z fQ ’ (where fQ at z = 0 . 4 was not used as a constraint).
his suggests that using fQ at low redshift as a constraint has a greater

mpact on reproducing the evolution of the quiescent population than
pplying it only at high redshift. Nevertheless, calibrating the model
sing the low-redshift fQ does not ensure consistency at higher
edshifts, as all configurations struggle to reproduce the observed
umber density of MQs. 
Overall, the predicted number density of MQs from configurations

here the number density of SMGs was used as a constraint can
atch only the lower limits of the observational data. The unique

xception is the ‘no HIMF’ configuration, whose predictions are
imilar to those of the baseH20 ’ and ‘baseL20 ’ configurations. Based
n Figs 7 and 9 , our results demonstrate that at high redshift, a higher
umber density of SMGs corresponds to a lower number density of
Qs, and vice versa. These findings clearly highlight the tension in
odelling both the SMG and massive quiescent galaxy populations.

nterestingly, the ‘no HIMF’ configuration serves as a ‘in between
he tension’ model, producing predictions that do not significantly
nderrepresent either galaxy population. 

.1.6 Cosmic SFR density 

ne of the most fundamental measures in extragalactic astronomy
s the evolving CSFRD, which traces the history of star formation
nd serves as a critical tool for testing galaxy evolution models.
ur predictions for the CSFRD are presented in Fig. 10 , where we

ompare them to the best-fitting function from Madau & Dickinson
 2014 ) (converted to a Chabrier 2003 IMF) and the observational
ata from Behroozi, Wechsler & Conroy ( 2013 ), Leslie et al.
 2020 ), Zavala et al. ( 2021 ), and Cochrane et al. ( 2023b ). All
redicted CSFRDs are higher in normalization than the observational
easurements, across all epochs. The CSFRD from configuration
NRAS 542, 2808–2829 (2025)
baseH20 ’ shows better agreement with observational constraints at
ntermediate redshifts (0 . 5 � z � 2), but it overestimates the SFRD
oth near z = 0 and at higher redshifts, with a peak occurring around
 ∼ 3. Notably, the SFRD predicted by configuration ‘baseH20 ’
eviates from the results of Henriques et al. ( 2020 ), particularly
n the redshift at which the CSFRD peaks ( z ∼ 3 versus z ∼ 2
n Henriques et al. 2020 ). This discrepancy may be attributed to
ifferences in the redshift ranges of the observational constraints
sed during calibration (e.g. z = 0 . 4 and z = 2 . 8 instead of z = 0
nd z = 2), which can significantly influence the shape of the
esulting CSFRD. For instance, configuration ‘baseH20 ’ yields high-
edshift fQ predictions that are more consistent with observations,
hereas Henriques et al. ( 2020 ) tends to underestimate this quantity.
onsequently, in order to simultaneously match the high-redshift
MF and fQ , configuration ‘baseH20 ’ required the peak of star
ormation to occur earlier than in the Henriques et al. ( 2020 ) model.
n the other hand, configuration ‘baseL20 ’ predicts a CSFRD similar

o those obtained from configurations where the number density of
MGs is included. This suggests that the difference in shape between

he ‘baseH20 ’ and the new configurations is primarily driven by our
hanges to the SMFs used in the calibration. Most configurations
redict similar SFRDs below the peak redshift, except for ‘no
ow- z SMF, fQ ’, which is approximately 0 . 5 dex higher than the
thers. Additionally, the CSFRD peak for this configuration occurs
t z ∼ 1 . 2, aligning with the peak in the SMG redshift distribution
or this configuration. In contrast, the other configurations have
eaks near z ∼ 2, consistent with observational data. Slightly larger
ifferences occur at higher redshifts, where the difference between
he upper and lower SFRD predictions at z ∼ 8 is ∼ 0 . 4 dex . 

.1.7 SMBH mass function 

nother important galaxy property is the SMBH mass. In L-
alaxies , the strength of AGN feedback, which injects energy

nto the hot gas atmosphere, suppressing cooling, depends on the
MBH mass. This process regulates star formation, as only cold gas
an form new stars. Note that the SMBH mass function is not used
s an observational constraint when calibrating the models. 

We present our predictions for the SMBH mass function at z = 0
n Fig. 11 , also comparing to the best-fitting function from Tucci &
olonteri ( 2017 ) and observational results from Vika et al. ( 2009 ) and
hankar et al. ( 2020 ). The predicted SMBH mass functions display

wo main shapes. The ‘no low- z SMF, fQ ’, ‘no HIMF’, ‘no hi- z SMF,
Q ’, and ‘all’ configurations exhibit a clear peak in black hole mass,
elow which the number densities of SMBHs decrease rapidly. The
ocation of the peak depends on the configuration. For example, the
no low- z SMF, fQ ’ configuration, which overestimates the SMBH
ass function, peaks at log ( MBH /M�) ∼ 7 . 5. Configurations ‘no hi-
 SMF, fQ ’ and ‘all’ have similar peaks at log ( MBH /M�) ∼ 6 . 7.
n contrast, the ‘no HIMF’ configuration reasonably reproduces the
bserved SMBH mass function, with its peak at log ( MBH /M�) ∼
 . 2. The remaining configurations underpredict the observationally
nferred black hole number densities at intermediate and low masses,
ith black hole mass functions more similar in shape to SMFs

i.e. not peaked). It is worth noting that a more detailed formalism
or the growth of SMBHs in L-Galaxies (a modification of
enriques et al. 2015 , as presented in Izquierdo-Villalba et al. 2020 ),

esults in SMBH mass functions that are in good agreement with
bservations. 
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.1.8 Summary of galaxy property predictions 

e quantify and summarize the comparison between the predicted 
bservables and the corresponding observational data for each model 
onfiguration in Table 2 . This is done by computing the median
ogarithmic difference (in dex) between model predictions and 
bservations. The colours green, light green, yellow, light red, and 
ed indicate levels of agreement corresponding to < 0 . 1, 0.3, 0.5, 1.0,
nd > 1 . 0 dex , respectively. For observables with multiple estimates 
n the literature—such as the sub-mm number counts, the number 
ensity of MQs at z ∼ 3 . 5, the SMBH mass function at z = 0, and
he CSFRD—we adopt the median of the reported values. 

As shown in Fig. 7 , while the predicted sub-mm number counts
re generally consistent with the observed range within uncertain- 
ies, most configurations yield only moderate agreement with the 
edian values. In contrast, all models substantially underpredict 

he number density of MQs at z ∼ 3 . 5 relative to the median
bservational estimate, with consistency achieved only with the 
eported lower limits (see Fig. 9 ). Among all configurations, ‘no 
IMF’ provides the best overall agreement with both the sub- 
m number counts and the number density of MQs at high 

edshift. 

.2 Physical interpretation 

s we have demonstrated, the best-fitting models for each config- 
ration produce different predictions for the SMF, fQ , HIMF, sub- 
m number counts, the evolution of the number density of MQs,

he CSFRD, and the SMBH mass function. In this subsection, we 
resent key results that provide insights into the physical processes 
odelled by each configuration. 

.2.1 Star formation 

n L-Galaxies , there are two physical drivers of star formation: 
he molecular hydrogen surface density (a secular mechanism, 
mplemented as a Kennicutt–Schmidt-type scaling relation) and 

erger-induced starbursts. We discuss each of these mechanisms 
n turn, starting with the secular mode. The Henriques et al. ( 2020 )
ersion of L-Galaxies , which tracks H2 in spatially resolved rings, 
ssumes that the star formation density is proportional to the surface 
ensity of H2 (Fu et al. 2013 ), with an inverse dependence on the
ynamical time. The proportionality constant, αSF , is a free parameter 
n the model. In Fig. 12 (top panel), we show the best-fitting αSF 

or each configuration. We find that the ‘baseH20 ’ configuration 
xhibits the highest efficiency in converting H2 into stars, followed 
y ‘baseL20 ’. These two models were calibrated without including 
he number density of SMGs. The remaining configurations, which 
ere calibrated using nSMG , display similar αSF values, with the 

owest efficiency seen in the ‘no low- z SMF, fQ ’ configuration. 
The second star formation mechanism is the ‘collisional starburst’ 

ormalism from Somerville, Primack & Faber ( 2001 ), which de- 
cribes the conversion of cold gas into stars triggered by galaxy 
ergers. This mechanism has two associated free parameters, αSF , burst 

nd βSF , burst : 

�,burst = αSF , burst 

(
M1 

M2 

)βSF , burst 

Mcold , (1) 

here M1 and M2 ( M2 > M1 ) are the total baryonic mass of the
wo merging galaxies, and Mcold is the sum of the cold gas masses
i.e. the sum of H I , H2 , and metals in the ISM). We show in Fig. 12
bottom panel) the scaling relation in equation ( 1 ) as a function of the
alaxy mass ratio for the best-fitting models of each configuration. 
nlike the secular mode, configuration ‘baseH20 ’ demonstrates the 

owest efficiency in converting cold gas into stars during mergers, 
imilar to ‘no low- z SMF, fQ ’. In these models, bursts only occur
or mergers with mass ratios above ∼1:3. The efficiency then rises,
eaching ∼20 per cent and ∼55 per cent of the cold gas converted
nto stars for ‘baseH20 ’ and ‘no low- z SMF, fQ ’, respectively. The ‘no
ow- z fQ ’ configuration is also inefficient in this regime, increasing
he burst efficiency gradually with mass ratio, achieving ∼15 per cent
n equal-mass mergers. 

These three models contrast with the others, which exhibit 
trong burst efficiencies even at low mass ratios –converting ∼20–
0 per cent of cold gas into stars during mergers of mass ratio 1:1000,
nd up to ∼60–90 per cent for 1:1 mergers. Configurations ‘baseL20 ’
nd ‘no hi- z SMF, fQ ’ share identical scalings, as their best-fitting
tarburst parameters are the same. ‘No HIMF’, ‘no hi- z SMF’, and
no hi- z fQ ’ also show similar behaviour, with minor differences
t low mass ratios. These are the most efficient configurations in
his channel, achieving up to ∼90 per cent gas conversion in major

ergers. The ‘all’ configuration shows a similar trend to ‘no HIMF’,
ut with a lower normalization. 

Interestingly, configuration ‘no low- z SMF, fQ ’, which predicts 
he highest SMF number densities at low redshifts and strongly 
verpredicts sub-mm number counts, is the least efficient at forming 
tars through both secular and burst modes. This suggests its elevated 
MF and low quiescent fractions result from ineffective feedback. 
e explore feedback in the following subsections. Also noteworthy is 

he difference between ‘baseH20 ’ and ‘baseL20 ’: the former, calibrated 
ith lower SMF normalization, forms stars primarily through secular 
rocesses, with bursts occurring only for mass ratios � 0 . 5. In
ontrast, the ‘baseL20 ’ model – calibrated with the SMFs from Leja 
t al. ( 2020 ) – requires both high secular and burst efficiencies,
imilar to most configurations that include the SMG number density 
s a constraint. 

.2.2 Feedback from supernovae and stellar winds 

specially during the late stages of a star’s life, significant amounts
f material and energy are released into the ISM through SNe and
tellar winds. This process is critical to galaxy evolution, as it heats
he cold gas required for star formation and enriches the ISM with

etals. In L-Galaxies, SN feedback heats the cold gas, transferring 
t to the hot gas phase. Any remaining energy further heats the hot
as, suppressing cooling and potentially driving outflows. In the 
enriques et al. ( 2020 ) version of L-Galaxies , this energy is

eleased at the end of a star’s life (see Yates et al. 2013 ), rather
han immediately, as assumed under the instantaneous recycling 
pproximation commonly used in other simulations. This spreads 
ut the injection of energy (and metals) over time, especially for
Ne-Ia. 
SN feedback is governed by two key efficiencies: reheating cold 

as from the disc into the hot atmosphere ( εdisk ), and ejecting gas
rom the hot atmosphere into the circumgalactic medium ( εhalo ). 
oth follow the same functional form, parametrized by three free 
arameters ( ηx , Vx , and βx ): 

x = ηx ×
[ 

0 . 5 +
(

Vmax 

Vx 

)−βx 

] 

, (2) 

here x denotes either reheating or ejection, and Vmax is the 
aximum circular velocity of the host dark matter halo. Since εhalo 

epresents the fraction of SN energy used for ejection, values above
MNRAS 542, 2808–2829 (2025)
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Figure 11. The SMBH mass function at z = 0, predicted by each of the 
configurations listed in Table 1 . We overplot observational results from 

Vika et al. ( 2009 ) (navy squares), Tucci & Volonteri ( 2017 ) (dashed black 
line), and Shankar et al. ( 2020 ) (grey circles) for comparison. The SMBH 

mass function from configuration ‘no HIMF’ (which is reasonably consistent 
with the S870 number counts and number density of MQs at high- z) is the 
most consistent with observational data. We identify two main SMBH mass 
function shapes: peaked distributions and Schechter-like distributions. These 
shapes are explained by the black hole growth model (see Fig. 14 ; top panel). 
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Figure 12. Top: The best-fitting parameter associated with the efficiency in 
converting H2 into stars (secular star formation). The error bar indicates the 
16th and 84th percentiles of the final 2000 MCMC runs of the 96 chains. 
Models calibrated with nSMG present similar and lower efficiency in forming 
stars from H2 surface density, compared to configurations ‘baseH20 ’ and 
‘baseL20 ’. Bottom: The best-fitting scaling relation (equation 1 ) that describes 
the fraction of cold gas converted into stars driven by mergers as a function 
of the mass ratio of every configuration. Except for configuration ‘baseH20 ’, 
configurations that critically underpredict the quiescent population (‘no low- z 
fQ ’ and ‘no low- z SMF, fQ ’) have a low fraction of stars formed in merger- 
induced starbursts. All other models present an elevated starburst efficiency. 
This can also deplete the subsequent star formation due to the small amount 
of remaining cold gas to form new stars. 

T
l
a

 are not allowed in the model, even if the functional form permits
hem. In this sense, the scaling may not fully capture the efficiency
f SN-driven gas ejection. In the original Henriques et al. ( 2020 )
odel, εhalo saturates at 1 across all Vmax . 
We show the scaling relations for reheating and ejection as

 function of Vmax for each configuration in Fig. 13 (top and
ottom panels, respectively). The reheating efficiencies fall into
hree distinct groups. Configurations ‘baseH20 ’ and ‘baseL20 ’ show
early linear relations with the weakest Vmax dependence, but with
he highest reheating efficiencies at log ( Vmax ) � 1 . 9 and � 2 . 1,
espectively. Efficient reheating in massive haloes is likely important
or quenching massive galaxies. In contrast, ‘no low- z SMF, fQ ’ and
no hi- z SMF’ exhibit steep inverse dependencies on Vmax , differing
nly by an offset. These are most effective at reheating gas in low-
ass haloes but inefficient in massive systems. This helps explain
hy the ‘no low- z SMF, fQ ’ configuration overpredicts the SMFs
NRAS 542, 2808–2829 (2025)

able 2. The median logarithmic difference (dex) between model predictions of each configuration and observations. The colours green, light green, yellow, 
ight red, and red indicate levels of agreement corresponding to < 0.1, 0.3, 0.5, 1.0, and > 1.0 dex, respectively. We assign a value of −99 . 9 when, on average 
cross the data points of a given observable, the model fails to predict even a single galaxy. 
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Figure 13. Top: The best-fitting scaling relation (equation 2 ) that describes 
the efficiency of heating the cold gas and reheating the hot gas atmosphere, 
εdisk , as a function of the maximum halo rotational velocity, Vmax – a proxy 
of halo mass. The model that best matches the observed S870 number counts 
(‘no hi- z SMF’) and the model that overpredicts them (‘no low- z SMF, fQ 

’) 
both show a heating efficiency that is strongly dependent on halo mass: these 
models show the least efficient heating in massive haloes but the most efficient 
heating in low-mass haloes. On the other hand, the two models that critically 
underpredict the sub-mm number counts (‘baseH20 ’ and ‘baseL20 ’) present a 
weak dependence in Vmax , having the strongest efficiency of heating cold gas 
for high-mass haloes. Bottom: The best-fitting scaling relation (equation 2 ) 
that describes the fraction of available SN energy to eject gas (in outflows) 
from the galaxy’s hot gas atmosphere, εhalo , as a function of the maximum 

halo rotational velocity, Vmax . The nine models have similar efficiency for 
ejecting gas in intermediate and high-mass systems, except for configuration 
‘no hi- z SMF’. This could be the reason for this configuration predicting the 
lowest SFRD at higher redshifts. 
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nd CSFRD at low redshift—not due to enhanced star formation 
fficiency, but due to weak feedback allowing more gas retention. 
he other configurations show broadly similar reheating trends with 
nly small differences. 
The second relation (Fig. 13 , bottom) tracks the fraction of SN en-

rgy used for ejecting hot gas. At high Vmax (log ( Vmax /km s −1 ) � 2),
ost configurations yield similar ejection efficiencies (log ( εhalo ) ∼
2 to −1 . 5). At low velocities ( Vmax � 50 km / s ), εhalo saturates to
 in most models. This scale corresponds to haloes with Mvir �
011 M�. The ‘no hi- z SMF’ model displays the highest ejection 
fficiency across almost all halo masses. Strong feedback in low- 
nd intermediate-mass haloes, especially common at early times, 
ikely explains this configuration’s suppressed high- z SFRD. 

On the other hand, ‘no low- z SMF, fQ ’ also shows high reheating
nd ejection efficiency in low-mass haloes and the lowest overall 
tar formation efficiency (Fig. 12 ). None the less, it predicts a high
FRD at low redshift, driven by a larger number of intermediate-
ass star-forming galaxies ( M� ∼ 108 . 5 –1010 M�), as discussed in 
ection 4.2.1 . 

.2.3 AGN feedback 

s shown in Fig. 13 , SN and stellar wind feedback become inefficient
n massive galaxies, making AGN feedback crucial for regulating 
tar formation in these systems. The 2020 version of L-Galaxies
dopts the Croton et al. ( 2006 ) framework, which includes two AGN
eedback modes: quasar mode, which governs SMBH growth during 
alaxy mergers, and radio mode, which injects energy into the hot
as halo to suppress cooling. 

In the quasar mode, SMBHs grow by accreting cold gas during
ergers. The accreted mass is given by 

MBH , Q = fBH ( Msat /Mcen ) Mcold 

1 + ( VBH /V200 c )2 
, (3) 

here Mcen and Msat are the baryonic masses of the central and 
atellite galaxies, Mcold is their combined cold gas mass, and V200 c is 
he host halo’s virial velocity. The fBH and VBH are free parameters. 

The top panel of Fig. 14 shows �MBH , Q /Mcold versus V200 c for 
ach best-fitting configuration, assuming Msat /Mcen = 1. Two main 
rends emerge: configurations ‘no low- z SMF, fQ ’, ‘no HIMF’, ‘all’,
nd ‘no hi- z SMF, fQ ’ show consistently high accretion efficiency
ith weak dependence on halo mass. These also produce a peak-

haped SMBH mass function at z = 0 (Fig. 11 ). The shared flat
caling suggests a link between this accretion mode and the resulting
MBH distribution. 
In contrast, other configurations show a strong halo mass depen- 

ence. Notably, while ‘no HIMF’ and ‘no low- z SMF, fQ ’ exhibit
imilar SMBH growth scaling, their mass functions differ markedly 
likely due to the latter’s larger cold gas reservoirs, stemming from
eaker SN (and AGN) feedback. The remaining models display 

omparable scaling trends, with strong V200 c dependence and similar 
MBH mass functions. Although ‘baseH20 ’ is ∼1 dex less efficient, 

ts SMBH mass function at z = 0 remains comparable (within
0.1 dex), underscoring the non-linear nature of SMBH–galaxy co- 

volution. 
The second AGN process in L-Galaxies , radio mode, models 

eedback explicitly. Here, the SMBH accretes hot gas, and the in-
ected energy suppresses further cooling. The accretion rate depends 
n the hot gas and SMBH masses, modulated by a free parameter,
AGN , which governs feedback efficiency. Best-fitting kAGN values 
or each configuration are shown in Fig. 14 (bottom panel). Most
onfigurations yield similar kAGN values, except ‘no low- z SMF, 
Q ’, where it is ∼3 orders of magnitude lower. Despite rapid SMBH
rowth, the low AGN efficiency in this case fails to effectively quench 
tar formation. 

Configurations with the highest kAGN also show peak-shaped 
MBH mass functions and weak halo-mass dependence in cold gas 
ccretion – highlighting the role of AGN feedback in quenching. 
owever, the similar kAGN values across most models, despite 
iffering numbers of MQs (Fig. 9 ), suggest that other processes
such as strong SN feedback in ‘baseH20 ’ and ‘baseL20 ’ – also 

ignificantly contribute to quenching. 

.3 Model degeneracy 

he best-fitting model for each configuration corresponds to the set 
f free parameters that yield the highest likelihood. However, given 
MNRAS 542, 2808–2829 (2025)
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M

Figure 14. Top: The best-fitting scaling relation (equation 3 ) that describes 
the black hole growth from cold gas accretion in merger events (assuming 
Msat /Mcen = 1, for the purpose of illustration) as a function of V200 c – a 
proxy of halo mass. Models that predict a peak-shaped SMBH mass function 
at z = 0, including the model that better matches the observational results 
(‘no HIMF’), present an almost halo mass-independent cold gas accretion. 
The SMF-like SMBH mass function is driven by the strong dependence of 
the accreted cold gas by the SMBH on V200 c . Bottom: The best-fitting AGN 

efficiency parameter, kAGN , for every configuration. As in the top panel of 
Fig. 12 , the error bar indicates the 16th and 84th percentiles of the final 2000 
MCMC runs of the 96 chains. All models, except configuration ‘no low- z 
SMF, fQ ’, have similar AGN efficiency in injecting energy to the hot gas, 
reducing the cooling rate. Thus, the AGN feedback across the models becomes 
almost entirely dependent on the SMBH mass, being underestimated due to 
the underpredictions of the SMBH mass function, except for configuration 
‘no HIMF’. Although configuration ‘no low- z SMF, fQ ’ overpredicts the 
SMBH mass function, the AGN feedback, in this case, is less impactful due 
to the low AGN efficiency, kAGN . 
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Figure 15. Physical scaling relations that describe the SN feedback, εdisk and 
εdisk (top panels; equation 2 ), SMBH growth (bottom left panel; equation 3 ), 
and stellar mass formed in merger-induced starbursts (bottom right; equation 
1 ) for all sets of free parameters with total likelihood within 1 dex of the best- 
fitting (transparent black lines) for configuration ‘no HIMF’. These results 
evidence the high level of model degeneracy, where the models with similar 
likelihood, in some cases, range many orders of magnitude. In most cases, the 
scaling relations from the configuration best-fitting do not occupy the most 
populated area drawn from similar likelihood models. 
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he complex hyperparameter space of L-Galaxies , degeneracies
re expected. In this section, we analyse how the physical scaling
elations presented in the previous section vary across models with
imilar likelihoods. 

Fig. 15 illustrates four physical scaling relations for parameter sets
ith likelihoods within 1 dex of the maximum likelihood, based on

he final 2000 MCMC runs across the 96 chains (see Section 3.5 ) of
he ‘no HIMF’ configuration. The physical scalings shown in Fig. 15
re the efficiency of reheating, εdisk (top left panel; corresponding to
he top panel of Fig. 13 ), the efficiency of ejecting gas, εhalo (top right
anel; corresponding to the bottom panel of Fig. 13 ), SMBH growth
rom cold gas, �MBH , Q /Mcold (bottom left panel; corresponding to
he top panel of Fig. 14 ), and the fraction of cold gas converted into
NRAS 542, 2808–2829 (2025)
tars during merger-induced starbursts, M�,burst /Mcold (bottom right
anel; corresponding to the bottom panel of Fig. 12 ). 
As shown in Fig. 15 , the physical scaling relations for good

ikelihood models exhibit significant scatter, spanning approximately
wo dex across the ranges of Vmax , V200c , and M1 /M2 . Also, the
hysical scalings derived from the best-fitting model of the ‘no
IMF’ configuration generally do not coincide with the most densely
opulated regions (representing models with similar scalings), except
n the case of SMBH growth from cold gas. These findings highlight
he high level of degeneracy in the galaxy formation model when
alibrated against the observational constraints of the ‘no HIMF’
onfiguration (as is also the case for the other configurations). This
uggests that the physical insights that can be gained from such fitted
arameters may be limited. 
Another manifestation of degeneracy identified in this work is that
any configurations – calibrated using different sets of observational

onstraints and resulting in different best-fitting parameters – can
one the less yield similar predictions for key observables, such as
he SMFs, the fraction of quiescent galaxies, and sub-mm number
ounts, among others. This highlights a key limitation of traditional
alibration methods, such as classical ‘hand-tuning’, which do
ot fully explore the high-dimensional parameter space of galaxy
ormation models. Such approaches risk converging on local minima
nd may overlook alternative viable solutions. 

 DI SCUSSI ON  

he tension between observations and theoretical models in si-
ultaneously modelling DSFGs and high-redshift MQs remains
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5 It is important to note that this does not imply models calibrated without 
using the number density of SMGs cannot reproduce the sub-mm number 
counts – as demonstrated by models such as SHARK (v1.0) and SIMBA . This 
is possible because multiple combinations of parameters can yield predictions 
consistent with the observed sub-mm number counts. due to the degenerate 
space. 
nresolved. Many models struggle to reproduce even one of these 
xtreme populations, particularly the MQ population, as shown 
y Lagos et al. ( 2025 ). However, given the current approach to
etting the free parameters of astrophysical processes – often done 
anually – it is not entirely evident that galaxy formation models 

undamentally fail to reproduce these populations. In this work, we 
est the ability of the L-Galaxies SAM to address this tension 
y performing a robust calibration designed to reproduce observed 
opulations of both DSFGs and MQs. We chose L-Galaxies for 
his study because its MCMC-based calibration framework allows us 
o explore different sets of observational constraints systematically. 
ur results yield a model that represents progress towards resolving 

his discrepancy, though some limitations remain. The key findings 
f this work are discussed in this section. 

.1 The impact of varying observational constraints 

he adopted calibration framework was designed to explore how 

he calibrated model (defined by the set of tuned parameters) varies, 
iven different sets of observational constraints (see Table 1 ). For
nstance, the configurations named ‘baseH20 ’ and ‘baseL20 ’ use 
ssentially the same sets of constraints, differing only in the source 
f the data set used to constrain SMFs and massive quiescent 
alaxy fractions. The ‘baseH20 ’ configuration uses the same data as 
enriques et al. ( 2020 ) (a compilation from the literature), whereas

baseL20 ’ was calibrated with the SMFs and quiescent fractions 
 fQ ) from Leja et al. ( 2020 ) and Leja et al. ( 2022 ), respectively.
he key difference between these data sets lies in the SMFs, with
eja et al. ( 2020 ) predicting systematically higher number densities
cross the stellar mass range, particularly at the massive end. As
xpected, this leads to differences in the SMFs predicted by the 
alibrated models (Fig. 3 ) and significantly impacts the predicted 
SFRD (Fig. 10 ), with a discrepancy of approximately 0 . 5 dex at

ow redshift. While both configurations reproduce the quiescent 
opulation reasonably well and in a similar manner (Fig. 4 ), they
everely underpredict the sub-mm number counts (Fig. 7 ). In these 
onfigurations, number density of SMGs ( nSMG ) was not included as
n observational constraint. Our results motivate the incorporation 
f nSMG as a constraint. 
In the remaining configurations, we address this issue by including 

ub-mm number densities within a systematic MCMC calibration 
ramework. This work represents the first time such a systematic 
nd extensive exploration of the hyperparameter space in a SAM has 
ncluded SMGs as a constraint. We calibrated these configurations 
sing the number density of bright ( S870 ≥ 5 . 2 mJy ) SMGs at z = 2 . 8
o capture the observed sub-mm number counts, while also fitting for
MFs and fQ across different redshifts. Among all configurations, 
nly the ‘no hi- z SMF’ successfully reproduces the observed S870 

umber counts, whereas the others tend to slightly underpredict them. 
n the other hand, omitting low-redshift constraints (configuration 

no low- z SMF, fQ ’) leads to an overprediction of the sub-mm
umber counts. The main differences in the predictions arise in the 
uiescent population, with all configurations underrepresenting these 
alaxies to some degree. When fQ at low redshift is not included 
s an observational constraint, the best-fitting model significantly 
nderestimates the number of quiescent galaxies (configurations ‘no 
ow- z SMF, fQ ’ and ‘no low- z fQ ’). Conversely, when the high-
edshift SMF and fQ are not used as constraints, the resulting models 
re similar (configurations ‘no hi- z SMF’, ‘no hi- z fQ ’, and ‘no hi- z
MF, fQ ’). 
Interestingly, when the high-redshift SMF is not used as a 

onstraint (configuration ‘no hi- z SMF’), the best-fitting model most 
ccurately reproduces the observed number counts but performs the 
orst in predicting the number density of MQs at high redshift – even
ore so than when the high-redshift fQ is not included. Additionally, 
e find that when both SMF and fQ are used simultaneously 

s constraints (configuration ‘all’), the predicted galaxy properties 
emain statistically similar to those obtained when neither constraint 
s applied (configuration ‘no hi- z SMF, fQ ’). 

Finally, although the HIMF (at z = 0) was not included as a
onstraint in the ‘no HIMF’ configuration, the model still suc- 
essfully reproduces it. Among the best-performing models, this 
articular configuration is slightly weaker in predicting both the 
ubmillimetre number counts and the number density of MQs at high
edshift. Nevertheless, it still achieves a reasonable agreement for 
oth, making it the most successful model overall in simultaneously 
eproducing DSFGs and MQs. 

.2 Matching the sub-mm number counts 

atching the submillimetre number counts without invoking an IMF 

odification remains a challenge for many of the most widely used
osmological simulations, such as EAGLE (Cowley et al. 2019 ), 
llustrisTNG (Hayward et al. 2021 ), and L-Galaxies (Araya- 
raya et al. 2024 ), among others. Only a few simulations have been

ble to closely reproduce the observed number counts, including 
llustris (Hayward et al. 2021 ), SIMBA (Lovell et al. 2021 ),
LAMINGO (Kumar et al. 2025 ), and the SHARK (v1.0) (Lagos et al.
019 ) SAM. 
In this study, we demonstrated that incorporating the number 

ensity of bright SMGs at a single redshift as a constraint significantly
mproves model predictions of the sub-mm number counts. 5 Indeed, 
ll configurations that included this constraint successfully matched 
or closely matched) the observational data, across an order of 
agnitude in sub-mm flux density. Among these, configuration ‘no 

i- z SMF’ provides the best predictions for the sub-mm number
ounts, even at the bright end. These new calibrated models present
n opportunity for future theoretical studies of bright SMGs. 

Here, we explore the key characteristics that favour good matches 
o the observed SMG population, based on the best-fitting parameters 
resented in Section 4.2 . The configuration that best-reproduces the 
bserved number counts (‘no hi- z SMF’) has similar best-fitting 
arameters to most of the other models, for parameters relating to
tar formation (both secular and merger-driven), SMBH growth, 
nd AGN feedback efficiency. The main difference lies in the SN
eedback model, specifically in the scaling relation for (re)heating gas 
Fig. 13 , top panel). The two configurations that predict the highest
umber of SMGs (‘no hi- z SMF’ and ‘no low- z SMF, fQ 

’) exhibit
imilar functional forms for this efficiency, which plays a crucial 
ole in suppressing star formation. The best-fitting scaling relations 
ndicate a strong inverse dependence of the (re)heating efficiency on 
max (proxy of dark matter halo mass). For these configurations, the 
fficiency is highest in low-mass systems and lowest in high-mass 
aloes. As a result, more cold gas remains available for star formation
n massive galaxies (the mass range of most SMGs) compared to the
MNRAS 542, 2808–2829 (2025)
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ther models, whether this star formation proceeds through secular
r merger-induced star formation. 
Given the high star formation efficiencies involved in these two

alibrated models for high stellar mass galaxies, AGN feedback
ould be required for effective quenching. However, the ‘no hi- z
MF’ configuration actually underpredicts the SMBH mass function
t z = 0 (Fig. 11 ), indicating that SMBH growth in this model is lower
han required by observations. Consequently, AGN feedback is less
ffective than required to reproduce the quiescent population, and
umber densities of MQs in this model are significantly lower than
bserved. On the other hand, the ‘no low- z SMF, fQ ’ configuration
xhibits a similar SN feedback scaling relation to ‘no hi- z SMF’ but
ritically overpredicts the sub-mm number counts. In this case, the
GN feedback efficiency (radio mode) is approximately two orders
f magnitude lower. As a result, there is no strong regulatory mecha-
ism to suppress star formation in intermediate and massive galaxies.
hese cases highlight the persistent difficulty of reproducing both
MG and MQ populations simultaneously. 

.3 Reproducing the massive quiescent population at high- z 

alaxy formation models fail to reproduce the high number density
f MQs at z � 3 from observations, as shown in Merlin et al.
 2019 ), Szpila et al. ( 2025 ), Vani et al. ( 2025 ), and Lagos et al.
 2025 ), among others; this is of considerable interest given the
ncreasing numbers of such galaxies being characterized by JWST .
ndeed, this issue also happens for L-Galaxies . However, it is
mportant to note that there are large discrepancies between current
bservational estimates of the number density, with limits ranging

2 dex (Valentino et al. 2023 ). This is, at least in part, due to the
ifferent methods to estimate galaxy properties, selection criteria,
nd the available data used in those works. Cosmic variance and
he difficulties of estimating number densities from extremely small
amples also pose a challenge for these works. For instance, Alberts
t al. ( 2024 ) obtained comparable number densities of MQs to Carnall
t al. ( 2023 ) and Valentino et al. ( 2023 ), despite adopting a ∼ 1 dex
ower stellar mass cut and explicitly studying an overdense region. 

Most of our re-calibrated models underestimate both the fraction
nd number density of quiescent galaxies (Figs 4 and 9 , respectively),
specially at high redshift. 6 Among our configurations, only three are
n reasonable agreement with the lower limits of the observed number
ensity of MQs, comparable with some models presented by Lagos
t al. ( 2025 ). These configurations are ‘baseH20 ’, ‘baseL20 ’, and ‘no
IMF’, the first two of which provide the worst matches to the sub-
m number counts. In contrast, the configuration ‘no HIMF’ closely
atches the sub-mm number counts within the uncertainties (similar

o the results of Lovell et al. 2021 , who studied SMGs in the SIMBA
imulation) and hence provides a promising avenue for future work.

We identify two different combinations of physical mechanisms
hat act to quench galaxies in these three models. First, configurations
baseH20 ’ and ‘baseL20 ’ present a similar shape for the scaling
elations that set the efficiency of (re)heating gas. These two models
resent the highest efficiency in massive haloes ( Vmax � 110 km s−1 )
ompared to the rest of the configurations. Configuration ‘baseH20 ’
NRAS 542, 2808–2829 (2025)

 One possible solution is more accurate modelling of the properties of orphan 
alaxies – galaxies whose host dark matter haloes have been fully accreted or 
isrupted by more massive systems – in SAMs, as demonstrated by Harrold 
t al. ( 2024 ) for the Henriques et al. ( 2015 ) version of L-Galaxies . This 
pproach significantly improves the consistency with the observed quiescent 
alaxy SMF. 
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1  

l  
as the highest efficiency and, consequently, predicts the highest
umber density of MQs. As discussed in the last subsection, models
hat favour the production of DSFGs require a lower (re)heating
fficiency for high-mass systems, so it is natural for these two
onfigurations to critically underpredict the sub-mm number counts.
he SMBH mass functions at z = 0 for these configurations show

hat the SMBHs grew less than the observed; in these configurations,
he AGN feedback may be too weak, requiring stronger SN feedback
o match the fraction of quiescent galaxies (which is used as a
onstraint). 

On the other hand, the best-fitting model of configuration ‘no
IMF’ closely matches (still slightly underpredicting) the obser-
ationally derived SMBH mass function at z = 0. For that con-
guration, an ‘in-between’ scaling relation for (re)heating gas is
btained, yielding reasonably good agreement with the observed
ub-mm number counts. These results suggest that the SMBH mass
unction (and ideally, its evolution) could be a key observable to
alibrate galaxy formation models, as it would help in constraining
GN feedback, breaking the degeneracies seen among the main
uenching mechanisms (Fig. 15 ). 

.4 Limitations and caveats 

lthough we found a model that matches the sub-mm number counts
easonably well and simultaneously agrees with the observed lower
imits for the number density of MQs (configuration ‘no HIMF’)
sing the Henriques et al. ( 2020 ) version of the L-Galaxies
AM, it still presents limitations. For instance, all configurations
truggle to capture the massive end of the SMF at high redshift
Fig. 3 ), even for ‘no low- z SMF, fQ ’, which was specifically
esigned to match it (using the SMF at z = 2 . 8 as a constraint).
his trend is also observed in the SHARK SAM (Lagos et al.
024 ). Moreover, all best-fitting models overpredict the CSFRD by

0 . 5 dex compared to observational data, except for configuration
baseH20 ’. This suggests that the overprediction of the CSFRD is
ikely due to the Leja et al. ( 2020 ) SMFs, which were used to
alibrate these models. Consequently, these results highlight the
mportance and impact of the observational data used to constrain the

odels. As mentioned earlier, observational works estimate galaxy
roperties using a specific method or technique, and these estimates
an vary depending on the approach taken. This variability makes
he comparison between observations and simulations challenging.
 possible solution could be to select observationally analogous

imulated galaxy populations based on forward-modelled observer-
rame magnitudes/fluxes, thus avoiding the complex dependence on
he techniques used to select galaxies and estimate their properties
see e.g. Cochrane et al. 2024 ). However, this approach involves
ther assumptions in the forward modelling. 
In this work, we assumed that 40 per cent of the metals in the

old gas reservoirs of galaxies are in the form of dust, as the version
f L-Galaxies by Henriques et al. ( 2020 ) does not track the
volution of dust. More recently, a detailed model for dust production
nd destruction has been incorporated into the 2020 version of L-
alaxies (Yates et al. 2024 ), which could be employed to refine
redictions of sub-mm emission within the simulation. Nevertheless,
ur assumption is unlikely to significantly affect our results, as
dopting a constant dust-to-metal ratio is a reasonable approximation
or massive, metal-rich galaxies such as those comprising the SMG
opulation (Rémy-Ruyer et al. 2014 ). 
Another crucial finding is the high level of degeneracy (Fig.

5 ) observed. Although some sets of free parameters yield similar
ikelihoods, they may represent entirely different treatments of the
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strophysical mechanisms. This arises from the hyperparameter 
pace of L-Galaxies (and galaxy formation models in general), 
hich is composed of 15 free parameters. As a result, it is expected

hat the algorithm will identify multiple reasonable ‘good’ solutions. 
n this context, robust calibration should be considered as an essential 
tep for galaxy formation models. 

 SU M M A RY  

n this work, we used the MCMC mode of the L-Galaxies
AM to robustly calibrate its free parameters. Our main goal was 

o investigate whether this approach can address the long-standing 
ension between modelled DSFGs (also known as submillimetre 
alaxies, SMGs) and MQs at high redshifts. To address this, we 
mplemented nine sets of observational constraints, including the 
idely used SMFs, the fraction of quiescent galaxies ( fQ ), and the
IMF, as well as including for the first time the number density of
MGs ( nSMG ). These nine combinations of observational constraints, 
eferred to as configurations (see Table 1 ), produced nine distinct 
odels. Our main predictions and interpretations are as follows: 

(i) The SMF is a key observable used to calibrate galaxy formation 
odels. Here, we updated the SMFs used to calibrate the Henriques 

t al. ( 2020 ) version of L-Galaxies to the Leja et al. ( 2020 ) results.
ur predicted SMFs (Fig. 3 ) are consistent with the observational 
ata at low redshift. However, the models struggle to reproduce the 
assive end at higher redshifts, even when high-redshift SMFs are 

sed as constraints. 
(ii) Similarly, despite incorporating fQ as a function of stellar 
ass at high redshifts as a constraint, the models fail to reproduce

his observable (see Fig. 4 ). When fQ is not used as a constraint at low
edshifts, the quiescent population is significantly underrepresented. 
s expected, configurations excluding nSMG as a constraint exhibit 
etter consistency with the observed fQ . 
(iii) Models calibrated with nSMG accurately reproduce the ob- 

erved S870 number counts (Fig. 7 ). In contrast, models that do 
ot include this constraint critically underpredict this observable, 
mphasizing the importance of using nSMG in the calibration process, 
o capture the SMG population. 

(iv) Models that align better with S870 number counts tend to 
nderpredict the number density of MQs at high redshift (Fig. 9 ),
ighlighting the persistent tension between these two populations. 
owever, one configuration –calibrated using SMFs and fQ at z = 

 . 4 and 2.8, and nSMG at z = 2 . 8, while excluding the HIMF (‘no
IMF’) – achieves reasonable agreement with both populations. 
(v) Most models predict an elevated cosmic star formation density 

ompared to observational data (Fig. 10 ). This discrepancy appears 
o stem from the use of Leja et al. ( 2020 ) SMFs for calibration, rather
han from the inclusion of nSMG . 

(vi) Predicted SMBH mass functions at z = 0 (Fig. 11 ) show that
ost models underpredict the number density compared to obser- 

ations. This leads to weaker AGN feedback, a critical mechanism 

or regulating star formation in massive galaxies. The ‘no HIMF’ 
onfiguration presents the best agreement with observational data. 

(vii) Analysing star formation across configurations (Fig. 12 ), 
e found that models calibrated with nSMG exhibit reduced star 

ormation efficiency from secular processes, compensated for by 
ncreased merger-induced starbursts. This merger-driven star forma- 
ion may deplete cold gas, limiting subsequent secular star formation 
n descendant galaxies. 

(viii) Examining SN feedback (Fig. 13 ) reveals that models that 
etter reproduce fQ exhibit higher efficiencies in heating cold 
as within massive haloes, likely driving their predictions for fQ . 
owever, gas ejection efficiencies (outflows) for massive galaxies 

re similar across models, with significant variations only at the 
ow-mass end. 

(ix) For black hole growth and AGN feedback (Fig. 14 ), the fitted
odels show two distinct trends in SMBH growth via merger-driven 

old gas accretion. One trend shows accretion nearly independent of 
alo mass, resulting in a peaked SMBH mass function at z = 0. The
ther trend exhibits a strong halo mass dependency, producing an 
MBH mass function similar to the SMF. The former trend aligns
etter with observations. Insufficient SMBH masses imply under- 
owered AGN feedback, except in the ‘no HIMF’ configuration. 
(x) Finally, we assessed the degeneracy in the ‘no HIMF’ con- 

guration (Fig. 15 ), which provides a reasonable prediction of sub-
illimetre number counts and is consistent with the lower limits 

f the number density of high-redshift MQs. Our robust analysis 
eveals that models with different underlying physics can yield 
imilar likelihood values, owing to significant degeneracies within 
he hyperparameter space of L-Galaxies . This highlights that 
he commonly used observational constraints are insufficient to 
niquely determine a single preferred physical model. In this context, 
dditional, previously unconsidered constraints – such as SMBH 

ass functions – may prove valuable in breaking these degeneracies. 

Our results provide a comprehensive analysis of calibration out- 
omes for L-Galaxies and emphasize the importance of robust 
alibration techniques in exploring the hyperparameter space of 
alaxy formation models. Additionally, we identify a promising 
odel that represents a step forward in resolving the tension between
odelled SMGs and high-redshift massive quiescent populations. 

C K N OW L E D G E M E N T S  

his work was initiated during the CCA Pre-doctoral Program. PA- 
 thanks the Coordenac ¸ ˜ o de Aperfeic ¸oamento de Pessoal de Nı́vel 
uperior – Brasil (CAPES), for supporting his PhD scholarship 
project 88882.332909/2020-01). RKC was funded by support for 
rogramme #02321, provided by NASA through a grant from 

he Space Telescope Science Institute, which is operated by the 
ssociation of Universities for Research in Astronomy, Inc., under 
ASA contract NAS 5–03127. RKC is grateful for support from 

he Leverhulme Trust via the Leverhulme Early Career Fellowship. 
he Flatiron Institute is supported by the Simons Foundation. 
CH thanks Neal Katz for insightful discussions about SAMs. LSJ 
cknowledges the support from the Conselho Nacional de Desen- 
olvimento Cientı́fico e Tecnológico (CNPq; project 308994/2021- 
) and the Fundac ¸ ˜ ao de Amparo à Pesquisa do Estado de S˜ ao Paulo
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ovell C. C. , Geach J. E., Davé R., Narayanan D., Li Q., 2021, MNRAS , 502,

772 
u Y. , Mo H. J., Weinberg M. D., Katz N., 2011, MNRAS , 416, 1949 
u Y. et al., 2014, ApJ , 795, 123 
adau P. , Dickinson M., 2014, ARA&A , 52, 415 
anning S. M. et al., 2022, ApJ , 925, 23 
araston C. , 2005, MNRAS , 362, 799 
arinacci F. et al., 2018, MNRAS , 480, 5113 
arrone D. P. et al., 2018, Nature , 553, 51 
cAlpine S. et al., 2016, Astron. Comput. , 15, 72 
cAlpine S. et al., 2019, MNRAS , 488, 2440 
erlin E. et al., 2019, MNRAS , 490, 3309 
ichałowski M. J. et al., 2017, MNRAS , 469, 492 
iller T. B. et al., 2018, Nature , 556, 469 

http://dx.doi.org/10.1111/j.1365-2966.2010.16459.x
http://dx.doi.org/10.1093/mnras/stab1133
http://dx.doi.org/10.3847/1538-4357/ad90ae
http://dx.doi.org/10.1093/mnras/stab1245
http://dx.doi.org/10.1086/380092
http://dx.doi.org/10.1111/j.1365-2966.2008.13348.x
http://dx.doi.org/10.1111/j.1365-2966.2012.20340.x
http://dx.doi.org/10.1038/28338
http://dx.doi.org/10.1111/j.1365-2966.2004.08553.x
http://dx.doi.org/10.1088/0004-637X/770/1/57
http://dx.doi.org/10.1086/422353
http://dx.doi.org/10.1111/j.1365-2966.2009.15191.x
http://dx.doi.org/10.1046/j.1365-8711.2003.06897.x
http://dx.doi.org/10.1051/0004-6361/202346200
http://dx.doi.org/10.1093/mnras/staa1535
http://dx.doi.org/10.1093/mnras/stad369
http://dx.doi.org/10.3847/0004-637X/824/1/36
http://dx.doi.org/10.1016/j.physrep.2014.02.009
http://dx.doi.org/10.3847/2041-8213/ab2c80
http://dx.doi.org/10.1086/376392
http://dx.doi.org/10.1086/318919
http://dx.doi.org/10.1086/428082
http://dx.doi.org/10.3847/0004-637X/831/1/91
http://dx.doi.org/10.1093/mnras/stab467
http://dx.doi.org/10.1093/mnras/stac3451
http://dx.doi.org/10.1093/mnras/stad1602
http://dx.doi.org/10.3847/1538-4357/ad02f8
http://dx.doi.org/10.1046/j.1365-8711.2000.03879.x
http://dx.doi.org/10.1088/0004-637X/699/1/486
http://dx.doi.org/10.3847/1538-4357/ac616d
http://dx.doi.org/10.1088/0004-637X/697/2/L122
http://dx.doi.org/10.1093/mnras/stz1398
http://dx.doi.org/10.1111/j.1365-2966.2005.09675.x
http://dx.doi.org/10.1088/0004-637X/694/2/1517
http://dx.doi.org/10.1088/0004-637X/713/1/686
http://dx.doi.org/10.1051/0004-6361/201423771
http://dx.doi.org/10.1093/mnras/stz937
http://dx.doi.org/10.1051/0004-6361/201730419
http://dx.doi.org/10.48550/arXiv.astro-ph/9907139
http://dx.doi.org/10.1093/mnras/staa769
http://dx.doi.org/10.1111/j.1365-2966.2004.07700.x
http://dx.doi.org/10.1093/mnras/stw3088
http://dx.doi.org/10.1086/307069
http://dx.doi.org/10.1111/j.1365-2966.2007.12449.x
http://dx.doi.org/10.1093/mnras/stt1117
http://dx.doi.org/10.3847/1538-4357/abbdfe
http://dx.doi.org/10.1093/mnras/stw2721
http://dx.doi.org/10.1093/mnras/stu1654
http://dx.doi.org/10.1051/0004-6361/201834547
http://dx.doi.org/10.1051/0004-6361/202243677
http://dx.doi.org/10.3847/1538-3881/accadc
http://dx.doi.org/10.1086/317032
http://dx.doi.org/10.1093/mnrasl/slae043
http://dx.doi.org/10.1088/0004-6256/142/5/170
http://dx.doi.org/10.1088/0004-637X/743/2/159
http://dx.doi.org/10.1093/mnras/sts222
http://dx.doi.org/10.1093/mnras/stab246
http://dx.doi.org/10.1111/j.1365-2966.2009.16151.x
http://dx.doi.org/10.1111/j.1365-2966.2009.14730.x
http://dx.doi.org/10.1093/mnras/stt415
http://dx.doi.org/10.1093/mnras/stv705
http://dx.doi.org/10.1093/mnras/stz3233
http://dx.doi.org/10.1093/mnras/staf030
http://dx.doi.org/10.48550/arXiv.2412.00294
http://dx.doi.org/10.1098/rsos.200556
http://dx.doi.org/10.1038/28328
http://dx.doi.org/10.1051/0004-6361/201321100
http://dx.doi.org/10.1093/mnras/staa1399
http://dx.doi.org/10.1093/mnras/stab3239
http://dx.doi.org/10.1093/mnras/sty521
http://dx.doi.org/10.3847/1538-4357/ad9472
http://dx.doi.org/10.48550/arXiv.2501.19327
http://dx.doi.org/10.1093/mnras/stw1888
http://dx.doi.org/10.1093/mnras/sty2440
http://dx.doi.org/10.1093/mnras/stz2427
http://dx.doi.org/10.1093/mnras/stae1024
http://dx.doi.org/10.1093/mnras/stae2626
http://dx.doi.org/10.3847/0067-0049/224/2/24
http://dx.doi.org/10.1088/0004-637X/798/2/115
http://dx.doi.org/10.3847/1538-4357/aa5ffe
http://dx.doi.org/10.3847/1538-4357/ab133c
http://dx.doi.org/10.3847/1538-4357/ab1d5a
http://dx.doi.org/10.3847/1538-4357/ab7e27
http://dx.doi.org/10.3847/1538-4357/ac887d
http://dx.doi.org/10.3847/1538-4357/aba044
http://dx.doi.org/10.1111/j.1365-2966.2009.15268.x
http://dx.doi.org/10.3847/1538-4357/ab8eaf
http://arxiv.org/abs/2408.14546
http://dx.doi.org/10.1093/mnras/staa4043
http://dx.doi.org/10.1111/j.1365-2966.2011.19170.x
http://dx.doi.org/10.1088/0004-637X/795/2/123
http://dx.doi.org/10.1146/annurev-astro-081811-125615
http://dx.doi.org/10.3847/1538-4357/ac366a
http://dx.doi.org/10.1111/j.1365-2966.2005.09270.x
http://dx.doi.org/10.1093/mnras/sty2206
http://dx.doi.org/10.1038/nature24629
http://dx.doi.org/10.1016/j.ascom.2016.02.004
http://dx.doi.org/10.1093/mnras/stz1692
http://dx.doi.org/10.1093/mnras/stz2615
http://dx.doi.org/10.1093/mnras/stx861
http://dx.doi.org/10.1038/s41586-018-0025-2


Simultaneously modelling DSFGs and MQs 2827

M  

M
N
N
N
O
P
R
R
R  

S
S
S
S
S
S
S
S
S
S  

S  

S  

S  

S
S  

S
S
S
S
S
S  

T
T
T
T
T
T
V
V
V  

V  

V
W  

W
W
W
Y

Y  

Y  

Z
Z  

d

Figure A1. The SMF obtained from the fiducial model (filled histogram) 
compared to that derived from the sample of merger trees (solid line) at 
z = 0 . 4 (top panel) and z = 2 . 8 (bottom panel). The ε value denotes the 
average relative error between the SMFs (sampled and full volume). 
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PPENDI X  A :  OBSERVABLES  F RO M  T H E  

AMPLE  O F  M E R G E R  TREES  

n Section 3.2 , we present our method for obtaining a sample of
erger trees, the predictions of which must closely represent those 

f the full simulation volume. The predictions from the sampled 
erger trees are derived by weighting a given observable according 

o the fraction of similar haloes not included in the sample. Here, we
ompare the full-volume and sampled SMFs, as well as the fractions
f quiescent galaxies as a function of stellar mass, at z = 0 . 4 and
 = 2 . 8, shown in Figs A1 and A2 , respectively. To quantify the
imilarities between the sample and full-volume predictions, we 
stimate the average relative error, ε, as defined by equation ( A1 ): 

= 1 

N 

N ∑ 

i= 1 

∣∣�sampled ,i − �full ,i 

∣∣
�full ,i 

, (A1) 

here �sampled ,i and �full ,i represent a given prediction (e.g. the SMF 

r fQ ) in the i-th bin – such as a stellar mass bin – from the sample of
erger trees and the full volume, respectively. N is the total number

f bins. As can be seen from these figures, the SMF constructed
rom the sample of merger trees matches that obtained from the full
olume well. 

As discussed in Section 3.2 , the merger tree sample was also
elected to be representative of the number density of SMGs, another
ey observable in this work. Although the sampled set comprises 
nly 430 merger trees out of a total of approximately 20 million,
e obtain comparable predictions for both observables used to 

alibrate the model. At z = 2 . 8, the fiducial model predicts an SMG
umber density ( S870 ≥ 5 . 2 mJy ) of nSMG = 9 × 10−6 Mpc−3 , while
he sampled merger tree set yields nSMG = 8 . 8 × 10−6 Mpc−3 . 
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Figure A2. The fraction of quiescent galaxies as a function of stellar mass 
( fQ ) obtained from the fiducial model (filled histogram) compared to that 
derived from the sample of merger trees (solid line) at z = 0 . 4 (top panel) 
and z = 2 . 8 (bottom panel). The ε value denotes the average relative error 
between both fQ values (sampled and full volume). 
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PPENDI X  B:  BEST-FITTING  PA R A M E T E R S  

O R  E AC H  CALI BRATI ON  C O N F I G U R AT I O N  

e present the best-fitting values for the 15 free parameters
cross the nine configurations listed in Table 1 in Fig. B1 . The
rror bars in Fig. B1 correspond to the 16th and 84th per-
entiles from the final 2000 MCMC samples across 96 chains (see
ection 3.5 ). 
The parameters αSF , αSF , burst , and βSF , burst are associated with

ecular star formation (as shown in the top panel of Fig. 12 ) and
erger-induced starbursts (free parameters of equation 1 ; bottom

anel of Fig. 12 ), respectively. The AGN efficiency parameter, kAGN ,
s the same as presented in the bottom panel of Fig. 14 , while fBH and
BH are the free parameters governing the black hole growth scaling

elation (equation 3 ; top panel of Fig. 14 ). 
The parameters ηreheat , Vreheat , and βreheat define the scaling relation

n equation ( 2 ) describing gas (re)heating due to SN feedback (Fig.
3 , top panel). Similarly, the parameters ηeject , Veject , and βeject ,
hich govern the ejection of gas from the hot gas atmosphere, share

he same scaling form as the (re)heating process (Fig. 13 ; bottom
anel). 
The remaining parameters, not discussed in detail in this pa-

er, include γreinc , which sets the reincorporation timescale of
jected gas; αfriction , a correction factor for dynamical friction based
n the Binney & Tremaine ( 1987 ) formula; and finally, MRP ,
he halo mass threshold above which ram pressure stripping is
onsidered. 
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Figure B1. The best-fitting parameters obtained for each configuration are listed in Table 1 . The error bars represent the 16th and 84th percentiles of the final 
2000 MCMC runs across 96 chains. The parameters αSF (first panel in the top row) and kAGN (fourth panel in the top row) are shown in the top panel of Fig. 12 
and the bottom panel of Fig. 14 , respectively. 
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