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Abstract

The high-redshift UV luminosity function provides important insights into the evolution of early galaxies. JWST
has revealed an unexpectedly large population of bright (MUV ≲ −20) galaxies at z ≳ 10, implying fundamental
changes in the star-forming properties of galaxies at increasingly early times. However, constraining the fainter
population (MUV ≳ −18) has been more challenging. In this work, we present the z ≳ 9 UV luminosity function
from the JWST Advanced Deep Extragalactic Survey. We calculate the UV luminosity function from several
hundred z ≳ 9 galaxy candidates that reach UV luminosities of MUV ∼ −17 in redshift bins of z ∼ 8.5–12 (309
candidates) and z ∼ 12–16 (63 candidates). We search for candidates at z ∼ 16–22.5 and find none. We also
estimate the z ∼ 14–16 luminosity function from the z � 14 subset of the z ∼ 12–16 sample. Consistent with other
measurements, we find an excess of bright galaxies that is in tension with many theoretical models, especially at
z ≳ 12. However, we also find high number densities at −18≲ MUV ≲ −17, suggesting that there is a larger
population of faint galaxies than expected, as well as bright ones. From our parametric fits for the luminosity
function, we find steep faint-end slopes of −2.5≲ α ≲ −2.3, suggesting a large population of faint (MUV ≳ −17)
galaxies. Combined, the high normalization and steep faint-end slope of the luminosity function could imply that
the reionization process is appreciably underway as early as z = 10.

Unified Astronomy Thesaurus concepts: Galaxy evolution (594); High-redshift galaxies (734); Luminosity
function (942); Reionization (1383); James Webb Space Telescope (2291); Galaxy formation (595); Lyman-break
galaxies (979)

1. Introduction

The formation and evolution of galaxies within the first few
hundred million years after the Big Bang played an essential
part in shaping the evolution of the Universe. The emergence
of these early galaxies marks the transition from a nearly
homogeneous Universe composed primarily of neutral hydro-
gen to one filled with galaxies hosted in large-scale dark matter
overdensities, all embedded in an ionized intergalactic medium
(IGM). Moreover, there is substantial evidence that galaxies

were not only present for this key phase transition of the
Universe from neutral to ionized hydrogen—called cosmic
reionization—but that they were capable of providing most of
the photons responsible for reionizing the Universe (for a
recent review, see B. E. Robertson 2022). Thus, observing
galaxies at these early times provides crucial insights into the
early phases of star formation and the process of hydrogen
reionization.
The identification and characterization of galaxies within a

billion years after the Big Bang was first enabled by near-
infrared (∼1–2 μm) observations with the Hubble Space
Telescope (HST) and ground-based facilities. Together, these
data enabled thousands of star-forming galaxies at z ≳ 6
(∼900Myr after the Big Bang) and tens at z ∼ 9–10
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(∼500Myr after the Big Bang) to be identified (e.g.,
E. R. Stanway et al. 2003; A. J. Bunker et al. 2004, 2010;
R. S. Ellis et al. 2013; R. J. McLure et al. 2013;
S. L. Finkelstein et al. 2015, 2022a; D. J. McLeod et al.
2016; R. J. Bouwens et al. 2021; also see D. P. Stark 2016 for a
review) spanning more than 4 orders of magnitude in rest-
frame ultraviolet (UV) continuum luminosities. This allowed
the high-redshift rest-UV luminosity function to be measured
at luminosities as bright as MUV ∼ −24 and as faint as
MUV ∼ −13 (e.g., R. J. Bouwens et al. 2011, 2015, 2021;
R. A. A. Bowler et al. 2014, 2015, 2020; S. L. Finkelstein et al.
2015, 2022a; D. J. McLeod et al. 2016; R. C. Livermore et al.
2017; P. A. Oesch et al. 2018; S. Rojas-Ruiz et al. 2020). At
the faint end of the luminosity function, primarily accessible
with space-based observations, these studies revealed steep
faint-end slopes of α ≲ −2 (implying that faint, MUV ≳ −18
objects dominated galaxy number counts during reionization),
while ground-based studies found evidence of an increase in
the number of very bright (MUV ≲ −22) galaxies at z ≳ 7
compared to lower redshifts (i.e., a change in the shape of the
bright end of the luminosity function, suggesting a redshift
evolution of the physical processes impacting the UV
luminosity of galaxies). However, the limited near-infrared
wavelength coverage of HST made it extremely challenging to
robustly perform rest-UV photometric selections at z > 9.

With JWST (J. P. Gardner et al. 2006, 2023), our
understanding of galaxies within the first ∼500Myr after the
Big Bang has changed significantly over the last few years.
Photometric selections using early JWST/Near Infrared
Camera (NIRCam; M. J. Rieke et al. 2005, 2023a) imaging
quickly identified large numbers of z ≳ 10 galaxy candidates
(e.g., M. Castellano et al. 2022; R. P. Naidu et al. 2022;
N. J. Adams et al. 2023; C. T. Donnan et al. 2023;
S. L. Finkelstein et al. 2023; Y. Harikane et al. 2023;
B. Robertson et al. 2023; L. Whitler et al. 2023; K. N. Hainline
et al. 2024b). Subsequent spectroscopic observations with the
JWST/Near Infrared Spectrograph (NIRSpec; P. Ferruit et al.
2022; P. Jakobsen et al. 2022) have now unequivocally
confirmed the existence of many z � 10 galaxies up to
redshifts as high as z = 14.2 (e.g., P. Arrabal Haro et al.
2023; E. Curtis-Lake et al. 2023; S. Fujimoto et al. 2023;
B. Wang et al. 2023; S. Carniani et al. 2024b; M. Castellano
et al. 2024; F. D’Eugenio et al. 2024; L. Napolitano et al.
2024a), many of which are bright in the rest-frame UV
(MUV ≲ −20; e.g., S. L. Finkelstein et al. 2022b; S. Carniani
et al. 2024b; M. Castellano et al. 2024; L. Napolitano et al.
2024a). Given the rarity of similarly bright, early galaxies
predicted by existing theoretical galaxy evolution models (e.g.,
L. Y. A. Yung et al. 2019; P. Behroozi et al. 2020; J. Rosdahl
et al. 2022; S. M. Wilkins et al. 2023), the discovery of these
bright galaxies in moderately small survey areas tentatively
suggested that such systems were unexpectedly abundant in
the early Universe.

Over time and with the maturation of JWST, insights into
the z ≳ 10 galaxy population as a whole have become
accessible. Consistent with the large number of bright galaxies
implied by individual discoveries, JWST measurements of the
rest-UV luminosity function at z ∼ 10–13 have typically found
only a slow decline in the number densities of MUV ≲ −20
galaxies (e.g., N. J. Adams et al. 2023; R. J. Bouwens et al.
2023; M. Castellano et al. 2023; C. T. Donnan et al. 2023,
2024; Y. Harikane et al. 2023, 2024, 2024a; S. L. Finkelstein

et al. 2024; D. J. McLeod et al. 2024; although, C. J. Willott
et al. 2024 found a faster evolution that could be attributed to
field-to-field variance). This slow evolutionary trend is a
significant departure from many theoretical expectations
established prior to JWST, prompting many potential explana-
tions to be explored theoretically. For example, the efficiency
of star formation may be higher than previously predicted at
high redshift (e.g., A. Dekel et al. 2023; Y. Harikane et al.
2023; D. Ceverino et al. 2024; Z. Li et al. 2024; R. Feldmann
et al. 2025). Star formation may be extremely stochastic or
“bursty” at early times (e.g., C. A. Mason et al. 2023;
J. Mirocha & S. R. Furlanetto 2023; X. Shen et al. 2023;
G. Sun et al. 2023; V. Gelli et al. 2024; A. Kravtsov &
V. Belokurov 2024). The stellar initial mass function may be
more top-heavy in the early Universe (e.g., Y. Harikane et al.
2023; L. Y. A. Yung et al. 2024; although, see E. R. Cueto
et al. 2024). Dust attenuation may decrease at high redshift
(e.g., A. Ferrara et al. 2023; F. Fiore et al. 2023). Or, there may
be a significant population of active galactic nuclei (e.g.,
S. Hegde et al. 2024). In particular, bursty star formation has
been shown to significantly alleviate the tension between
models and observations (e.g., G. Sun et al. 2023; V. Gelli
et al. 2024; A. Kravtsov & V. Belokurov 2024), which is also
consistent with the spectral energy distributions (SEDs) of
high-redshift galaxies (e.g., R. Endsley et al. 2023, 2024;
T. J. Looser et al. 2023, 2024; S. Tacchella et al. 2023;
K. Boyett et al. 2024; C. Witten et al. 2024). However, it is
challenging for any single physical mechanism to fully
reconcile observations and theoretical predictions, and it is
likely that a large population of bright galaxies is sustained by
a combination of several factors.
Moreover, while much attention has been dedicated to

observing and understanding the bright galaxy population, the
complete picture of galaxies at all luminosities has been more
challenging to characterize. It is now generally agreed that the
abundance of MUV ≲ −20 galaxies declines relatively slowly
at z ≳ 10 at least until z ∼ 13, but these objects do not represent
the majority of the overall galaxy population. The steep faint-
end slopes of z ≳ 8 UV luminosity functions imply that faint,
MUV ≳ −18 galaxies dominate galaxy number counts and the
total cosmic UV luminosity density at high redshift. Studying
only the bright galaxy population provides an incomplete
perspective on galaxies in the early Universe; identifying and
characterizing fainter galaxies despite the observational
challenges is necessary for a holistic understanding of the
evolution of high-redshift galaxies and how galaxies contribute
to the process of cosmic reionization.
In this work, we aim to place new, direct constraints on the

faint end (MUV ≳ −18) of the UV luminosity function at z ≳ 9
using deep JWST/NIRCam imaging taken as part of the JWST
Advanced Deep Extragalactic Survey (JADES; D. J. Eisenstein
et al. 2023b; M. J. Rieke et al. 2023b). We take advantage of
three dropout filters at ∼1–2 μm to photometrically select
galaxy candidates that lie at z ∼ 9–17 and that span nearly a
factor of ∼100 in far-UV continuum (λrest = 1500Å) luminos-
ity. We can select bright, MUV ≲ −20 candidates over the full
area of the JADES imaging we use in this work (∼160 arcmin2),
while MUV ∼ −17 candidates are identified in the ∼12 arcmin2

of the imaging that reaches depths of mAB ∼ 31. This depth is
comparable to the JADES Origins Field (JOF), in which the
z ∼ 12–14 UV luminosity function has been independently
measured (B. Robertson et al. 2024), as well as the Next
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Generation Deep Extragalactic Exploratory Public survey
(G. C. K. Leung et al. 2023) and the NIRCam parallel to the
MIRI Deep Imaging Survey (P. G. Pérez-González et al. 2023).
Using these deep data from JADES, we can directly constrain
the slope of the faint end of the luminosity function, investigate
implications for early star formation processes in the context of
both the bright and faint galaxy population, and examine the
role of galaxies in reionizing the Universe.

This paper is organized as follows. We describe our imaging
data, reduction techniques, and photometric measurements in
Section 2. We then present our selection methods in Section 3
and discuss the general observed properties of our samples in
Section 4. In Section 5, we present our measurement of the
rest-UV luminosity function in two bins of redshift spanning
z ∼ 9–12 and z ∼ 12–16, an upper limit on the UV luminosity
function at z ≳ 16, and the corresponding redshift evolution of
the cosmic UV luminosity density. We then place our results in
the context of theoretical galaxy formation models and discuss
implications for the reionization timeline in Section 6. Finally,
we summarize our key results and conclusions in Section 7.

Throughout this work, we assume a standard flat Λ cold
dark matter cosmology with h = 0.7, ΩM = 0.3, and ΩΛ = 0.7
and all magnitudes are given in the AB system (J. B. Oke &
J. E. Gunn 1983). Unless stated otherwise, all physical lengths
are comoving, and reported values and uncertainties corre-
spond to the marginalized median, 16th, and 84th percentiles.

2. Data and Photometry

In this work, we use deep near-infrared JWST imaging
obtained as part of the JADES program (D. J. Eisenstein et al.
2023b), combined with archival HST/Advanced Camera for
Surveys (ACS) optical imaging from the Hubble Legacy Fields
project (G. Illingworth et al. 2016; K. E. Whitaker et al. 2019).
We refer to D. J. Eisenstein et al. (2023b) and M. J. Rieke et al.
(2023b) for a full description of the JADES design and data set
but provide a brief summary of the JADES NIRCam data here.

The JADES NIRCam imaging consists of observations in
both the North and South fields of the Great Observatories
Origins Deep Survey (GOODS-N and GOODS-S;
M. Giavalisco et al. 2004) under program IDs 1180 and
1181 (PI Eisenstein), 1210 and 1286 (PI Luetzgendorf), and
1287 (PI Isaak). JADES observed both fields in eight NIRCam
filters over the entire footprint (F090W, F115W, F150W,
F200W, F277W, F356W, F410M, and F444W), with the
addition of F070W and/or F335M in some regions of the
footprint. Additionally, subregions of the JADES NIRCam
footprint overlap with imaging taken by other JWST programs,
some of which we use when constructing the data products
used in this work. Specifically, we include the ∼9 arcmin2 of
F162M, F182M, F210M, F250M, F300M, and F335M
imaging in the JADES GOODS-S footprint taken by program
ID 3215 (PIs Eisenstein and Maiolino), the area of which
comprises the JOF (D. J. Eisenstein et al. 2023a). There is also
∼10 arcmin2 of F182M, F210M, F430M, F460M, and F480M
imaging in GOODS-S from the JWST Extragalactic Medium-
band Survey (JEMS, program ID 1963; PIs Williams,
Tacchella, and Maseda; C. C. Williams et al. 2023) and
∼70 arcmin2 in both GOODS-N and GOODS-S of F182M,
F210M, and F444W observations from the First Reionization
Epoch Spectroscopically Complete Observations (FRESCO,
program ID 1895; P. A. Oesch et al. 2023) survey. Data from
program 3215, JEMS, and FRESCO are co-reduced with

JADES observations and included in the final NIRCam
mosaics and photometric catalogs. We refer to M. J. Rieke
et al. (2023b), D. J. Eisenstein et al. (2023b, 2023a), and
S. Tacchella et al. (2025, in preparation) for more detailed
descriptions of the NIRCam image reduction and B. Robertson
et al. (2025, in preparation) for the detection and photometry
methods, but provide a summary below.

2.1. Images

We process the JADES, JEMS, FRESCO, and program 3215
NIRCam data with version 1.11.4 of the JWST Science
Calibration Pipeline (jwst) and Calibration Reference Data
System pipeline mapping jwst_1130.pmap, with some
custom steps for correction of imaging artifacts, astrometric
alignment, and background subtraction. We run jwst Stage 1
to perform detector-level corrections and ramp fitting, largely
with the default parameters (with the exception of identifying
and correcting “snowball” artifacts from cosmic rays, for which
we use custom parameters; B. Robertson et al. 2024). We then
run jwst Stage 2 with the default parameters using sky flats
provided by the Space Telescope Science Institute for the short
wavelength (SW) filters, F250M, and F300M, and custom
super-sky flats for all other long wavelength (LW) filters.
After the completion of Stage 2, we fit and subtract several

common additive features seen in NIRCam data (J. Rigby et al.
2023): 1/f noise, artifacts from scattered light19 (J. Rigby et al.
2023), and a large-scale background. We also perform a
custom astrometric alignment to HST images that were
registered to Gaia DR2 (Gaia Collaboration et al. 2018;
G. Brammer, private communication) using a modified version
of the jwst TweakReg package. Finally, for each filter, we
combine the individual calibrated exposures into a single
mosaic using the default parameters of jwst Stage 3. We set
the pixel scale to 0.03 pixel−1 and choose a drizzle parameter
of pixfrac = 1 for both the SW and LW images.

2.2. Detection and Photometry

We run source detection on a signal-to-noise ratio (S/N)
image that includes all of the available LW NIRCam mosaics in
a given region, at their original resolution (i.e., without point-
spread function, PSF, homogenization). In GOODS-S, these
filters are F250M, F277W, F300M, F335M, F356W, F410M,
F430M, F444W, F460M, and F480M. In GOODS-N, the
detection image includes F277W, F335M, F356W, F410M, and
F444W. To produce the S/N stack, we first median filter the
error images of individual filters to remove small-scale features
introduced by incomplete masking in the jwst pipeline, then
construct the signal and noise images as the inverse variance
weighted stack of the science and median filtered error channels
for the relevant filters. The final S/N image on which we
perform detection is the ratio of these stacks.
To construct the segmentation map, we select initial regions

of interest by applying a significance threshold of S/N > 1.5,
then refine the segmentations with a series of custom
computational morphology algorithms inspired by Noise-
Chisel (M. Akhlaghi & T. Ichikawa 2015). Stars and
diffraction spikes are masked, and the segmentation map is
deblended using a logarithmic scaling of the F200W image,
then further refined by applying a high-pass filter to the outer

19 https://jwst-docs.stsci.edu/known-issues-with-jwst-data/nircam-known-
issues/nircam-scattered-light-artifacts
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regions of large segmentations to identify nearby satellites.
Finally, the segmentations of already identified objects are
masked out of the detection image, and a final search for faint
objects that may have previously been missed is performed.

We next use the photutils (L. Bradley et al. 2023)
package to do custom forced aperture photometry on the
objects detected as described above. Object centroids are
computed as the windowed positions used by SExtractor
(E. Bertin & S. Arnouts 1996), and photometry is measured in
several circular apertures (r = 0.1, 0.15, 0.25, 0.3, 0.35, 0.5)
and R. G. Kron (1980) elliptical apertures with Kron
parameters of k = 1.2 and k = 2.5. Kron apertures are
determined using the inverse variance weighted signal image
stack (the numerator of the detection image) with area limited
to be less than twice that of an object’s segmentation area.

To calculate aperture corrections, we produce model PSFs
(mPSFs) following the methods of Z. Ji et al. (2023), wherein the
mPSF is measured from mosaics of WebbPSF models that are
constructed using the same exposure pattern as the real
observations. The aperture correction for a circular aperture of
a given size is measured from the mPSF and applied to every
source in the catalog in the same way, while the Kron aperture
corrections are calculated on a source-by-source basis by placing
the appropriate elliptical aperture on the mPSF. Aperture
corrections for HST bands are measured from empirical PSFs
constructed using visually inspected stars in the field.

Finally, photometric uncertainties are calculated as the
quadrature sum of the Poisson noise from a given source and
sky noise measured from apertures randomly placed on blank
areas of the mosaics. As the depth of the image varies
significantly over the entire JADES area, we calculate the
contributions of sky noise as a function of both exposure time
and aperture size. We refer to M. J. Rieke et al. (2023b) for a
detailed description of the methods we use to measure sky
noise, but in brief, we place 100,000 apertures in object-free
regions across the entire imaging area for a range of aperture
sizes, then sort the apertures into bins of exposure time. We
then calculate the rms of electron counts for every aperture in a
given bin of exposure time, producing rms values as a function
of aperture size at fixed exposure time, and fit a power-law
scaling relation to the relationship between rms and aperture
size. Finally, for a given object and aperture size, we use the
scaling relation appropriate for the exposure time at its
location to determine the sky noise contribution to the total
uncertainty. For the Kron photometry, the circularized radius
of the elliptical aperture is used to determine the random
aperture contribution to the uncertainty.

The full JADES NIRCam imaging, combined with that from
JEMS, FRESCO, and program 3215, comprises a rich data set,
sometimes with up to 14 bands of NIRCam imaging in the
same area (D. J. Eisenstein et al. 2023a). However, due to the
multiple observational programs targeting different areas with
different filters for different amounts of time, the imaging is
also very complex with heterogeneous filter coverage and
depths over the full area. The image used for source detection
incorporates all of the LW images available at a given location
(Section 2.2), but for simplicity, we otherwise restrict our
analysis to the eight NIRCam filters (F090W, F115W, F150W,
F200W, F277W, F356W, F410M, and F444W) in which
JADES obtained its primary imaging (D. J. Eisenstein et al.
2023b). Correspondingly, we only select candidates and
calculate the UV luminosity function in the area covered by
all eight of these filters, a total of ∼163 arcmin2 (∼83 arcmin2

in GOODS-S and ∼80 arcmin2 in GOODS-N).
In Table 1, we report the 5σ depths for the NIRCam images

in this limited area. To measure depths, we mask sources out
of the image using the segmentation map, then calculate
aperture-corrected photometry in blank regions of the field
using the r = 0.1 circular apertures (named CIRC1 in the
JADES photometric catalog) that we use for sample selection
(Section 3). We note that the exposure times over the full
JADES area can vary by more than a factor of 16 in F200W,
leading to upward of a factor of 4 difference in depth between
the shallowest and deepest regions of the images (Δm � 1.5).
We illustrate this variation in depth in Figure 1, where darker
gray indicates deeper imaging. Thus, though we do not
explicitly subdivide the full JADES field into subregions while
calculating the UV luminosity function, we report the depths in
four regimes of F200W exposure time to approximately
describe the area of the JADES imaging that constrains the
faint end of the luminosity function. The deepest (>40,000 s in
F200W) 12 arcmin2 area is typically ∼2 mag deeper than the
shallowest (<5000 s) ∼12 arcmin2 subregion, reaching typical
5σ depths of m ∼ 30.7.

3. Sample Selection

3.1. Photometric Selection Criteria

With the photometric catalogs in hand, we now turn to
selecting high-redshift galaxy candidates. At z ∼ 8.5–22.5, the
Lyα break redshifts progressively through the NIRCam
F115W (z ∼ 8.5–12), F150W (z ∼ 12–16), and F200W
(z ∼ 16–22.5) filter. We search for high-redshift galaxy
candidates primarily through three sets of color criteria, one

Table 1
Aperture-corrected 5σ Depths in AB Magnitudes of the NIRCam Images Used in This Work, Measured in 0.2 Diameter Circular Apertures (the Same Apertures that

Were Used for Color Selection) in Source-masked Regions in the Field

Subregion Area F090W F115W F150W F200W F277W F356W F410M F444W
(arcmin2)

<5000 s 33.7 28.4 28.8 28.7 28.7 29.3 29.0 27.9 29.1
5000–12,000 s 91.9 29.2 29.5 29.5 29.6 30.0 29.9 29.3 29.6
12,000–40,000 s 25.8 30.1 30.3 30.3 30.4 30.7 30.7 30.1 30.4
>40,000 s 12.0 30.4 30.7 30.7 30.7 31.0 31.0 30.4 30.7

All 163.5 28.9 29.3 29.3 29.3 29.8 29.6 28.6 29.5

Note.We report depths only for the filters used individually in this work, though additional filters were included in the stacked S/N image used for detection where
available. We report the depths in AB magnitudes in each subregion as described in Section 2.2, which are defined by the exposure time in F200W, and over the
entire area of the imaging we use in this work.
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for each of these three dropout filters, then apply secondary
selection criteria to further clean the samples. We enumerate
the exact color cuts in Table 2 but provide a general
description below. In brief, our selections are designed to
require that high-redshift galaxy candidates satisfy the
following:

1. have a red dropout color (F115W− F150W, F150W−
F200W, and F200W− F277W greater than 1.3 for
the F115W, F150W, and F200W dropout samples,
respectively),

2. are robustly detected in the filters expected to probe the
rest-frame UV and rest-frame optical (S/N > 2 in all of
these filters and S/N > 5 in more than half of them),

3. are not detected (S/N < 2) in any of the NIRCam filters
blueward of the filter expected to contain the Lyα break,

4. do not have an extremely red color in filters expected to
probe the rest-frame UV (F150W− F277W, F200W−
F356W, and F277W− F44W <1.0 for the F115W,
F150W, and F200W dropout samples, respectively), and

5. have an increasingly strong Lyα break the redder the
rest-UV colors are (dropout color > rest-UV color +1.3).

We apply these color selection criteria to the photometric
catalog constructed as described in Section 2.2. We acknowl-
edge that the F115W and F150W dropouts that we search for
in this work are expected to be detected in F150W and/or
F200W as well as in the filters included in the S/N image we
use for detection. However, due to the large number of filters
already included in our detection image (especially in
GOODS-S), we do not expect only one or two filters to add

significant signal to the existing S/N image. We also expect
that objects that are not detected in the LW S/N image will
have relatively low S/N in the single-band images for the LW
filters, thus making it less likely for them to pass criterion 2 of
our color selection. We caution that this may bias our selection
against objects with sufficiently blue spectral slopes that are
only detected in F150W and/or F200W, but we emphasize that
we perform source injection and recovery simulations to
account for this effect when calculating the UV luminosity
function.
We use photometry measured in r = 0.1 circular apertures

(i.e., CIRC1) for sample selection, as these apertures have less
background noise than larger apertures, and most high-redshift
galaxies are expected to be comparable in size to the r = 0.1
(r ∼ 0.45 proper kpc at z = 9) CIRC1 aperture (e.g.,
T. Shibuya et al. 2015; L. Yang et al. 2022; Y. Ono et al.
2023, 2024; T. Morishita et al. 2024). We note that we use
photometry measured on native resolution mosaics, which may
result in bluer colors for our objects of interest than PSF
matched images, as the size of the PSF increases with
increasing wavelength and our aperture corrections assume
point sources (but our objects are likely to be at least
marginally resolved). To assess the impact of this effect, we
perform our source injection and recovery tests on the same
native resolution mosaics (see Section 5.1) and find only a
mild systematic bias in photometric colors at wavelengths
longer than the Lyα break (at most ∼0.1 mag). We observe
little, if any, bias in the dropout colors, which we attribute to
only the red filter having significant amounts of flux that may
introduce bias. At longer wavelengths, both filters are expected

GOODS-S GOODS-N

28293031

5  depth  [AB mag]

Figure 1. The F200W footprint of the imaging used in this work. The color bar shows the 5σ depth of F200W measured as described in Section 2.2, where darker
gray corresponds to deeper depths. The shallowest region with F200W exposure time of <5000 s primarily falls in GOODS-N and has typical 5σ depths of
mAB ∼ 29 mag, while the deepest, >40,000 s region lies exclusively in GOODS-S and reaches mAB ∼ 30.8.
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to be detected and, therefore, both may introduce bias in the
color (e.g., one filter may be underestimated and one may be
overestimated).

If the CIRC1 flux for an object has S/N < 1 in the dropout
filter for each selection, we set the flux to the 1σ flux error
before applying the selection criteria in Table 2. Additionally,
for each of the F150W and F200W dropout candidates, we
require that the object is not selected by any of the lower-
redshift selections (which may happen in the case of partial
dropouts). For example, if an F150W dropout is also selected by
the F115W dropout selection, we consider the object an F115W
dropout and exclude it from the F150W dropout sample.

Balmer breaks and strong rest-optical emission lines at low
redshift can mimic the rest-UV colors of high-redshift galaxies,
especially near the flux limit of a survey. To minimize this
interloper population, we remove objects with any close20

neighbors that are >10× brighter than the object itself, as
these sources have a higher probability than more isolated
objects do of being star clusters or satellites associated with a
bright, low-redshift galaxy. However, we note that some
legitimate high-redshift galaxies will fall near bright neighbors
in projection and be rejected (e.g., K. N. Hainline et al. 2024b),
as initially occurred for JADES-GS-z14-0 (S. Carniani et al.
2024b; B. Robertson et al. 2024). To recover at least some of
these systems, we allow objects that have a very red (>3 mag)
dropout color and satisfy all other selection criteria even if
they have a close, bright neighbor.
Similarly, photometric scatter may cause true high-redshift

galaxies to be removed from our samples if they are formally
detected in a filter expected to be blueward of the Lyα break.
Thus, we make the same exception and allow objects that have
a >3 mag dropout color but are formally detected at S/N� 2
in one of the filters blueward of the Lyα break. We do not
place any specific requirements about which filter can be
allowed to have a formal detection, but we do not allow
objects that have S/N� 2 in more than one of the blue filters.
Together, these exceptions for a bright neighbor and a formal
detection in a blue filter apply to four candidates in all of the
dropout samples.
After applying these initial selection criteria, we obtain

samples of 417 F115W dropouts, 124 F150W dropouts, and 90
F200W dropouts.
We further clean our samples using redshift probability

distributions obtained by fitting the CIRC1 SEDs with the
BayEsian Analysis of GaLaxy sEds (BEAGLE; J. Chevallard
& S. Charlot 2016) code. BEAGLE self-consistently models
both stellar and nebular emission, and it is based on an
updated version of the G. Bruzual & S. Charlot (2003) stellar
population synthesis models (A. Vidal-García et al. 2017)
and the nebular line and continuum models of J. Gutkin et al.
(2016). We assume a G. Chabrier (2003) stellar initial mass
function with mass range 0.1–300M⊙, a Small Magellanic
Cloud dust extinction curve (Y. C. Pei 1992), and the IGM
attenuation model of A. K. Inoue et al. (2014). For the star
formation history, we adopt a two-component model
consisting of a delayed exponential at early times and a
constant component at recent times that is completely
decoupled from the early time delayed exponential. We
place a uniform prior on redshift ranging from zphot = 0–25
and log-uniform priors on all other free parameters; see
Table 3.
Using the redshift posterior probability distributions from
these BEAGLE models, we require that candidates have
a >50% probability of being at high redshift to be
included in our samples. That is, we require ( )P z z lim

( ) >p z d z 0.5
z

25

lim
, where z = 25 is the upper limit on redshift

that we have placed on our BEAGLE models and zlim = 8, 11,
and 15 for the F115W, F150W, and F200W dropout samples,
respectively. We note that, though we initially adopt a
probability requirement of ( ) >P z z 0.5lim , we demon-
strate in Section 4 that a large fraction of our samples have
significantly higher probabilities of being at high redshift. This
photometric redshift probability requirement removes another
∼20%–30% of the original color-selected samples. Addition-
ally, out of the 23 F115W dropout candidates and four F150W
dropout candidates that have spectroscopic redshifts, we

Table 2
S/N and Color Criteria Adopted to Select Dropout Candidates as Described in

Section 3

Dropout
Sample Redshift Criteria

F115W z ∼ 8.5–12 S/N > 5 in at least four of F150W, F200W,
F277W, F356W, F410M, and F444W

S/N > 2 in all of F150W, F200W, F277W,
F356W, and F444W

(S/N < 2 in F090W) or (F115W − F150W > 3)
F115W − F150W > 1.3
F150W − F277W < 1.0
F115W − F150W > F150W − F277W + 1.3
(FLAG_BNa < 2) or (F115W − F150W > 3)

F150W z ∼ 12–16 S/N > 5 in at least three of F200W, F277W,
F356W, F410M, and F444W

S/N > 2 in all of F200W, F277W, F356W, and
F444W

(S/N < 2 in F090W and F115W) or ((S/N < 2
in one of F090W and F115W)
and (F150W − F200W > 3))

F150W − F200W > 1.3
F200W − F356W < 1.0
F150W − F200W > F200W − F356W + 1.3
(FLAG_BNa < 2) or (F150W − F200W > 3)

F200W z ∼ 16–22.5 S/N > 5 in at least three of F277W, F356W,
F410M, and F444W

S/N > 2 in all of F277W, F356W, and F444W
(S/N < 2 in F090W, F115W, and F150W) or

((S/N < 2 in two of F090W, F115W,
and F150W) and (F200W − F277W > 3))

F200W − F277W > 1.3
F277W − F444W < 1.0
F200W − F277W > F277W − F444W + 1.3
(FLAG_BNa < 2) or (F200W − F277W > 3)

Note.
a The FLAG_BN flag in the JADES catalog denotes the flux ratio between a
given object and its brightest neighbor within the bounding box defined by the
object’s segmentation plus 0.3 (10 pixels in the JADES mosaics) on all sides.
FLAG_BN = 2 signifies a neighbor 10× brighter than the object under
consideration and larger values correspond to brighter neighbors.

20 A close neighbor is defined as a source within the bounding box set by the
primary object’s segmentation plus 0.3 (10 pixels in the JADES mosaics) on
all sides.
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identify two F115W dropouts that are spectroscopically
confirmed to be at low redshift and remove them from the
sample. After these redshift cuts, our samples comprise 325
F115W dropouts, 85 F150W dropouts, and 75 F200W
dropouts.

After applying all of the algorithmic selection criteria, we
verify that none of the candidates have been previously identified
as transients (C. DeCoursey et al. 2023a, 2023b, 2023c) or brown
dwarf candidates (K. N. Hainline et al. 2024a). Finally, the SEDs
and postage stamps of all candidates are visually inspected by
authors (L.W., D.P.S., M.W.T., K.N.H., R.E., and Z.C.) to
remove spurious detections and imaging artifacts (e.g., diffrac-
tion spikes, hot pixels near detector edges, crosstalk between
NIRCam amplifiers21). All remaining F200W dropout candi-
dates are removed by this visual inspection. During visual
inspection, we also identify several F115W dropouts with
overlapping Kron apertures (all of which fall within ∼0.7 of
their neighbor, corresponding to ∼3 kpc at z = 10). For these
groups of objects with overlapping apertures, we define a
single multicomponent source by creating an elliptical aperture
that contains all of the relevant objects. After these steps, our
final samples consist of 309 F115W dropouts, 63 F150W
dropouts, and zero F200W dropouts.

3.2. Spectroscopic Redshifts

The JADES area has been observed extensively with JWST
spectroscopy as part of both JADES (D. J. Eisenstein et al.
2023b; A. J. Bunker et al. 2024; F. D’Eugenio et al. 2024a)
and FRESCO (P. A. Oesch et al. 2023), enabling spectroscopic
confirmations of galaxies at redshifts as high as z = 14.2
(S. Carniani et al. 2024b). Of the F115W (F150W) dropout
candidates, 22 (four) are spectroscopically confirmed, includ-
ing GN-z11 (zspec = 10.60; P. A. Oesch et al. 2016;
A. J. Bunker et al. 2023) and JADES-GS-z14-0 (zspec = 14.18;
S. Carniani et al. 2024b, 2024a; S. Schouws et al. 2024).
Throughout the remainder of this work, we use the spectro-
scopic redshift, zspec, when available.

3.3. Measuring UV Luminosities

We note that we have used a small circular aperture for
sample selection to minimize background noise, but this small
aperture does not capture the total flux, and therefore total UV
luminosity, of large objects or objects with complex morphol-
ogies. To measure the total absolute UV magnitude of a given

object, we scale the CIRC1-measured UV luminosity up to total
UV luminosity using the ratio of the k = 2.5 Kron photometry
to the CIRC1 photometry for the object under consideration. We
choose to rescale the CIRC1 photometry rather than directly use
photometry measured in Kron apertures in order to preserve the
colors of the CIRC1 SEDs we have used for selection, but we
emphasize that our rescaling is designed to recover the
normalization of the aperture-corrected Kron photometry. In
detail, we first re-fit the CIRC1 SEDs with BEAGLE but restrict
the models to high redshifts, then integrate the resulting model
spectra over rest-frame wavelengths of λrest = 1450–1550 Å to
obtain a CIRC1-based UV luminosity. If the object has a
spectroscopic redshift, we fix the SED model to that redshift.
Otherwise, we place a uniform prior on redshift (z = 8–25 for
the F115W dropouts and z = 10–25 for the F150W dropouts) to
ensure that the absolute UV magnitudes we measure reflect the
luminosities of these objects at high redshift. Then, we calculate
the ratio of the observed Kron fluxes to the CIRC1 fluxes in all
of the wide filters at longer wavelengths than the dropout filter
for the object under consideration. Finally, we multiply the
CIRC1 UV luminosity by the median Kron-to-CIRC1 ratio to
obtain the final total UV luminosity, which results in a median
change of ∼0.3 mag, or a factor of ∼1.3. Errors are propagated
numerically from the uncertainty on the CIRC1 UV luminosity
and the standard deviation of the per-filter Kron-to-CIRC1
ratios.

4. Sample Overview

In this section, we give a brief summary of the observed
properties of our high-redshift candidates. We provide a full
description of these properties in a supplementary table
(https://github.com/lwhitler/jades_highz_uvlf) and provide
a description of the table columns in Table 4. We provide a
brief description of our F115W and F150W dropout candidates
in Sections 4.1 and 4.2. In Sections 4.3 and 4.4, we compare
our samples with the samples identified by K. N. Hainline
et al. (2024b) and B. Robertson et al. (2024), respectively, who
previously searched for high-redshift galaxy candidates in
subsets of the data that we use in this work.

4.1. F115W Dropouts

Our 309 F115W dropout candidates span nearly a factor of
100 in flux (almost 5 magnitudes) with F277W apparent
magnitudes ranging from 26.1� mF277W � 30.9 (median
mF277W = 29.2; top panel of Figure 2). As is typical for
z ≳ 7 galaxies (e.g., S. M. Wilkins et al. 2011; S. L. Finkelstein
et al. 2012; R. J. Bouwens et al. 2014; F. Cullen et al. 2023;

Table 3
Priors Adopted for Our BEAGLE SED Models Used to Infer Photometric Redshifts (see Section 3)

Parameter Description Prior

z Redshift Uniform, z = 0–25
M* Formed stellar mass Uniform in log, ( )/*M M5 log 1210

Z* Stellar metallicity Uniform in log, ( )/*Z Z2.2 log 0.310

τV Diffuse dust optical depth in the V band Uniform in log, ( )3 log 0.7V10

U Ionization parameter Uniform in log, ( )U4 log 1
tmax Maximum stellar age (i.e., onset of star formation) Uniform in log, ( ) ( ( ) )/ /t t z7.35 log yr log yr10 max 10 univ phot

τ Delayed exponential e-folding time Uniform in log, ( )/6 log yr 10.510

trecent Duration of recent constant component Uniform in log, ( )/t6 log yr 7.310 recent

sSFRrecent sSFR of recent constant component Uniform in log, ( )/14 log sSFR yr 610 recent
1

21 https://www.stsci.edu/files/live/sites/www/files/home/jwst/
documentation/technical-documents/_documents/JWST-STScI-004361.pdf
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D. Austin et al. 2024; A. Saxena et al. 2024; M. W. Topping
et al. 2024), the rest-frame UV continuum slopes (β) of the
sample, measured by fitting power laws of the form fλ ∝ λ β to
the observed F200W, F277W, and F356W photometry, are
generally blue (median β = −2.2; bottom panel of Figure 2).
To minimize the likelihood of artificially reddening our
inferred UV slopes, we do not use F150W (the filter
immediately adjacent to the F115W dropout filter) to calculate
β, as this filter may be partially impacted by an Lyα break or
damped Lyα absorption. We show the distributions of F277W
apparent magnitudes and rest-UV slopes of the sample in
Figure 2 and examples of the images and SEDs of individual
objects in Figure 3.

From the SED models, we infer redshifts from BEAGLE
ranging from zphot = 8.4–12.1 (median zphot = 9.8) and abso-
lute UV magnitudes of −21.7� MUV � −16.8 (median
MUV = −18.5). As shown in Figure 4, these inferred properties
are consistent with expectations for the sample based on the
selection function calculated as described in Section 5.1. We
also highlight that most objects in the sample have large
probabilities of being at z � 8. All candidates are guaranteed to
have integrated probabilities of ( ) >P z 8 0.5 by the
selection (Section 3), but most easily exceed this requirement,
and 83% of the candidates without a known spectroscopic
redshift have ( ) >P z 8 0.9. We note that this fraction is
primarily driven by objects with luminosities fainter than
MUV ∼ −20; 100% of objects at MUV ≲ −20 and ∼82% of
fainter objects satisfy ( ) >P z 8 0.9, with no dependence
on luminosity at MUV ≲ −20.

4.2. F150W Dropouts

Our 63 F150W dropout candidates also represent a large
range of fluxes (a factor of ∼25, or ∼3.5 mag), and generally
have blue rest-UV slopes (measured by fitting a power law to
the observed F277W, F356W, and F444W photometry). We
show examples of individual objects in Figure 5. As seen in
Figure 2, the F150W dropout sample is observed with a median
rest-UV slope of β = −2.1 and F277W magnitudes of
27.0� mF277W � 30.5 (median mF277W = 29.4). Correspond-
ingly, we measure absolute UV magnitudes of
−20.8� MUV � −17.4 (median MUV = −18.5) at redshifts of
zphot = 11.1–15.3 (median z = 12.7); see Figure 4. We again
note that many of the F150W dropouts have high-redshift
probabilities significantly larger than is required by the
selection. Of the objects that are not spectroscopically
confirmed, 55% have integrated high-redshift probabilities of

( ) >P z 10 0.9. Similar to the F115W dropouts, this fraction
is dominated by objects with MUV ≳ −20, of which ∼54% have

( ) >P z 10 0.9 (and of these fainter systems, most of the
objects with integrated probabilities �0.9 have UV luminosities
of −20≲ MUV ≲ −19).

4.3. Comparison with K. N. Hainline et al. (2024b)

In this work, we have adopted color selections to identify
high-redshift galaxy candidates with which to measure the UV

Table 4
A Description of the Columns of Our Source Catalog Table, Available at https://github.com/lwhitler/jades_highz_uvlf

Column Name Description

ID JADES ID
RA, Dec R.A. and decl. in degrees
f_F277W, f_F277W_err Median and error of the flux in F277W in r = 0.1 circular apertures (CIRC1) in nJy
beta, beta_err Median and error of the rest-frame UV continuum slope
zphot, zphot_lowerr, zphot_uperr Median and errors of the photometric redshift from BEAGLE SED models
zspec, zspec_ref If available, the spectroscopic redshift and corresponding literature reference(s)
p_highz Probability of being at high redshift from BEAGLE SED models
MUV, MUV_lowerr, MUV_uperr Median and errors of the absolute UV magnitude in AB magnitudes
Sample The dropout sample in which the source is included
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Figure 2. The distributions of observed F277W apparent magnitudes and rest-
UV slopes, β, of our dropout samples. To measure UV slopes, we fit a power
law of the form fλ ∝ λ β to three wide filters expected to probe the rest-frame
UV; see Section 4 for details. We show the F115W dropout sample in blue with
a solid outline and the F150W dropout sample in dark green with a dashed
outline. The median values for the F115W and F150W dropout samples are
shown as vertical lines. Our samples are relatively faint, with median F277W
apparent magnitudes of mF277W = 29.2 and mF277W = 29.4 for the F115W and
F150W dropouts, respectively. Consistent with expectations for high-redshift
galaxies (e.g., F. Cullen et al. 2023; D. Austin et al. 2024; M. W. Topping
et al. 2024), we also find generally blue UV continuum slopes with median
β = −2.2 for the F115W dropouts and β = −2.1 for the F150W dropouts.
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luminosity function. We now briefly compare these color-
selected samples to the sample of z > 8 candidates that were
identified in JADES imaging by K. N. Hainline et al. (2024b)
using photometric redshifts from EAZY. We note that
K. N. Hainline et al. (2024b) searched for candidates at
z > 8, while our color selections are sensitive to candidates
starting at a slightly higher redshift. We also note that the data
presented in this work includes JADES imaging observed after
the publication of K. N. Hainline et al. (2024b). Thus, to
ensure consistency for this comparison, we only consider the
subsets of the two samples that lie in the shared area at z � 9:
spectroscopic redshifts if available, otherwise best-fit photo-
metric redshifts from EAZY for the K. N. Hainline et al.
(2024b) sample and median photometric redshifts from
BEAGLE for the objects in this work. After applying these
requirements, we find that the color selections identify a
moderately smaller number of z � 9 galaxy candidates. Out of
the parent sample of 372 color-selected candidates we have
identified in this work, we find that 271 satisfy these criteria. In
comparison, 327 of the full Primary Sample of 717 objects
identified by K. N. Hainline et al. (2024b) satisfy the criteria.
Of these candidates, 134 are shared between both selection
methods.

We attribute this difference in part to the relatively low
efficiency of color selections in specific ranges of redshift
caused by the progressive redshifting of the Lyα break through
the dropout filters (see K. N. Hainline et al. 2024b for a
quantitative discussion of this effect). At the redshifts where
color selections are inefficient, the Lyα break falls within a
filter such that objects do not appear as complete dropouts in
that filter. However, if that filter is used to calculate a rest-
frame UV color while assuming the object is dropping out in
the immediately adjacent, shorter-wavelength filter, it appears
to be red. Thus, such objects are not identified by either of the
adjacent color selections but can be selected by their
photometric redshifts. Additionally, we have required the
photometry in at least three filters (four for the F115W
dropouts) to be measured at S/N > 5, a slightly stronger S/N
requirement than the one adopted by K. N. Hainline et al.
(2024b).
For the objects that are identified by the color selection and

are not included in the photometric redshift-selected sample,
almost all have double-peaked redshift probability distribu-
tions, with peaks at both at z < 8 and z > 8. Additionally, we
find that approximately half of these sources also have best-fit
EAZY redshifts at z > 8, but were removed from the
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Figure 3. Postage stamps and CIRC1 SEDs of a subset of the F115W dropout sample ordered by decreasing UV luminosity from top to bottom and left to right. The
postage stamps are 1″ on a side, and we show a 0.2 scale bar on the S/N image for each object. For the SEDs, we show the observed photometry as the colored points
(blue diamonds for NIRCam and purple squares for Advanced Camera for Surveys, ACS), the model photometry as the open black diamonds, and the median model
spectra with errors as the black lines and gray shaded regions. When the observed photometry has S/N < 1, we show 2σ upper limits as open symbols. These objects
span nearly five magnitudes in UV luminosity, are often observed with extremely red colors spanning the Lyα break (>2 mag), and generally have blue UV
continuum slopes. The SEDs and postage stamps for all of our dropout candidates are available at https://github.com/lwhitler/jades_highz_uvlf.
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K. N. Hainline et al. (2024b) sample by another selection
criterion.

4.4. Comparison with B. Robertson et al. (2024)

The JADES imaging we use in this work encompasses the
area of the JOF (D. J. Eisenstein et al. 2023a), in which
B. Robertson et al. (2024) conducted a search for high-redshift
galaxy candidates using a photometric redshift selection. We
identify approximately the same number of z ≳ 11.5 objects in
the JOF area using our F150W dropout color selection, but due
to the differences in selection techniques, the objects included
in the samples differ.

Of the 11 objects in the B. Robertson et al. (2024) primary
and auxiliary samples at z > 11.5, our color selection shares
six. The remaining five are all legitimate dropout candidates,
but three are removed by the bright neighbor flag that we apply
in this work. The last two fall in between our F115W and
F150W dropout selections with dropout colors that are slightly
too blue to be identified by our color selection; this is the same
effect as is seen when comparing our color-selected sample to
the photometric-redshift-selected sample of K. N. Hainline
et al. (2024b). We also identify six F150W dropouts that are
not included in the sample of B. Robertson et al. (2024;
including the contributing and auxiliary samples), which were
removed from the JOF luminosity function sample due to
having a best-fit photometric redshift from EAZY
(G. B. Brammer et al. 2008) of z < 11.5 in their catalog or
an insufficiently large difference in the goodness-of-fit
between the z > 11 and z < 7 photometric redshift solutions,

but all of which also have secondary redshift solutions from
EAZY at z > 12.
Overall, we emphasize that while our sample differs in the

specific objects (though not the total number of candidates)
from the samples of K. N. Hainline et al. (2024b) of
B. Robertson et al. (2024), the objects identified by all
selection criteria are all plausible high-redshift galaxy
candidates.

5. The Rest-frame UV Luminosity Function

With our high-redshift candidate samples in hand, we now
measure the UV luminosity function at z ∼ 8.5–12 and
z ∼ 12–16 based on the F115W and F150W dropout samples
and derive an upper limit at z ∼ 16–22.5 corresponding to our
lack of F200W dropouts. We also estimate the binned z � 14
luminosity function from a subset of the F150W dropout
sample. In this section, we describe our methods for
quantifying the completeness of our selection, then calculate
binned and parametric forms of the UV luminosity function
observed in the JADES fields.

5.1. Completeness

In order to accurately measure the UV luminosity function,
we must account for the incompleteness of our selection. To
this end, we perform source injection and recovery simulations
designed to reproduce the real process of high-redshift galaxy
selection as closely as possible. That is, we inject mock
sources with a range of SEDs and morphological properties
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Figure 4. The distribution of redshifts (spectroscopic redshifts if available, otherwise photometric redshifts from BEAGLE) and absolute UV magnitudes for our three
dropout samples. We show the F115W dropouts as blue diamonds and the F150W dropouts as dark-green circles with corresponding colors for the histograms.
Objects with spectroscopic redshifts are outlined in black. We also show the 2D detection and selection completeness measured as described in Section 5.1 as a
function of F277W apparent magnitude and redshift in the background. Darker gray indicates a higher completeness. The F115W dropouts span absolute UV
magnitudes of −16.8 � MUV � −21.7 (median MUV = −18.5) and redshifts of z = 8.4–12.1 (median z = 9.8), consistent with expectations from our selection
function. The F150W dropouts have absolute UV magnitudes of −17.4 � MUV � −20.8 (median MUV = −18.5) and redshifts of z = 11.1–15.3. We note that we
attribute the apparent weighting of the observed samples toward the lower redshifts and fainter luminosities of the selection functions to the larger numbers of these
objects (i.e., at fixed completeness, we will identify more faint, lower-redshift candidates compared to brighter, higher-redshift systems). We note that GN-z11
(P. A. Oesch et al. 2016; A. J. Bunker et al. 2023) is the brightest object in the F115W dropout sample, and JADES-GS-z14-0 (S. Carniani et al. 2024b) is the
brightest object in the F150W dropout sample.
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into the real JADES mosaics, then perform source detection,
photometric measurements, and sample selection using the
same methods as we use for our real data.

When creating artificial sources for injection, we sample
properties from distributions designed to represent our current
understanding of high-redshift galaxy properties and to
comfortably encompass the expected parameter space of our
selections. Absolute UV magnitudes (MUV) are sampled from
a uniform distribution in the range −24� MUV � −15, and
redshifts (z) are sampled from uniform distributions with lower
and upper bounds appropriate for each dropout selection
(7� z � 12.5, 10� z � 17, and 14� z � 25 for the F115W,
F150W, and F200W dropout selections, respectively). Then,
given (MUV, z) for each mock source, we construct power-law
SEDs of the form fλ ∝ λ β, where β is the rest-frame UV
continuum slope. At the redshifts we consider in this work
(z ≳ 9), we expect to be primarily probing the rest-UV with
our observational filter set and do not expect significant
deviations from a power-law shape of the SED due to strong
emission lines, as the strongest rest-frame optical nebular
emission lines (Hα, Hβ, and the [O III]λλ4959,5007 doublet)
have redshifted out of the filters we consider in this work, and
the strongest rest-frame UV emission line, Lyα, is observed to
be relatively uncommon at these redshifts (e.g., G. C. Jones
et al. 2024a, 2024b; M. Nakane et al. 2024; L. Napolitano et al.
2024; M. Tang et al. 2024). The rest-UV slope is then
determined from the mock source’s MUV using the β–MUV

relation found by M. W. Topping et al. (2024), which follows a
similar trend as other JWST measurements of the β–MUV

relation (e.g., F. Cullen et al. 2023, 2024; D. Austin et al.
2024). We note that M. W. Topping et al. (2024) derived β–-
MUV relations for F115W dropouts and F150W dropouts but
did not fit a β–MUV relation for F200W dropouts, so we adopt
the F150W dropout relation for both our F150W and F200W
dropout selections. The SED is then normalized to MUV at
λrest = 1500 Å and redshifted to the observed frame at redshift
z. Finally, the IGM attenuation model of A. K. Inoue et al.
(2014) is applied, and mock source fluxes in the same ACS
and NIRCam filters as are in the real photometric catalog are
calculated by integrating the SED over the appropriate filter
bandpasses. We note that, though the A. K. Inoue et al. (2014)
IGM attenuation model does not explicitly consider the impact
of damped Lyα absorption, we do not expect strong damped
Lyα absorption to significantly impact our inferred UV
luminosity functions. For the objects in our samples with
spectroscopic redshift measurements, we observe only a mild
systematic offset between the photometric and spectroscopic
redshifts (median Δz ∼ 0.2, consistent with expectations from
larger samples; K. E. Heintz et al. 2024), which is expected to
have a negligible impact on the inferred UV luminosity
(ΔMUV ≲ 0.05 mag).
To simulate source shapes, we assume J. L. Sérsic (1963)

profiles with Sérsic indices (n) drawn from a one-sided
truncated normal distribution with mean of μn = 1, σn = 1, and
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Figure 5. The same as Figure 3 for a subset of the F150W dropouts. The NIRCam photometry is shown as green circles, and the ACS photometry is shown as purple
squares. The F150W dropouts span a range of 3.5 mag in UV luminosity and generally have blue UV continuum slopes.
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a minimum of an = 0.5. We draw the axis ratio (the ratio of the
minor axis to the major axis, q ≡ b/a) from a truncated normal
distribution with mean of μq = 0.8, standard deviation of
σq = 0.4, minimum of aq = 0, and maximum of bq = 1.
Finally, we draw position angles from a uniform distribution
ranging from −90� to 90�. To set galaxy sizes, we use the rest-
UV size–luminosity relation found by T. Shibuya et al. (2015;
which has the same slope and very similar normalizations as
the z ≳ 8 size–luminosity relationships derived using JWST;
L. Yang et al. 2022; Y. Ono et al. 2023, 2024; T. Morishita
et al. 2024) to calculate the half-light radius (rhalf) for a mock
galaxy with given UV luminosity and redshift. Simulated
images of these mock sources are generated using GalSim
(B. T. P. Rowe et al. 2015) and placed into the real JADES
mosaics. We then repeat our process of detection, photometric
measurements, and selection (Sections 2.2 and 3) on the
mosaics containing the mock sources. We also measure the
absolute UV magnitudes of the recovered mock sources
following the same methods we have used for the real objects
(Section 4).

We calculate the combined completeness of our detec-
tion and selection methods, C(MUV, z) = Cdetect(MUV, z)×
Cselect(MUV, z), as a function of absolute UV magnitude and
redshift marginalized over all other source properties. How-
ever, we highlight that the UV luminosity function is a
function of true MUV, ( )MUV

true , while we can only observe a
recovered absolute UV magnitude, MUV

recov , and MUV
true is not

guaranteed to be the same as MUV
recov . To account for this

difference, we quantify our selection completeness as a
function of both true and recovered absolute UV magnitude
as well as true redshift (similar to methods adopted by, e.g.,
R. J. Bouwens et al. 2021; N. Leethochawalit et al. 2023).
Thus, completeness is defined as

( ) ( )
( )

( )=C M M z
N M M z

N M z
, ,

, ,

,
, 1UV

recov
UV
true UV

recov
UV
true

UV
true

where ( )N M z,UV
true is the number of objects that have been

injected in a given bin of true absolute UV magnitude and
redshift, (M z,UV

true ), and ( )N M M z, ,UV
recov

UV
true is the number of

sources that were originally injected into that same ( )M z,UV
true

bin and were recovered with an absolute UV magnitude
of MUV

recov .
We find that our detection and selection methods recover

our injected sources with reasonably high completeness for the
luminosities we use to calculate the luminosity function. In the
brightest bins and central redshifts of our selection functions
where we expect to be most complete, we find a maximum
completeness of ∼70%–73% due to objects overlapping with
other sources and photometric scatter. At its central redshifts
(z ∼ 9–11.5) and in the deepest subregion of the imaging
(>40,000 s), our F115W dropout selection is ∼30% complete
in the faintest bin we use to calculate the UV luminosity
function (centered at MUV = −17.4). For the F150W dropouts,
which is maximally complete at z ∼ 12.5–15.5, we find
completeness of ∼10% in the faintest bin (centered at
MUV = −17.5) and deepest subregion.

Using this definition of the completeness, the effective
volume of the survey is also a function of both true and
recovered MUV:

( ) ( ) ( )=V M M
dV

dz
C M M z d z, , , , 2c

eff UV
recov

UV
true

UV
recov

UV
true

where dVc/dz is the differential comoving volume element in
the survey area at redshift z. Then, given a UV luminosity
function, ( )MUV

true , the number of objects expected as a
function of MUV

recov can be calculated.
Starting from a given bin of true MUV, M j,

true
UV , the number

of objects expected to be measured with M i,
recov

UV is =n i jexp, ,

V Mj i j ieff, , ,
recov

UV . Then, the total number of objects in the
M i,

recov
UV bin is simply the sum of the contributions from all MUV

true

bins:

( )= =n n V M . 3i j i j
j

j i j iexp , exp, , eff , , ,
recov

UV

Alternatively, this quantity can be thought of as the ith element
of the dot product of the binned UV luminosity function,

( )MUV
true , and the matrix of effective volumes,

( )V M M,eff UV
recov

UV
true , which produces a vector of expected

counts as a function of MUV
recov :

( )
[ ( ) · ( )]

( )
=

n

V

M

M M M M, ,
4

exp UV
recov

eff UV
recov

UV
true

UV
true

UV
recov

where ⊙ denotes the element-wise (Hadamard) product of
matrices.
Thus, we can now relate the luminosity function as a

function of true MUV (an unobservable quantity) to the number
of objects expected in the sample as a function of recovered
MUV (the observable quantity), and fit the UV luminosity
function.

5.2. The Binned UV Luminosity Function

We calculate the luminosity function for each of the three
dropout samples we consider in this work rather than in bins of
redshift to avoid mixing objects between samples. Photometric
redshifts can be highly uncertain, so calculating the UV
luminosity function in bins of redshift requires joint fitting of
the luminosity function at all redshifts under consideration to
account for objects scattering between redshift bins.22 How-
ever, observed candidates do not scatter between the dropout
samples, so we can separately calculate the binned luminosity
function for each dropout sample (which correspond to redshift
ranges of z ∼ 8.5–12, z ∼ 12–16, and z ∼ 16–22.5 for the
F115W, F150W, and F200W dropouts, respectively). To
investigate the evolution of the luminosity function at z � 14,
we also use a subset of the F150W dropout sample and the
corresponding estimate of the completeness of the F150W
dropout selection at z � 14 to estimate a z � 14 luminosity
function.
For the binned F115W dropout, F150W dropout, and z � 14

F150W dropout UV luminosity functions, we use a Markov
Chain Monte Carlo (MCMC) algorithm to sample the posterior
probability distributions for the number densities in each bin of
MUV. The set of binned number densities, { }, , ..., n1 2 bins

,
comprises the parameters for which we are fitting. To calculate
the upper limit on the F200W dropout UV luminosity function,
we adopt the same MUV bins as for the F150W dropout
luminosity function, then simply calculate Nup,2σ/Veff/ΔMUV,

22 For example, if we were to calculate luminosity functions from z = 9–10
and z = 10–11, an object with a photometric redshift of z = 10 ± 0.5 may
reasonably be expected to contribute to either one.
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where Nup,2σ = 3.8 is the single-sided 2σ upper limit for n = 0
assuming Poisson statistics (N. Gehrels 1986).

We adopt a Poisson likelihood function for the number of
objects in each bin of MUV, as is appropriate for the relatively
small counts in some of the MUV bins at higher redshifts. Thus,
the log-likelihood function for the ithMUV bin is

( ) ( ) ( !) ( )=L n n n nln ln ln , 5i i i i iobs, exp , obs, obs,

where ( )xln is the natural logarithm of x, and x! is the factorial
of x. nobs,i is the number of objects that are observed to have
absolute UV magnitudes that fall within the ith MUV bin, and
nexp,i is the expected number of galaxies in the same MUV bin.
The total log-likelihood for the luminosity function is then the
joint log-likelihood of all of the MUV bins (the sum of
Equation (5) over all MUV bins):

( ) [ ( ) ( !)] ( )=L n n n nln ln ln . 6
i

i i i iobs, exp , obs, obs ,

We note that, as described in Section 5.1, the luminosity
function is a function of true MUV, but we will evaluate this
likelihood in bins of recovered MUV with nexp,i calculated from

( )MUV
true using Equation (3).

We also note that the observed absolute UV magnitude of a
real object may be uncertain due to both photometric scatter in
the observed SED and uncertainties in the photometric
redshift. Thus, we do not assign each observed candidate
one value of observed MUV. Rather, we account for
uncertainties in observed MUV by drawing one sample from
every observed object’s MUV posterior, calculated as described
in Section 4, at each step in the MCMC. This produces a set of
observed absolute UV magnitudes (one MUV for each object in
the sample), which we use to calculate nobs,i for the step. For
the z � 14 subset of the F150W dropouts, we perform a similar
sampling of both redshift and MUV from each of the F150W
dropouts, but only use objects with a sampled redshift of
z � 14 at each step.

We sample the binned luminosity functions using a
Metropolis–Hastings algorithm (N. Metropolis et al. 1953;
W. K. Hastings 1970). We adopt Gaussian proposal distribu-
tions with standard deviations tuned to obtain acceptance rates
of ∼0.2–0.27, and run the MCMC for 2.5× 106 steps using 20
walkers. To initialize the samplers, we calculate an initial
estimate for the binned number densities by calculating nobs/
Veff/ΔMUV (where nobs is counted using the median MUV for
each object) in each MUV bin, then make small perturbations
around this initial guess.

To estimate the final posterior distributions, we concate-
nate the chains from all 20 walkers, leading to a total of
5× 107 equally weighted samples. We take the median of the
marginalized posterior distribution in each MUV bin as the
number density in that bin with uncertainties corresponding
to the 16th and 84th percentiles. We show the resulting
binned UV luminosity functions in Figure 6 and report the
values in Table 5 for the F115W, F150W, and F200W
dropout samples. For comparison, we also show in Figure 6
the luminosity functions implied by the fits for the redshift
evolution of the Schechter (R. J. Bouwens et al. 2021) and
double power-law (DPL; R. A. A. Bowler et al. 2020)
parameters (based on HST and ground-based data) along with
measurements of the UV luminosity function from the
literature. In Figure 7, we show a comparison of all three
dropout samples along with the z � 14 subset of the F150W

dropouts. For each dropout selection, we show measurements
closest to the median redshift of the selection (typically z = 9
or 10 and z = 12 or 12.5 for the F115W and F150W dropout
samples, respectively).
Our measurements are generally consistent with most JWST

constraints on the UV luminosity function (e.g., Y. Harikane
et al. 2023; G. C. K. Leung et al. 2023; P. G. Pérez-González
et al. 2023; N. J. Adams et al. 2024; C. T. Donnan et al. 2024;
S. L. Finkelstein et al. 2024; C. J. Willott et al. 2024),
especially for the F115W dropouts, with smaller uncertainties.
While there are fewer measurements at the redshifts of the
F150W dropouts and at z � 14, we also find consistency with
the binned data points of P. G. Pérez-González et al. (2023) at
all luminosities where the data sets overlap, and broad
agreement with other studies at luminosities brighter than
MUV ∼ −19. At fainter luminosities, the F150W dropout
luminosity function is slightly higher than some studies.
Notably, our F150W dropout luminosity function is higher
than was measured in the JOF (B. Robertson et al. 2024) by a
factor of ∼3–4. We attribute this difference to several factors,
discussed in more detail in Section 5.5. Finally, our 2σ upper
limit on the F200W dropout luminosity function is approxi-
mately consistent with the upper limit measured by
Y. Harikane et al. (2024a) at MUV = −21.9 and the upper
limit measured by V. Kokorev et al. (2024) at MUV = −19.
However, we note that the measurement by V. Kokorev et al.
(2024) at MUV = −18 based on five z ≳ 16 galaxy candidates
implies the presence of N = 1–7 z ≳ 16 galaxies in the JADES
fields at MUV–18 (where we found none). This could be due to
effects such as cosmic variance or simply Poisson noise, but
we note that our upper limit combined with the MUV = −18
measurement by V. Kokorev et al. (2024) requires an
extremely rapid increase in the abundance of z ≳ 16 galaxies
between MUV ∼ −18.5 and MUV ∼ −18. If confirmed to be a
physical effect, this is a significant change from the shape of
the luminosity function we find at z ∼ 14 and implies a rapid
evolution in star formation processes between z ∼ 14 and
z ≳ 16, and we emphasize the need for spectroscopic
observations for confirmation.
Ultimately, we measure the luminosity function over a large

range of luminosity (five magnitudes or a factor of 100 in
luminosity for the F115W dropouts, and four magnitudes or a
factor of ∼40 in luminosity for the F150W dropouts), enabling
us to self-consistently examine the luminosity function and
evolution thereof for both bright and faint galaxies. Overall,
we measure number densities at z ∼ 10 that are slightly higher
than many pre-JWST measurements of the UV luminosity
function at luminosities fainter than MUV ∼ −21, a difference
that grows larger at increasingly high redshifts (though we
note that our findings are broadly consistent with some pre-
JWST measurements at z ∼ 10; e.g., D. J. McLeod et al. 2016).
We observe essentially no evolution between the full F150W
dropout sample and the z � 14 subset.

5.3. The Parametric UV Luminosity Function

We also fit parametric forms of the UV luminosity function.
We assume a P. Schechter (1976) function23 as our fiducial
parameterization, which has long been standard for the high-
redshift UV luminosity function. However, at high redshifts

23 ( ) ( ) ( )( )= ×+* *M 0.4 ln 10 10 M M
UV Schechter

0.4 1UV UV

[ ]( )*exp 10 M M0.4 UV UV .
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(z ≳ 7), there is evidence that bright (MUV ≲ −22) galaxies
are in excess of the exponential decline of the Schechter
function and the high-redshift UV luminosity function may
be better represented by a DPL parameterization24 (e.g.,
R. A. A. Bowler et al. 2020; C. T. Donnan et al. 2024) with
characteristic luminosities around *M21 20UV . While
our data do not reach extremely bright luminosities
(MUV ∼ −22) due to the limited area of the survey, we
observe objects at MUV ∼ −21, enabling us to also fit a DPL to
facilitate comparisons with other studies.

To fit the parametric luminosity function, we again use
an MCMC algorithm to sample the probability distributions of
the parameters for the functional form under consideration. For
the Schechter function, we are fitting for the overall normal-
ization (f*

), the characteristic UV luminosity ( *MUV), and the
faint-end slope (α). For the DPL, we are fitting for the same
parameters plus the bright-end slope (β). We place uniform
priors on all parameters with the following ranges: 10−8 � f/
(mag−1 Mpc−3) � 1, *M24 18UV , −3� α � −1,
and for the DPL, −6� β � −2. We then use the same
Metropolis–Hastings algorithm as described in Section 5.2 to
sample the function parameters, again with 2.5× 106 steps and
20 walkers with proposal distributions tuned to obtain
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Figure 6. Our measurements of the rest-UV luminosity functions based on JADES data. We show F115W dropout luminosity function (zmedian = 9.8, N = 309) in
the top-left panel, the F150W dropouts (zmedian = 12.8, N = 63) in the top-right panel, the z � 14 subset of the F150W dropouts (zmedian ∼ 14.3) in the bottom-left
panel, and the upper limits based on the absence of F200W dropouts (z ∼ 16–22.5) in the bottom-right panel. Due to the method we use to calculate the z � 14
F150W dropout luminosity function, described in Section 5.2, the number of objects is not well defined. We show our binned measurements as green hexagons, the
Schechter fits as solid green lines, and the DPL fits as dashed green lines. For comparison, we show the luminosity functions at the central redshifts of the dropout
samples predicted by the fits for the redshift evolution of the Schechter (R. J. Bouwens et al. 2021) and DPL (R. A. A. Bowler et al. 2020) parameters, which were
determined from HST and ground-based data. We also show measurements from R. A. A. Bowler et al. (2020), R. J. Bouwens et al. (2021), G. C. K. Leung et al.
(2023), P. G. Pérez-González et al. (2023), Y. Harikane et al. (2023, 2024a), N. J. Adams et al. (2024), C. J. Willott et al. (2024), S. L. Finkelstein et al. (2024),
C. T. Donnan et al. (2024), B. Robertson et al. (2024), V. Kokorev et al. (2024), P. G. Pérez-González et al. (2025), M. Castellano et al. (2025), and A. Weibel et al.
(2025) at the redshifts closest to the central redshift of the F115W and F150W dropout samples (typically z = 9 or 10 for the F115W dropouts, z = 12 or 12.5 for the
F150W dropouts, z = 14 or 14.5 for the z � 14 F150W dropouts, and z = 16, 17 and 17.5 for the F200W dropout upper limit). In general, we find broad agreement
with existing measurements of the luminosity function with smaller uncertainties.
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acceptance rates of ∼0.2–0.27. To use Equation (6) as the
likelihood function, we convert the continuous f(MUV)
function to a binned luminosity function with bins of
width ΔMUV = 0.25, from which we can calculate expected
counts.

For the F115W dropouts, we fit for all of the free parameters
of the luminosity function. For the F150W dropouts, we fix the
characteristic luminosity ( *MUV) to the value that we find for
the F115W dropouts due to the presence of JADES-GS-z14-0
in our sample and the more restricted luminosity range of the
F150W dropouts. For the z � 14 subset of the F150W dropout
luminosity function and the F200W dropouts, we fix all
parameters except the normalization (f*

) to the values of the
F150W dropout luminosity function. We report the final
constraints on the Schechter and DPL parameters in Table 6
and show the median of the fits marginalized over all of the
function parameters in Figure 6.
For the F115W dropout Schechter function, we find a

characteristic UV magnitude of =*M 20.32UV (similar to or
slightly fainter than other z ∼ 10 measurements), a normalization
of f*

= 10.070× 10−5 mag−1Mpc−3 (higher than expected from
most pre-JWST measurements and consistent with JWST
constraints), and a steep faint-end slope of α = −2.36 (generally
consistent with pre-JWST extrapolations but steeper than most
JWST measurements). Compared to the Schechter function,
when assuming a DPL, we measure a slightly brighter
characteristic luminosity ( =*M 20.54UV ), correspondingly
lower normalization (f*

= 4.849× 10−5 mag−1Mpc−3), and
moderately steeper faint-end slope (α = −2.60). The normal-
ization of the F150W dropout luminosity function declines by a
factor of ∼2.1–2.3 from the F115W dropout luminosity function
to = ×* 2.2 10Schechter

5 mag−1Mpc−3 and = ×* 2.5DPL
10 5 mag−1Mpc−3 for the Schechter function and DPL,
respectively. We continue to find steep faint-end slopes of
αSchechter = −2.29 and αDPL = −2.41 at z ∼ 13. In general, we
find similarly high normalizations of the UV luminosity function
as other JWST constraints, but slightly steeper faint-end slope
(see Section 6.2), and combined, this leads to a relatively slow
decline in the cosmic UV luminosity density over time as
discussed below.
We note that in this work, we have fit the UV luminosity

function over the entire range of UV luminosities for which
we have data. However, as completeness decreases, the
measurement of the faint end of the UV luminosity function
becomes increasingly sensitive to the details and assump-
tions of the source injection simulations with which we
quantify the completeness of our sample (Section 5.1).
To mitigate this impact, luminosity functions are often
measured using luminosity bins with >50% completeness
(P. G. Pérez-González et al. 2023; N. J. Adams et al. 2024;
C. T. Donnan et al. 2024). While we do not adopt the same
limit as these works, we acknowledge the possible influence of
the completeness results on our measured luminosity func-
tions, especially the inferred faint-end slopes. To test the
impact of our use of luminosities with <50% completeness in
fitting the luminosity function, we repeat the measurements
described in Sections 5.2 and 5.3 for the F115W and F150W
dropout luminosity functions while restricting the range of
luminosities to bins with >50% completeness. In general, we
find that our results for the faint-end slope do not depend
strongly on the inclusion of luminosity bins with <50%
completeness; for the F115W dropouts, we find faint-end
slopes of = +2.51Schechter 0.18

0.18 and = +2.56DPL 0.28
0.30 when

only considering luminosities with >50% completeness,
compared to = +2.38Schechter 0.18

0.20 and = +2.60DPL 0.19
0.17

over the full dynamic range of UV luminosity. Similarly, for
the F150W dropouts, we find = +2.25Schechter 0.39

0.43

Table 5
Binned Number Densities Measured from the F115W and F150W Dropout
Samples, the z � 14 Subset of the F150W Dropouts, and the Binned 2σ Upper

Limits on the F200W Dropout Luminosity Function

MUV f
(mag) (10−5 mag−1 Mpc−3)

F115W dropouts (zmedian = 9.8)

−21.4 ± 0.5 +0.40 0.27
0.45

−20.4 ± 0.5 +3.6 1.2
1.4

−19.4 ± 0.5 +17 4
4

−18.4 ± 0.5 +78 16
16

−17.4 ± 0.5 +330 80
80

F150W dropouts (zmedian = 12.8)

−20.5 ± 0.5 +0.84 0.46
0.65

−19.5 ± 0.5 +3.4 1.4
1.6

−18.5 ± 0.5 +29 8
9

−17.5 ± 0.5 +71 28
33

F150W dropouts, z � 14 (zmedian = 14.3)

−20.2 ± 0.65 +3.2 1.7
2.3

−18.9 ± 0.65 +12 6
8

F200W dropouts, z ∼ 16–22.5

−20.5 ± 0.5 <1.1
−19.5 ± 0.5 <2.1
−18.5 ± 0.5 <10
−17.5 ± 0.5 <250
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Figure 7. All of the UV luminosity functions we have measured in this work.
We show the binned values for each of the dropout samples and the Schechter
function fits for the F115W and F150W dropout samples. We show the F115W
dropout luminosity function using blue diamonds and a solid line, the F150W
dropouts as dark-green circles and dashed line, and the F200W dropout upper
limits as the open, light-green squares. We also show the binned z � 14
luminosity function, calculated as a subset of the F150W dropouts, as purple
stars. We find mild evolution between the F115W and F150W dropout
luminosity functions, stronger at the faint end than at the bright end, and little
to no evolution between the full F150W dropout luminosity function and
subset restricted to z � 14.
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(originally = +2.23Schechter 0.30
0.31) and = +2.41DPL 0.38

0.49

(originally = +2.42Schechter 0.31
0.32). Thus, we consider the

UV luminosity function results measured using the full
dynamic range of UV luminosity as fiducial.

5.4. The Cosmic UV Luminosity Density

We calculate the cosmic UV luminosity density, ρUV, as the
luminosity-weighted integral of the function parameterizations
of the F115W and F150W dropout luminosity functions. In
order to quantify the uncertainty on ρUV, we calculate ρUV for
each of the 5× 107 sets of Schechter or DPL parameter samples
for the F115W and F150W dropout luminosity functions, then
take the median, 16th, and 84th percentiles as the values and
uncertainties for ρUV. For the F200W dropout upper limit, we
take the luminosity-weighted integral of the binned values of the
upper limit on the luminosity function between MUV = −21 and
MUV = −17. We show the resulting values of ρUV calculated
from the Schechter functions in Figure 8, and report the results
of both the Schechter and DPL forms of the luminosity function
in Table 6. The DPL parameterization systematically implies
moderately higher values of ρUV than the Schechter functions,
but both parameterizations are consistent within errors. We also
convert ρUV to the cosmic star formation rate density (ρSFR)
using the commonly adopted conversion factor

= ×K 1.15 10 28 (M⊙ yr−1) / (erg s−1 Hz−1) (P. Madau &
M. Dickinson 2014), which assumes an E. E. Salpeter (1955)
stellar initial mass function. We report the values of ρUV
obtained when integrating to the frequently assumed faint limit
of MUV = −17 and emphasize that the JADES luminosity
function measurement extends down to MUV = −17; thus,
calculating ρUV(MUV � −17) does not require any
extrapolation.

From the F115W dropouts (z ∼ 10), we find a cosmic UV
luminosity density of ρUV = 2.82× 1025 erg s−1 Hz−1 Mpc−3,
which declines by a factor of ∼3 between z ∼ 10 and z ∼ 13
(probed by the F150W dropouts) to ρUV = 0.93×
1025 erg s−1 Hz−1Mpc−3, then further declines by another
factor of ≳4 to be ρUV < 2.51× 1024 erg s−1 Hz−1 Mpc−3 for
the F200W dropout upper limit. As expected from the high
normalization and steep faint-end slopes, these UV luminosity
densities are slightly higher than measurements based on HST
and ground-based data at z ∼ 10, with increasing tension
at z ≳ 12.

5.5. Comparison with the JOF UV Luminosity Function

We now briefly compare our luminosity function to that
measured by B. Robertson et al. (2024) in the JOF. As
introduced in Section 5.2, we find higher number densities at
MUV ≳ −19 in this work compared to B. Robertson et al.
(2024), which may be due to several factors.
First, while both the JOF sample and our sample include the

very bright, z ∼ 14 galaxy JADES-GS-z14-0, the JADES area
we consider in this work is nearly 20 times larger than the JOF
area (i.e., the surface density implied by JADES is lower than
that implied by JOF). This then raises the median of the bright

Table 6
Parameters for the Functional Forms of the UV Luminosity Functions and Corresponding UV Luminosity Densities Integrated to a Faint Limit of MUV = −17 for

Each of Our Dropout Samples

Parameterization f*
*MUV α β ρUV(MUV� −17)

(10−5 mag−1 Mpc−3) (mag) (1025 erg s−1 Hz−1 Mpc−3)

F115W dropouts

Schechter +10.070 6.220
14.304 +20.32 0.50

0.45 +2.36 0.18
0.20 ⋯ +2.82 0.33

0.34

DPL +4.849 2.147
5.324 +20.54 0.30

0.39 +2.60 0.19
0.17 +3.49 1.38

0.75 +2.98 0.34
0.35

F150W dropouts

Schechter +4.083 1.611
2.563 −20.32a +2.23 0.30

0.32 ⋯ +0.90 0.17
0.23

DPL +2.263 0.941
1.485 −20.54a +2.42 0.31

0.32 +3.50 1.56
1.00 +0.98 0.20

0.25

Note.
a Fixed to the corresponding value of the F115W dropout luminosity function.
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Figure 8. The cosmic UV luminosity density integrated to MUV = −17
(left y-axis) and converted to ρSFR (right y-axis) with the factor

= ×K 1.15 10 28 (M⊙ yr−1) / (erg s−1 Hz−1) (P. Madau & M. Dickinson
2014). For the F115W and F150W dropouts, we show the results of integrating
the Schechter function fits. For the F200W dropout upper limit, we integrate
the binned upper limits of the luminosity function between MUV = −21 and
MUV = −17. For comparison, we show observational constraints based on
HST and ground-based data (D. J. McLeod et al. 2016; P. A. Oesch et al. 2018;
R. J. Bouwens et al. 2021) and JWST data (P. G. Pérez-González et al. 2023;
N. J. Adams et al. 2024; C. T. Donnan et al. 2024; S. L. Finkelstein et al. 2024;
Y. Harikane et al. 2024; B. Robertson et al. 2024; C. J. Willott et al. 2024). We
also show theoretical predictions from a variety of models (P. Behroozi
et al. 2020; G. Sun et al. 2023; S. M. Wilkins et al. 2023; A. Ferrara 2024;
V. Gelli et al. 2024; L. Y. A. Yung et al. 2024; R. Feldmann et al. 2025).
Consistent with other JWST measurements, we observe an excess in the
cosmic UV luminosity density that is in increasingly strong tension with
models at z ∼ 10.
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end of the JOF luminosity function above what we measure
over the full JADES area. Then, due to the parameterization of
the JOF luminosity function as an evolving Schechter function,
which explicitly ties the behavior of the bright and faint
regimes of the luminosity function together, this influences the
luminosity function measured in the JOF area to trend toward a
shallower faint-end slope and therefore lower number densities
at MUV ≳ −19 in the absence of large numbers of faint objects.
In other words, when assuming a parametric form of the
luminosity function, the presence of an unusually bright object
(JADES-GS-z14-0) driving the bright end to higher number
densities induces a difference between the JOF luminosity
function and this work at the faint end. This difference may be
further influenced by the fitting method that B. Robertson et al.
(2024) used that quantitatively accounts for how low-
luminosity objects with uncertain colors or photometric
redshifts may scatter into higher-redshift samples, which our
analysis does not explicitly model.

Second, the method used by B. Robertson et al. (2024) to
calculate the luminosity function uses the full photometric
redshift likelihoods of the observed objects. In comparison, we
use the entire photometric redshift probability distributions for
selection and remove objects that we find have an integrated
probability �50% of being at low redshift (based on BEAGLE
models; Section 3). We then consider only high-redshift
solutions when calculating our luminosity function
(Section 5.2), which assumes that our selection identifies
high-redshift candidates with a low contamination rate (noting
that we find a relatively small ∼10% spectroscopic contam-
ination rate for the objects in our sample that have spectro-
scopic redshifts). Incorporating the photometric redshift
distributions while fitting the luminosity function accounts
for redshift uncertainties probabilistically, which may lead to
differences, particularly at the faint end where photometric
measurements and therefore inferred quantities are more
uncertain. For instance, there are five objects in our sample
in the JOF area with MUV > −18.5 that do not satisfy the
selection criteria used by B. Robertson et al. (2024) and are not
used in the calculation of the JOF luminosity function. Of
those objects, B. Robertson et al. (2024) found that two are
best fit at low redshifts of z < 4 (based on EAZY), and the other
three are best fit at high redshift but have low-redshift peaks in
their redshift probability distributions such that the difference
in the goodness-of-fit between the best-fit low- and high-
redshift solutions is Δχ2 < 4. In this work, though they are
less well characterized than brighter systems, these objects
satisfy our photometric redshift requirement (having an
integrated low-redshift probability of <50% from BEAGLE
models), and ultimately, illustrate the need for spectroscopy to
confirm the redshifts of faint objects.

Third, we calculate both our detection and selection
completeness correction with end-to-end source injection and
recovery simulations. In comparison, B. Robertson et al.
(2024) used source injection simulations to measure detection
completeness and then used Monte Carlo simulations of SED
models to compute their selection completeness. Both methods
may face different systematic uncertainties.

6. Discussion

In this work, we have used deep JWST imaging from
JADES to identify galaxies to faint UV magnitudes of
MUV ∼ −17 and constrain the z ≳ 9 UV luminosity function

down to luminosities up to 40 times fainter than the
characteristic luminosity at these redshifts. Using this powerful
data set, we can now begin to examine implications for early
galaxy evolution and the reionization process.

6.1. Comparison with Theoretical Predictions

Within just a few months of starting scientific operations,
JWST enabled the discovery of several MUV ≲ −20 galaxies at
z ≳ 10 in relatively small survey areas (e.g., M. Castellano
et al. 2022; S. L. Finkelstein et al. 2022b; R. P. Naidu et al.
2022; C. T. Donnan et al. 2023). Though comprising only a
few objects with large uncertainties from both Poisson errors
and cosmic variance, this tentatively suggested the existence of
a surprisingly large number of bright galaxies. Subsequently,
statistical measurements of the UV luminosity function have
confirmed the presence of a large bright galaxy population at
z ≳ 10 (e.g., N. J. Adams et al. 2023; S. L. Finkelstein et al.
2023; Y. Harikane et al. 2023, 2024, 2024a; C. T. Donnan
et al. 2024; D. J. McLeod et al. 2024). However, while there is
now a general consensus that JWST has observed an excess of
bright (MUV ≲ −20) galaxies at z ≳ 10 relative to expectations
from pre-JWST theoretical models, it is less clear if that excess
is also observed in the MUV ≳ −18 galaxy population.
In Figure 9, we compare our measurement of the UV

luminosity function to a variety of theoretical models. We
emphasize that our measurement of the luminosity function
simultaneously reaches both relatively bright luminosities
(MUV ∼ −22) and the faintest luminosities accessible to date in
blank fields (MUV ∼ −17), allowing us to probe the full shape
of the high-redshift luminosity function. We refer back to
Figure 8 for comparisons to model predictions of the cosmic
UV luminosity density.
As has been found by other JWST studies of the luminosity

function, we find a significant excess of MUV ≲ −20 galaxies
over expectations from many models at z ≳ 12. Notably, this
excess is observed not only for models calibrated to data
before JWST (FLARES, SPHINX, THESAN, and Universe-
Machine, shown with hatches in Figure 9), but is also present
for some of those that successfully reproduce JWST observa-
tions at z ∼ 10 (top panel of Figure 10). Moreover, we
highlight that we also observe high number densities at faint
UV luminosities (−18≲ MUV ≲ −17), especially at higher
redshifts (bottom panel of Figure 10), though the excess is
smaller at the faint end than the bright end. That is, the galaxy
population at any luminosity within the regime we have
probed within this work (MUV ≲ −17) is at least slightly larger
than most theoretical predictions and the abundance of
MUV ≲ −20 galaxies is just one realization of a systematic
trend that extends to fainter luminosities. The exact degree of
this excess, as well as its luminosity and redshift dependence,
can help constrain the physical mechanisms that regulate star
formation in the early Universe.
Many of the processes proposed to explain the abundance of

MUV ≲ −20 galaxies at z ≳ 10, such as bursty star formation
(e.g., C. A. Mason et al. 2023; J. Mirocha & S. R. Furlanetto
2023; X. Shen et al. 2023; G. Sun et al. 2023; V. Gelli et al.
2024; A. Kravtsov & V. Belokurov 2024) and/or a higher star
formation efficiency than expected at high redshift (e.g.,
A. Dekel et al. 2023; Y. Harikane et al. 2023; D. Ceverino
et al. 2024; Z. Li et al. 2024; R. Feldmann et al. 2025), either
of which may lead to an increase in the average light-to-stellar
mass ratios with redshift (e.g., C. T. Donnan et al. 2024),
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predict different behavior for the faint end of the luminosity
function. For example, as seen in Figure 9, the faint-end slope
of the UV luminosity function predicted by the feedback-free
starburst model (A. Dekel et al. 2023; Z. Li et al. 2024) is
shallower than many other models that can match the z ∼ 10
UV luminosity function at MUV ∼ −21. Thus, though the
predicted bright end of the higher redshift, z ∼ 13 luminosity
function approximately matches our measurement, it becomes
inconsistent at MUV ∼ −18. In contrast, the steep slope of the
predicted z ∼ 13 luminosity function from FLARES
(C. C. Lovell et al. 2021; A. P. Vijayan et al. 2021;
S. M. Wilkins et al. 2023) is in strong tension with our
observations at MUV ∼ −21 but agreement at MUV ∼ −18.
Moreover, the FIREbox HR model (R. Feldmann et al. 2025)
explicitly predicts an increasingly steep faint-end slope at
higher redshifts. In the future, full constraints on the
abundance of both bright and faint galaxies, and ultimately
the shape of the luminosity function and evolution thereof, will
be crucial for understanding star formation processes in early
galaxies.

6.2. Implications for Reionization

In addition to providing insights into early galaxy evolution,
the UV luminosity function has important implications for
cosmic reionization, as it contributes to setting the total
number of ionizing photons produced by galaxies that are
available to reionize the Universe. Notably, in this work, we
have measured not only a high normalization of the z ≳ 9 UV
luminosity function consistent with other measurements from
JWST, but also a steeper faint-end slope than has been found
by many other studies. Together, this implies the existence of a
large population of UV-faint galaxies and a commensurately
large nonionizing UV luminosity density at very early times. If
this large population of far-UV-continuum-faint galaxies also
produces ionizing photons that can escape into the IGM at any
significant rate, such systems could be appreciably reionizing
the Universe as early as z ∼ 14.
To investigate the implications of the faint galaxy popula-

tion for reionization, we calculate the reionization history as
the time evolution of the volume-averaged fraction of neutral
hydrogen in the IGM, xHI. In practice, we quantify the neutral
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Figure 9. A comparison of our measured F115W dropout, F150W dropout, and z � 14 F150W dropout luminosity functions with various theoretical models as
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et al. 2025). We show the binned data as black hexagons and the Schechter fits as black lines. We do not fit a Schechter function to the z � 14 luminosity function but
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Figure 10. The redshift evolution of the number densities of bright
(MUV = −20.5, top) and faint (MUV = −18, bottom) galaxies. We show
our measurements from the binned luminosity functions as dark-green
hexagons (we note that the bright end of the z � 14 F150W dropout
luminosity function, with a median redshift of z ∼ 14.3, is dominated by
JADES-GS-z14-0 and may not be broadly representative of the full galaxy
population). We also show the measurement from the JADES Origins Field
(B. Robertson et al. 2024) as a light-green hexagon, a compilation of
measurements from the literature as yellow points (symbols as in Figure 6),
and a comparison to the same models as in Figure 9. Consistent with many
other observations of the high-redshift UV luminosity function from JWST,
we find an excess of bright galaxies over all models at z ≳ 12. We also find a
similar, though smaller, excess over most models at the faint end of the
luminosity function.
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fraction in terms of the volume-averaged ionized hydrogen
fraction, xHII, as =x x1HI HII. At its simplest, xHII is
governed by the following differential equation (P. Madau
et al. 1999), where dots denote time derivatives:

( ) ( )
( )

( )=x
n t

n

x t

t t
, 7HII

ion

H

HII

rec

which describes the competing effects of photoionizations of
intergalactic neutral hydrogen and recombinations of free
electrons with protons to (re)form neutral hydrogen. The
average comoving number density of hydrogen, 〈nH〉 =
XpΩbρc/mH, depends on the primordial mass fraction of
hydrogen (Xp = 0.75), the fractional baryon density parameter
(Ωb), the critical density (ρc), and the mass of hydrogen (mH).
The timescale of recombinations in the IGM at a given time,
trec(t), can be calculated as

( ) [ ( ) ( ( )) ] ( )= +t t C T n z t1 . 8erec HII B
3 1

/C n nHII H
2

H
2 is a “clumping factor” that accounts for

inhomogeneities in the IGM, and we choose to fix CHII = 3
(consistent with theoretical expectations from simulations;
e.g., K. Finlator et al. 2012; J. M. Shull et al. 2012;
A. A. Kaurov & N. Y. Gnedin 2015; A. Gorce et al. 2018).
αB(T) is the case B recombination coefficient for hydrogen,
and we assume a temperature of T = 104 K, giving
αB(104 K) = 2.59× 10−13 cm3 s−1 (B. T. Draine 2011).
ne = (1 + Yp/4Xp)〈nH〉 is the comoving free electron number
density assuming single ionized helium and a primordial
helium mass fraction of Yp = 1 − Xp = 0.25, and z(t) is the
redshift at time t.

Finally, ( )n tion is the hydrogen ionizing photon production
rate per unit comoving volume at a given time (i.e., the
ionizing photon emissivity) that depends on the nonionizing
UV luminosity of the galaxy population, the ionizing photon
production rate per unit nonionizing UV luminosity (i.e., the
ionizing photon production efficiency; ξion), and the fraction of
all hydrogen ionizing photons produced by the ionizing
sources (here assumed to be galaxies, that escape into the
IGM; i.e., the escape fraction, fesc). When both ξion and fesc
are independent of UV luminosity, the nonionizing UV
luminosity term is the cosmic UV luminosity density, =UV

( )L L d L
L UV UV UV

UV
faint , giving

( ) ( ) ( )=n t t f . 9ion UV ion esc

In this work, we also allow ξion to depend on UV luminosity
(and can also allow fesc to be luminosity dependent), so
Equation (9) becomes

( ) ( ) ( ) ( )=n t L t L L f d L; , 10
L

ion UV UV ion UV esc UV
UV
faint

where f(LUV;t) is the UV luminosity function at time t. To
isolate the effects of the UV luminosity function on the
reionization timeline, we choose to assume a constant escape
fraction with fesc = 0.1 as our fiducial value (approximately
similar to Lyman continuum escape fractions observed in
samples with similar UV luminosities and UV continuum
slopes as we study in this work; e.g., Y. I. Izotov et al. 2021;
J. Chisholm et al. 2022; S. Mascia et al. 2024; P. Rinaldi et al.
2024) and adopt the ξion–MUV relation at z ∼ 6 found by

R. Endsley et al. (2024). This relation has the primary features
of a decrease in the average and an increase in the scatter of
ξion with decreasing UV luminosity (where the average
declines from ξion = 1025.8 Hz erg−1 to ξion = 1025.3 Hz erg−1

in the luminosity range that we probe in this work). We note
that even at the faintest UV luminosities studied, the median
ξion is moderately higher than the often used “canonical” value
of ξion = 1025.2 Hz erg−1 informed by G. Bruzual & S. Charlot
(2003) stellar population synthesis models matched to
observed UV colors (B. E. Robertson et al. 2013; though also
see R. J. Bouwens et al. 2016; S. De Barros et al. 2019;
D. Lam et al. 2019; P. Rinaldi et al. 2024 for discussions of
higher values of ξion for high-redshift star-forming galaxies).
To obtain f(LUV;t), we assume a Schechter function and fit

the redshift evolution of the Schechter parameters, assuming
that ( )*log10 , α, and *MUV all evolve linearly with redshift. As
we wish to evaluate the impact of the steep faint-end slope that
we have found in this work, we perform two fits for the
redshift evolution of the Schechter parameters, which will
determine f(LUV;t): one fit to a compilation of measurements
of the Schechter parameters from the literature at z ∼ 3–15
from both HST and JWST, and a second fit using only the
JADES data combined with HST. We also compare to the
Schechter parameter evolution found by R. J. Bouwens et al.
(2021), who fit ( )*log10 as a quadratic function with redshift
and α and *MUV as linear functions.
We show the resulting evolutionary fits for the Schechter

parameters along with the implied cosmic UV luminosity
density integrated to MUV = −13 in Figure 11. For illustrative
purposes, we also show the ionizing photon emissivity
corresponding to the cosmic UV luminosity density for fixed
fesc = 0.2 and ξion = 1025.2 Hz erg−1 as the right axis of the
rightmost panel. Though we do not assume these values when
calculating the reionization history, it has been shown that
these assumptions are sufficient to reionize the Universe when
integrating UV luminosity functions from HST down to
MUV = −13 (B. E. Robertson et al. 2013, 2015). When fitting
the evolution of the Schechter function parameters with a large
compilation of JWST data combined with HST, we find a
slower redshift evolution of the faint-end slope than when we
use only JADES data combined with HST measurements; this
is due to the slightly shallower faint-end slopes found by many
JWST studies compared to the steep faint-end slopes we find
from JADES at z ≳ 9. At z = 14, the HST and JADES fit
predicts a faint-end slope of α ∼ −2.7, while the fit including
HST and other JWST data gives α ∼ −2.4. Combined with the
high overall normalization of the luminosity function at z > 12,
this implies that the cosmic UV luminosity density can remain
large at early times, potentially allowing the escape fractions
and/or ionizing photon production efficiencies necessary to
drive reionization to be lower than were thought necessary
prior to JWST.
With all components of Equation (7) thus calculated, we can

integrate forward in time to obtain the reionization history. We
start the integration at z = 30 and show the resulting
reionization histories in Figure 12 alongside observational
constraints on the neutral fraction from galaxies and quasars.
We note that the reionization history does not significantly
depend on the starting redshift due to the normalization of the
luminosity function decreasing to be vanishingly small at
z ≳ 20. We show the results of integrating Equation (10) (i.e.
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all of the reionization histories) with each of the luminosity
function evolution fits, assuming an escape fraction of
fesc = 0.1. We also show the reionization history assuming
fesc = 0.2 and the HST and JADES luminosity function
evolution fit to demonstrate the impact of changing the escape
fraction.

We first highlight that, despite the steep faint-end slope of
the luminosity function and the implied large population of
faint galaxies, this simple estimate of the reionization timeline
is naturally in broad agreement with observational constraints
on the end of reionization (see X. Fan et al. 2023, and

references therein). When considering galaxies down to
luminosities of MUV = −13 and an escape fraction fesc = 0.1,
all three luminosity function fits complete reionization at
z ∼ 5.2–5.4. When only considering contributions from
MUV � −15 galaxies, reionization ends at z ∼ 5–5.3.
We acknowledge that the ionizing photon emissivity

depends on ξion and fesc as well as ρUV. We have adopted
specific parameterizations for both of these quantities and
choosing other physically plausible values can impact the
reionization history. For example, at fixed escape fraction,
adopting the C. Simmonds et al. (2024) relation for
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Figure 11. The redshift evolution of the Schechter parameters and the cosmic UV luminosity density. From left to right, we show the normalization, the
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n ion , that corresponds to the cosmic UV luminosity assuming a constant ionizing photon production efficiency of ξion = 1025.2 Hz erg−1 and escape fraction of fesc,
which were shown to be sufficient to reionize the Universe given luminosity function constraints from HST (B. E. Robertson et al. 2013). We show three different
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UV radiation that can escape into the IGM.
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Figure 12. The timeline of reionization implied by the redshift evolution of the UV luminosity function. We show the results of all three luminosity function
evolutionary fits (HST only as the dotted purple line, HST+JWST as the dashed blue line, and HST+JADES as the solid green line) for our fiducial assumptions of
fesc = 0.1 and the ξion–MUV relation found by R. Endsley et al. (2024). To show the impact of the escape fraction and ionizing photon production efficiency, we also
show the reionization timeline assuming the HST+JADES UV luminosity function evolution for fesc = 0.2 (thin, solid, light-green line) and constant
ξion = 1025.8 Hz erg−1 (thin, dotted–dashed, light-green line). For comparison, we show observational constraints on the neutral fraction from galaxies (M. Ouchi
et al. 2010, 2018; A. Konno et al. 2014; A. K. Inoue et al. 2018; C. A. Mason et al. 2018, 2019; A. Hoag et al. 2019; I. Jung et al. 2020; L. R. Whitler et al. 2020;
H. Goto et al. 2021; A. M. Morales et al. 2021; P. Bolan et al. 2022; Y. Ning et al. 2022; S. Bruton et al. 2023; T. Morishita et al. 2023; T. Y.-Y. Hsiao et al. 2023;
M. Nakane et al. 2024; H. Umeda et al. 2024; M. Tang et al. 2024) and quasars (X. Fan et al. 2006; I. D. McGreer et al. 2015; B. Greig et al. 2017; B. Greig
et al. 2019, 2024; E. Bañados et al. 2018; F. B. Davies et al. 2018; F. Wang et al. 2020; J. Yang et al. 2020a, 2020b; Y. Zhu et al. 2022, 2024; X. Jin et al. 2023;
D. Ďurovčíkova et al. 2024). When assuming an escape fraction of fesc = 0.2 or constant ξion = 1025.8 Hz erg−1, the large faint galaxy population produces more
ionizing photons than is necessary to drive reionization, ending reionization earlier than is allowed by observational constraints (e.g., H. Atek et al. 2024;
J. B. Muñoz et al. 2024). In contrast, reionization ends around z ∼ 5.3 for all models with our fiducial assumptions, approximately consistent with precise constraints
on the end of reionization from quasars. However, though the end of reionization is largely insensitive to the UV luminosity function evolution, the HST+JADES fit
starts reionization slightly earlier, leading to a neutral fraction of –x 0.9 0.95HI at z = 10.
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ξion(MUV, z) ends reionization slightly later than our fiducial
model based on R. Endsley et al. (2024). Alternatively,
increasing the escape fraction to fesc = 0.2 or fixing ξion to a
constant value of ξion = 1025.8 Hz erg−1 (consistent with the
findings of H. Atek et al. 2024 for a sample of faint galaxies)
increases n ion to the extent of driving reionization faster than is
allowed by strong constraints on the timing of reionization
placed by the cosmic microwave background (see discussion
by J. B. Muñoz et al. 2024). However, we note that recent
studies of ξion with large samples from JWST (e.g.,
C. Simmonds et al. 2024; R. Begley et al. 2025; A. Pahl
et al. 2025) generally find lower values of ξion
(∼1025.3 Hz erg−1) than the early results available to
J. B. Muñoz et al. (2024). The high values of ξion found by
early studies are often attributed to selection and/or measure-
ment bias toward star-forming galaxies with detectable
emission lines, which likely have higher ionizing photon
production efficiencies on average than the full population (as
noted by, e.g., C. Simmonds et al. 2024; A. Pahl et al. 2025).
Thus, overall, we conclude that current observations of the
ionizing properties of high-redshift galaxies are broadly
consistent with other constraints on the reionization timeline
such that galaxies can drive the reionization process without
overproducing ionizing photons, even if there is a large
population of faint galaxies.

While all of the luminosity function fits predict similar
evolutions of the neutral fraction near the end of reionization
(z ∼ 6), the early stages of reionization proceed differently. If
fesc = 0.1, both the HST-based luminosity function evolution
(R. J. Bouwens et al. 2021) and our evolutionary fit to HST
and many JWST luminosity functions lead to a nearly
entirely neutral IGM at z = 10 ( –=x 0.97 0.98HI for both
MUV � −15 and MUV � −13). However, when considering
HST combined only with JADES, the combination of a steep
faint-end slope and high normalization leads to reionization
starting earlier, and correspondingly, progressing slightly
more slowly in order to end at z ∼ 5.3. Under these
circumstances, though the IGM is very neutral at z � 10, it
is not quite fully neutral ( =x 0.91HI and =x 0.95HI at z = 10
when integrating to MUV = −13 and MUV = −15, respec-
tively)—a scenario that would also be consistent with the
remarkable discoveries of two galaxies emitting Lyα at
z > 10 (A. J. Bunker et al. 2023; J. Witstok et al. 2024) and
the implied neutral fraction of <x 1HI (e.g., S. Bruton et al.
2023; M. Nakane et al. 2024; M. Tang et al. 2024; H. Umeda
et al. 2024).

Above, we have explored the role of the UV luminosity
function in determining the reionization timeline. Given
empirically motivated assumptions for the production and
escape of ionizing photons from galaxies and the evolution of
the UV luminosity function implied by our findings in this
work, we have found that it is feasible for the IGM to be
appreciably ionized only ∼400Myr after the Big Bang while
still being compatible with observations at the conclusion of
reionization. However, fully determining the reionization
timeline will require even better constraints on the abundances
and properties of early galaxies. In the future, we will see the
combination of deep imaging with JWST in lensing fields,
which can reach extremely faint luminosities to constrain the
faint-end turnover and increase the dynamic range of
luminosities available to measure the faint-end slope, with
imaging in blank fields over larger areas, which provides

insights into the brighter galaxies. Together, these observations
will provide robust constraints on the shape of the entire
luminosity function and enable us to directly characterize the
ionizing properties of early galaxies.

7. Summary

In this work, we have used deep NIRCam imaging from the
JADES program to measure the high-redshift UV luminosity
function down to faint luminosities of MUV ∼ −17. We search
for high-redshift galaxy candidates at z ∼ 8.5–22.5 (and
identify candidates at z ∼ 8.5–16), measure their properties,
infer both binned and parametric forms of the UV luminosity
function, and discuss the implications of our results for early
galaxy evolution and cosmic reionization. We summarize our
key findings below.

(i) We conduct a search for z ∼ 8.5–22.5 galaxy candidates
using three dropout filters: F115W (probing z ∼ 8.5–12),
F150W (z ∼ 12–16), and F200W (z ∼ 16–22.5). We
color select 309 F115W dropouts, 63 F150W dropouts,
and zero F200W dropouts for a total of 372 candidates
over 163 arcmin2 of JADES NIRCam imaging. The
objects we select span nearly five magnitudes and
generally have the blue rest-UV continuum slopes of
β ≲ −2 that are expected for high-redshift galaxies.

(ii) We use four bins of redshift to calculate the UV
luminosity function: three corresponding to the dropout
filters used for selection and one isolating the subset of
z ∼ 14–16 from the F150W dropouts. At z ∼ 8.5–12
(F115W dropouts), we measure the luminosity function
at −22≲ MUV ≲ −17. At z ∼ 12–16 (all F150W drop-
outs) and z ∼ 14–16 (the z � 14 subset of the F150W
dropouts), we constrain the luminosity function at
−21≲ MUV ≲ −17 and −21≲ MUV ≲ −18, respec-
tively. We also place an upper limit on the z ∼ 16–22.5
UV luminosity function at −21≲ MUV ≲ −17 based
on the absence of F200W dropouts. Using this
large dynamic range of UV luminosities enabled by the
deep JADES imaging over a moderately large area,
we can simultaneously constrain the bright and faint
end of the luminosity function. We find number densities
in general agreement with other measurements of the
high-redshift UV luminosity function from JWST but
measure moderately steeper faint-end slopes (α ∼ −2.3
at z ∼ 13).

(iii) Our measurement of the UV luminosity function is
broadly consistent with models at z ∼ 10, but lies above
theoretical expectations for the UV luminosity function
at z ≳ 12 at all luminosities. Thus, for a given parent
population, the average UV luminosity is higher than
expected, and the abundant bright galaxy population is a
realization of a systematic trend that extends to fainter
luminosities.

(iv) The combination of a high normalization and steep faint-
end slope implies that there may be a large population of
faint galaxies contributing ionizing photons toward
ionizing the Universe. We therefore estimate the
reionization history with our measurement of the UV
luminosity function and physically motivated assump-
tions for ionizing photon production efficiencies and
escape fractions. Given these simple assumptions, the
reionization process can end at z ∼ 5.3 (consistent with
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observations at the end of reionization), even with a large
faint galaxy population. However, the reionization
process can start earlier, leading to volume-averaged
neutral hydrogen fractions of <x 1HI even at z ∼ 10,
which may be consistent with observations of individual
Lyα emitters at these redshifts.

(v) We highlight the importance of future deep observations
to fully characterize the faint galaxy population and their
contribution to reionization. Observations in lensing
fields that are sensitive to significantly fainter luminos-
ities than we have probed in this work, combined with
additional deep imaging in blank fields covering larger
areas, will be crucial to fully and robustly constrain the
faint-end slope and the turnover of the UV luminosity
function.
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