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A B S T R A C T 

To explain the properties of the local galaxy population, theoretical models require active galactic nuclei (AGNs to inject energy 

into host galaxies, thereby expelling outflows of gas that would otherwise form stars. Observational tests of this scenario rely 

on determining outflow masses, which requires measuring the electron density ( ne ) of ionized gas. However, recent studies have 
argued that the most commonly used diagnostic may underestimate electron densities (and hence overestimate outflow masses) by 

several orders of magnitude, casting doubt as to whether ionized AGN-driven outflows can provide the impact needed to reconcile 
observations with theory. Here, we investigate this by applying two different electron–density diagnostics to Sloan Digital 
Sky Survey (SDSS) spectroscopy of the Quasar Feedback (QSOFEED) sample of 48 nearby type-2 quasars. Accounting for 
uncertainties, we find that outflow masses implied by the transauroral-line electron-density diagnostic are significantly lower than 

those produced by the commonly-used ‘strong-line’ [S II ](6717/6731) method, indicating a different origin of these emission lines 
and suggesting that these doubts are justified. Nevertheless, we show that it is possible to modify the [S II ](6717/6731) electron–
density diagnostic for our sample by applying a correction of log 10 ( ne, outflow 

[cm 

−3 ] ) = log 10 ( ne, [S II] [cm 

−3 ] ) + 0 . 75( ±0 . 07) to 

account for this, which results in values that are statistically consistent with those produced using the transauroral-line method. 
The techniques that we present here will be crucial for outflow studies in the upcoming era of large spectroscopic surveys, which 

will also be able to verify our results and broaden this method to larger samples of AGN of different types. 

Key words: ISM: clouds – ISM: jets and outflows – galaxies: active – galaxies: evolution – galaxies: ISM – galaxies: quasars: 
general. 
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 I N T RO D U C T I O N  

lectron density ( ne ) is a key parameter in nebular astrophysics: it is
rucial for calculating ionized gas masses (e.g. R. Minkowski & L.
. Aller 1954 ; D. S. Rupke, S. Veilleux & D. B. Sanders 2005 ; N. R.
ollins et al. 2009 ; S. Veilleux et al. 2020 ; M. Revalski et al. 2021 ;
. I. Arnaudova et al. 2024 ), temperatures (e.g. R. A. Shaw & R. J.
ufour 1995 ; D. E. Osterbrock & G. J. Ferland 2006 ), metallicities

nd cooling rates (e.g. L. J. Kewley & M. A. Dopita 2002 ). As a result,
t is also essential in our understanding of shock- and photoionization 
e.g. L. Binette, A. S. Wilson & T. Storchi-Bergmann 1996 ; M. G.
llen et al. 2008 ; G. J. Ferland et al. 2017 ; R. S. Sutherland & M. A.
opita 2017 ; M. Meenakshi et al. 2022 ). 
In particular, electron densities play a major role in observational 

tudies of gas outflows accelerated by active galactic nuclei (AGN; 
ccreting supermassive black holes in the centres of galaxies), in 
 E-mail: l.holden@herts.ac.uk 
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ommons Attribution License (https://creativecommons.org/licenses/by/4.0/), whic
rovided the original work is properly cited.
hich they are used to calculate the masses of warm-ionized gas
10 000 < Te < 25 000 K; e.g. N. P. H. Nesvadba et al. 2006 ; J. Holt
t al. 2011 ; C. M. Harrison et al. 2014 ; F. Fiore et al. 2017 ; C.
adhunter et al. 2019 ). These masses are then used to calculate
arameters such as mass outflow rate and kinetic power, which are
ey metrics for quantifying the impact that outflows have on the star
ormation of their host galaxies, and hence their general importance 
n galaxy evolution. Commonly, such interpretations are made by 
omparing observationally derived outflow properties to those used 
n models of galaxy evolution which invoke AGN-driven outflows 
see discussions in C. M. Harrison et al. 2018 and C. M. Harrison &
. Ramos Almeida 2024 ). Considering the large-scale observational 

tudies that will be possible with upcoming and existing survey 
acilities, and given that recent simulation work is able to predict
bservable mass outflow rates and kinetic powers for different AGN 

ypes and outflow-acceleration mechanisms (D. Mukherjee et al. 
018 ; R. Y. Talbot, D. Sijacki & M. A. Bourne 2022 ; S. R. Ward
t al. 2024 ), being able to derive these properties from observations
obustly is now especially important. 
is is an Open Access article distributed under the terms of the Creative
h permits unrestricted reuse, distribution, and reproduction in any medium,

http://orcid.org/0000-0002-1721-1918
http://orcid.org/0000-0002-1128-0592
http://orcid.org/0000-0001-8353-649X
http://orcid.org/0009-0003-7025-089X
http://orcid.org/0000-0001-5018-909X
http://orcid.org/0000-0002-3493-6638
mailto:l.holden@herts.ac.uk
https://creativecommons.org/licenses/by/4.0/


2 L. R. Holden et al.

M

 

A  

i  

l  

e  

d  

u  

(  

2  

2  

t  

w  

o  

p
 

d  

r  

2  

M  

p  

2  

r  

o  

r
 

t  

B  

[  

a  

h  

2  

A  

2  

R  

e  

o  

t  

t  

t  

w  

C  

f  

q  

b  

t  

t
 

i  

y  

f  

[  

t  

v  

q  

2  

S  

f  

d  

p  

f  

m  

c  

S
d  

C  

a  

t  

t  

e  

p  

t  

t
 

s  

f  

a  

m  

S  

g

2

O  

e  

i

2

I  

A  

T  

(  

2  

h  

e  

P  

2  

Z
 

1  

D  

(  

l  

b  

4  

6  

2
 

w  

d  

8  

t  

n  

a

2

O  

o  

e  

B  

2  

3  

t  
However, the true mass outflow rates and kinetic powers of
GN-driven outflows remain highly uncertain due to difficulties

n measuring them observationally. Principally, this is because of
imitations of the methods that are traditionally used to estimate
lectron densities. It has been argued that the most commonly used
ensity diagnostic, the [S II ](6717/6731) flux ratio, may potentially
nderpredict true electron densities by several orders of magnitude
M. Rose et al. 2018 ; D. Baron & H. Netzer 2019 ; M. Revalski et al.
022 ; L. R. Holden & C. N. Tadhunter 2023 ; L. R. Holden et al.
023 ; G. Speranza et al. 2024 ): the ratio is only strongly sensitive
o densities in the range 2 . 0 � log 10 ( ne [cm 

−3 ] ) � 3 . 5, outside of
hich it becomes saturated. Thus, if the true electron densities of
utflowing gas are above the upper limit of this range, the ratio will
rovide potentially significant underestimations. 
Meanwhile, studies using alternative density diagnostics have

emonstrated that AGN-driven ionized-gas outflows can have a wide
ange of densities (2 . 0 < log 10 ( ne [cm 

−3 ] ) < 7 . 0; N. R. Collins et al.
009 ; D. M. Crenshaw et al. 2015 ; D. Baron & H. Netzer 2019 ;
. Revalski et al. 2021 , 2022 ). Since mass outflow rates and kinetic

owers depend inversely on electron density (see C. M. Harrison et al.
018 ), this indicates that ionized outflows may have a significantly
educed impact on host galaxies than would be expected based
n electron–density measurements made with the [S II ](6717/6731)
atio. 

In particular, a technique first introduced by J. Holt et al. ( 2011 )
hat makes use of the higher-critical-density transauroral (J. C.
oyce, D. H. Menzel & C. H. Payne 1933 ) [O II ] λλ7319 , 7330 and

S II ] λλ4068 , 4076 emission lines has now been used to determine
 similarly wide range of electron densities for outflows in galaxies
osting AGN of various types, including Seyferts (R. Davies et al.
020 ; L. R. Holden & C. N. Tadhunter 2023 ), quasars (C. Ramos
lmeida et al. 2019 ; P. S. Bessiere et al. 2024 ; G. Speranza et al.
024 ), ultraluminous infrared galaxies (ULIRGs; M. Rose et al. 2018 ;
. A. W. Spence et al. 2018 ), and compact radio galaxies (F. Santoro
t al. 2018 , 2020 ). Moreover, using spatially resolved observations
f a nearby Seyfert 2 galaxy, L. R. Holden et al. ( 2023 ) demonstrated
hat, for the same outflowing gas clouds, the densities measured by
he [S II ](6717/6731) ratio were half-an-order of magnitude lower
han those measured with the transauroral-line method despite being
ithin the sensitivity range of the former technique. In addition,
. Ramos Almeida et al. ( 2025 ) found that the densities derived

rom high-ionization [Ne V] 14 . 3 , 24 . 3μ m emission lines in five
uasars were similar to those measured from the transauroral lines,
ut significantly larger than those produced by the [S II ] ratio. Taken
ogether, these results indicate a different physical origin for the
ransauroral and [S II] λλ6717 , 6731 lines. 

Although the transauroral-line technique now finds regular use
n observational studies of AGN-driven outflows, there has not
et been a study that focuses on comparing the densities derived
rom this method to those obtained using the commonly used
S II ](6717/6731) ratio for a large number of objects. To address
his, here we perform statistical analyses of the electron-density
alues produced by both diagnostics for the 48 nearby type-2
uasars (QSO2s) of the QSOFEED sample (C. Ramos Almeida et al.
022 ). Using the transauroral lines and [S II ](6717/6731) ratio, P.
. Bessiere et al. ( 2024 ) derived electron densities for this sample
or use in mass-outflow-rate calculations, but did not perform a
etailed comparison of the two techniques. Moreover, there are
otentially significant uncertainties associated with modelling the
aint transauroral emission lines, as well as the density-measurement
ethods themselves (which may incur errors of 0.2–0.7 dex in the

ase of the transauroral-line technique; F. Santoro et al. 2020 ).
NRAS 545, 1–14 (2026)
ince this will impact direct comparisons between the two electron–
ensity diagnostics, in this study, we use Markov Chain Monte
arlo (MCMC) emission-line fitting and develop a new Monte Carlo
pproach to electron–density measurement that allows us to ensure
hat our comparisons are sufficiently robust. In this way, we aim
o accurately quantify the differences in the values derived from
ach technique, provide a firm basis for interpretations regarding the
hysical origin of the emission lines involved, and search for ways
o improve electron–density measurements for future observational
ests of the role of AGN-driven outflows in galaxy evolution. 

This paper is structured as follows. In Section 2 , we describe the
ample of QSO2s and the spectroscopic observations; our method
or fitting the spectra of these objects is detailed in Section 3 . The
pproach we take to measuring electron densities using the two
ethods is given in Section 4 , the results of which we present in
ection 5 and discuss in a broader context in Section 6 . Finally, we
ive our conclusions in Section 7 . 

 SAMPLE  A N D  OBSERVATI ONS  

ur sample and observations are described in detail by P. S. Bessiere
t al. ( 2024 ), from which we provide a summary of the most relevant
nformation here. 

.1 The QSOFEED sample 

n this work, we consider the complete QSOFEED (C. Ramos
lmeida et al. 2022 ; P. S. Bessiere et al. 2024 ) sample of 48 QSO2s.
he QSOFEED project aims to quantify the properties of multiphase

gas of different temperatures and conditions; see C. Cicone et al.
018 ) AGN-driven outflows and to determine their impact on their
ost galaxies (see C. Ramos Almeida et al. 2019 , 2022 ; G. Speranza
t al. 2022 ; A. Audibert et al. 2023 ; C. Ramos Almeida et al. 2023 ;
. S. Bessiere et al. 2024 ; L. R. Holden et al. 2024 ; G. Speranza et al.
024 ; A. Audibert et al. 2025 ; C. Ramos Almeida et al. 2025 ; M. V.
anchettin et al. 2025 ). 
The sample consists of all objects with z < 0 . 14 and L[O III] >

042 erg s−1 in the catalogue of Sloan Digital Sky Survey (SDSS:
. G. York et al. 2000 ) type-2 quasars presented by R. Reyes et al.

 2008 ), which itself was defined based on optical emission-line ratios,
ine widths, and [O III ] equivalent width. The resulting objects have
olometric luminosities in the range 44 . 9 < log 10 ( Lbol [erg s −1 ]) <
6, high stellar masses (10 . 6 < log 10 ( M� [M �] ) < 11 . 7), and
5+ 6 

−7 per cent are undergoing a merger event (J. C. S. Pierce et al.
023 ). 
We chose this sample for our study because prior analysis of the

arm-ionized-gas kinematics (derived from the [O III ] λλ4959 , 5007
oublet) by P. S. Bessiere et al. ( 2024 ) revealed that at least
5 per cent of the objects present clear signatures of outflows in
heir spectra. Moreover, the spectra of the objects display promi-
ent [S II ] λλ4068 , 4076, [S II ] λλ6717 , 6731, [O II ] λλ3726 , 3729,
nd [O II ] λλ7319 , 7330 emission lines. 

.2 SDSS and BOSS spectra 

f the 48 targets that comprise the QSOFEED sample, spectra
f 43 were taken from the SDSS legacy survey (K. N. Abazajian
t al. 2009 ), with spectra for the remaining five targets taken from
OSS (Baryon Oscillation Spectroscopic Survey: K. S. Dawson et al.
013 ) observations. The former spectra have a wavelength range of
800–9200 Å and a spectral resolution of R = 1800–2200, while
he latter have a wavelength range of 3600–10 000 Å and a spectral

https://research.iac.es/galeria/cristina.ramos.almeida/qsofeed/
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esolution of R = 1300–2600. We note that, while the fibre diameters
f the two spectrographs differ (3 arcseconds for SDSS; 2 arcseconds 
or BOSS), our analysis is not affected by this since we consider
mission-line-flux ratios exclusively. However, we note that, due to 
mission-line contamination from star formation in the host galaxy, 
uch aperture effects may be significant for future works that use 
amples of low-luminosity AGN. 

The wavelength ranges for both data sets cover the emission 
ines required for the transauroral-line technique at the redshifts of 
he targets. However, the relatively-low spectral resolution prevents 
obust separation of broad (outflowing) and narrow (non-outflowing) 
omponents for all of the required emission-line profiles. Thus, we 
onsider only total line fluxes in our analysis 1 . 

 SP ECTR A L  FITTING  

.1 Preparation of spectra 

o fit the spectra in our sample, we made use of the spectral-fitting
ode that we have developed for the upcoming WEAVE-LOFAR 

urvey (D. J. B. Smith et al. 2016 ) – this code is based on that used
y M. I. Arnaudova et al. ( 2024 , 2025 ), and L. R. Holden & C.
. Tadhunter ( 2025 ). First, the spectra were de-redshifted using the
DSS redshift values, and the extinction values from the dust maps of
. J. Schlegel, D. P. Finkbeiner & M. Davis ( 1998 ) were used to cor-

ect each for Galactic extinction using the Rv = 3 . 1 E. L. Fitzpatrick
 1999 ) extinction law; this was implemented using the EXTINCTION 

YTHON module ( https://extinction.readthedocs.io/en/latest/ ) . 

.2 Stellar continuum modelling and subtraction 

ince the transauroral [O II ] λλ7319 , 7330 and [S II ] λλ4068 , 4076
mission lines are typically faint relative to the continuum, we 
odelled and subtracted the stellar continuum for each object 

efore performing the emission-line fits. We first masked regions 
orresponding to ±750 km s−1 around all emission lines and then 
sed the PPXF code (M. Cappellari & E. Emsellem 2004 ; M.
appellari 2017 , 2023 ) with the G. Bruzual & S. Charlot ( 2003 )

tellar templates to fit the continuum in logarithmic-wavelength 
pace. In many cases, a mixture of different templates was required 
o adequately fit the continuum. After the fits were completed, the 
esulting stellar-continuum model was interpolated onto the linear 
avelength scale of the original spectrum. 
Key stellar features, such as the Ca II K, Mg I , and G-band

bsorption, were used to verify the accuracy of the fits (see example
n Appendix A ). After deeming the fits acceptable, we subtracted the
odelled stellar continua from the spectra. 

.3 Emission-line fitting 

fter subtracting the modelled stellar continua, we fit the 
ines required for our density diagnostics ([O II ] λλ3726 , 3729,
 Studies of higher spectral resolution have presented evidence that outflowing 
as has higher electron densities than non-outflowing gas by 0.2–2.0 dex (J. 
olt et al. 2011 ; M. Rose et al. 2018 ; L. R. Holden et al. 2023 ; Holden 

t al., in preparation; see also M. Perna et al. 2017 & D. Kakkad et al. 2018 ). 
ince we do not separate outflowing and non-outflowing emission here, it 

s likely that our derived electron density values for both techniques are 
nderestimates. 

s
 

l

2

[
s
s

S II ] λλ4068 , 4076, [S II] λλ6717 , 6731, [O II] λλ7319 , 7330 2 ) si-
ultaneously in velocity space using MCMC sampling. This is 

mplemented in our emission-line fitting code using the EMCEE 

ython package (D. Foreman-Mackey et al. 2013 ), which is an
mplementation of the Affine Invariant MCMC Ensemble sampler (J. 
oodman & J. Weare 2010 ). Since our models contain a large number 
f parameters in many cases, we used the Differential Evolution 
arkov Chain (DE–MC) algorithm described by C. ter Braak & J.
rugt ( 2008 ) for efficient sampling of high-dimensionality posterior 
istributions. 
The number of walkers in the MCMC chains was set to be

wice the number of dimensions (i.e. parameters) of the model. At
very 1000 steps, the autocorrelation time for each parameter was 
alculated from the latter half of its respective walker chain – if all
utocorrelation times were less than 5 per cent of half of the current
hain length then the chains were considered to be converged, and
herefore the sampling was stopped. 

The emission lines were modelled using Ng Gaussian components, 
here Ng is iteratively increased from one. For each iteration, the 
ayesian Information Criterion (BIC) was used to quantify if the 
uality-of-fit had improved while accounting for the increased model 
omplexity; following the recommendations of A. E. Raftery ( 1995 ),
f the decrease in BIC was greater than 6 (i.e. BIC Ng 

− BIC Ng+ 1 > 

) then the iteration was accepted, and the process was repeated
ntil this criterion was not satisfied. In this way, we were able to
escribe the complex emission-line profiles that are expected for 
utflowing gas while avoiding overfitting; 45 objects (93.8 per cent 
f the sample) required more than one Gaussian component in their
mission-line models, 31 (64.6 per cent of the sample) required three
r more Gaussian components, and 5 (10.4 per cent of the sample)
equired four Gaussian components. 

Priors for model parameters in the MCMC routine were physically 
otivated: for example, the Gaussian peak fluxes and widths were 

onstrained to be positive, and the peak fluxes for Gaussian compo-
ents within doublets were forced to be within the ratio ranges estab-
ished by atomic physics (0 . 41 < [O II](3729 / 3726) < 1 . 50; 3 . 01 <
S II](4068 / 4076) < 3 . 28, 0 . 46 < [S II](6717 / 6731) < 1 . 45; deter-
ined using the PYNEB PYTHON package: V. Luridiana, C. Morisset 
 R. A. Shaw 2015 ). While the velocity shift and width of a

iven Gaussian component was the same for all emission lines, 
he peak fluxes were allowed to vary within these priors. We
ote that we also included the bright H β, [O III] λ4959 , 5007, and
 α+[N II] λλ6548 , 6583 lines in our fits (with fixed flux ratios of 1 :
 . 99 and 1 : 2 . 92 for the [O III] λ4959 , 5007 and [N II] λλ6548 , 6583
oublets, respectively) in order to better constrain the profiles of 
he fainter transauroral lines, although we do not consider these in
ur analysis. In order to ensure that the walkers converged to the
verall regions of maximum probability as quickly as possible, their 
nitial positions in parameter space were determined using a least- 
quares fit of the model for a given iteration, with bounds set to be the
ame physically-motivated constraints that were used for the MCMC 

riors. An example of the resulting fit to one of the objects in our
ample using our spectral-fitting routine is shown in Fig. 1 . 

After fitting the spectrum for each object in this way, the emission-
ine fit parameters (the peak fluxes, centroid wavelengths, and widths 
MNRAS 545, 1–14 (2026)

 Each line in the [O II ] λλ7319 , 7330 doublet is actually itself a doublet: 
O II ] λλ7319 , 7320 and [O II ] λλ7330 , 7331. Considering that the wavelength 
eparations of the lines in these doublets are far below the resolution of our 
pectra, we model them as single lines. 
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M

Figure 1. Spectral fit to the flux-normalized, de-redshifted spectrum of the QSO2 J1405 + 40 that was produced using our fitting routine. The observed spectrum 

is represented by the solid black line, with 1 σ flux uncertainties shown in shaded grey; the overall fit to the spectrum is shown as a solid red line; the emission-line 
model is shown as a dashed–dotted blue line, and the stellar-continuum fit (see Section 3.2 and Fig. A1 ) is shown as a dashed orange line. The full wavelength 
range of the spectrum is shown in the top panel (in which the flux axis is shown logarithmically for presentation purposes); the other panels show the fits to key 
emission lines used in our analysis along with the [O II] λλ4959 , 5007 doublet and H α + [N II] λλ6548 , 6583 lines that we include to better constrain the fits. 
Here, the emission-line models have been offset to the level of the continuum for presentation purposes. 
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f the Gaussians) were determined by taking the 50th percentiles
f the marginalized posterior distributions, with 1 σ uncertainties
stimated based on the 16th and 84th percentiles. The summed
otal flux and associated uncertainty of all Gaussian components
or each emission line, which we present in Table B1 , were then
alculated using these values. All of the required diagnostic emission
ines/doublets are detected to at least the 3 σ level, except for the
ransauroral [O II ] λλ7319 , 7330 doublet in one object (J1533 + 35). 

 A  M O N T E  C A R L O  APPROACH  TO  

LEC TRON–DEN SITY  MEASUREMENT  

n addition to the flux uncertainties from the emission-line fits,
here are several other sources of uncertainty that are involved when
alculating electron densities using both the [S II ](6717/6731) ratio
nd the transauroral-line technique presented by J. Holt et al. ( 2011 ),
hich we discuss in this section. To ensure that our calculated values

ccounted for this, here we derive electron densities by generating
0 000 Monte Carlo realizations for each object using both methods.

.1 Electron densities from the [S II ](6717/6731) ratio 

he [S II ](6717/6731) flux ratio is the most commonly used electron–
ensity diagnostic in nebular and AGN-driven-outflow studies (see
hapter 5 of D. E. Osterbrock & G. J. Ferland 2006 for an introduc-

ion). It is strongly dependent on electron density between values of
NRAS 545, 1–14 (2026)
 . 0 � log 10 ( ne [cm 

−3 ] ) � 3 . 5, beyond which it becomes asymptotic
see Fig. 2 ). Therefore, by measuring the ratio of the fluxes of the
wo lines in the doublet and comparing this to the values expected
rom atomic physics, electron densities can be estimated. In Fig. 2 ,
e show the [S II ](6717/6731) flux ratio as a function of electron
ensity along with the measured value for each of the objects in our
ample, which we determined in the following way. 

To calculate an electron density value for each Monte Carlo real-
zation, we began by randomly drawing [S II ] λ6717 and [S II ] λ6731
ux values from normal distributions with the means taken to be the
alues derived from the MCMC chains and the deviations taken to be
he associated uncertainty. We then used these values to calculate a
S II ](6717/6731) ratio for the realization. To ensure that the resulting
andomly-drawn ratio values were physical, we set any that fell
utside the range 0 . 46 < [S II] (6717 / 6731) < 1 . 45 to its upper or
ower limit, whichever was closest. 

Another source of uncertainty in calculating electron densities
ith this ratio is its weak dependence on electron temperature; this

ffect is shown as a shaded region in Fig. 2 . Therefore, for each
ealization, we randomly selected an electron–temperature value
rom a normal distribution of mean 15 000 K and standard deviation
000 K, chosen to cover typical temperatures in the narrow-line
egions (NLRs) of AGN (D. E. Osterbrock & G. J. Ferland 2006 );
hese temperatures are comparable to those derived for six objects
n the QSOFEED sample (12 000 < Te < 17 000 K; Cezar et al., in
rep.). The randomly chosen [S II ](6717/6731) ratio and electron–
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Figure 2. The variation of the [S II ](6717/6731) flux ratio with electron 
density, as modelled using the PYNEB module for an electron temperature of 
Te = 15 000 K (black line); the shaded grey area shows the values of the ratio 
between 8000 < Te < 22 000 K. The solid red lines indicate the measured 
ratio with 1 σ uncertainties for each object in the sample at its corresponding 
electron-density value. 
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Figure 3. Example transauroral-line-ratio ( T R) grid for an ionizing-source 
spectral index of α = 1 . 5, an ionization parameter of log U = −3 . 00, and 
solar-metallicity gas; the black points represent the line ratios predicted by 
this photoionization model for gas of different electron densities (2 . 00 < 

log 10 ( ne [cm 

−3 ]) < 6 . 00) and colour-excess values (0 . 01 < E( B − V ) < 

1 . 00). The blue shaded regions contain 67 per cent of the Monte Carlo 
realizations for each object in our sample. 
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emperature values were then used to determine an electron density 
or each realization using the PYNEB python package; we combined 
ll realizations to produce an electron–density distribution for each 
bject. 

.2 Electron densities from the transauroral-line technique 

n addition, we measure electron densities for each object using 
he technique introduced by J. Holt et al. ( 2011 ), which involves

easuring two transauroral-line flux ratios ( T R) and comparing them 

o the predictions of photoionization modelling: 

T R([O II] ) = F (3726 + 3729) /F (7319 + 7331) , (1) 

T R([S II] ) = F (4068 + 4076) /F (6717 + 6731) . (2) 

We generated plane-parallel, radiation-bounded photoionization 
odels for gas with no dust depletion and of varying number 

ensity using version C23 of the CLOUDY code (M. Chatzikos et al.
023 ). Since we have no direct prior information about the AGN
pectral-energy-distributions (SEDs), ionization parameters or gas 
etallicities of the objects in our sample, we generated a series of
odels in which we vary these parameters within reasonable ranges 

hat are expected for the interstellar medium (ISM) under a variety of
onditions 3 – this process is detailed in Appendix C . For each model,
e applied dust extinction to the simulated values of the transauroral-

ine-ratios using the Rv = 3 . 1 extinction law from J. A. Cardelli, G.
 L. R. Holden & C. N. Tadhunter ( 2023 ) demonstrated that in the case of 
hock-ionized gas, an error of ±0 . 38 dex is induced in electron densities 
easured using T R grids produced by photoionization modelling. However, 
e highlight that this potential uncertainty is smaller than that induced by 
arying the photoionization model parameters, and so we do not directly 
ccount for potential shock ionization in this work. 

9  

t  

l  

w  

w  

t  

fi  
. Clayton & J. S. Mathis ( 1989 ) with colour excesses in the range
 . 0 < E( B − V ) < 1 . 0. This process resulted in grids of simulated
 R values, an example of which is shown in Fig. 3 as joined black
quares. 

Measured T R values for our sample were calculated by randomly
ampling from normal distributions based on the measured line fluxes 
nd their associated uncertainties, as we did for the [S II ]-derived
ensities in Section 4.1 . For each realization, we randomly selected
ne of the photoionization models that we generated and solved the
nalytical expression derived in Appendix C to calculate electron–
ensity values: 

Alog 10 n
3 
e + Blog 10 n

2 
e + Clog 10 ne + D 

= log 10 T R([O II] ) − mlog 10 T R([S II] ) 
(3) 

here A , B, C, D, and m are constants, all of which (except m )
epend on the parameters of the photoionization model; the values of
hese constants for different model parameters are given in Table C1 .

For individual objects, we estimate electron–density values for 
ach technique as the 50th percentile of the respective Monte Carlo
ensity distributions, and the upper and lower uncertainties as the 
6th and 84th percentiles – we present these values in Table D1 . 
To verify the extent to which the outflowing gas dominates the

ine profiles, for each Monte Carlo realization, we also calculated the
on-parametric velocity width for the line profile of [O III] λ5007. 
his was done by measuring the velocities that contained 10 and
0 per cent of the total line flux ( v10 and v90 , respectively) and using
hese to calculate the velocity width that contains 80 per cent of the
ine flux ( W80 = v90 –v10 ). We show the distribution of the velocity
idths measured in this way for the entire sample in Fig. 4 , from
hich it can be seen that high velocities dominate the line profiles;

he mean value is W80 = 797 ± 60 km s−1 . This closely follows the
ndings of P. S. Bessiere et al. ( 2024 ), who found that the majority
MNRAS 545, 1–14 (2026)
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M

Figure 4. Non-parametric velocity width ( W80 ; the velocity width containing 
80 per cent of the total line flux) distribution for the [O III] λ5007 emission- 
line profiles in our sample. The dashed yellow line corresponds to a line 
width of 400 km s−1 , above which the profiles can be considered to have a 
significant non-rotational component (see P. S. Bessiere et al. 2024 ). 

Figure 5. Two-dimensional histogram of electron densities measured by 
the transauroral-line-technique ( T R) and [S II](6717/6731) flux ratio for the 
10 000 Monte Carlo realizations for each object in the QSOFEED sample; 
one-dimensional histograms for the densities derived from each method are 
shown above and to the right. The black contours contain 10, 30, 50, 70, 
and 90 per cent of all realizations for the entire sample, while the grey shaded 
regions contain 67 per cent of the realizations for individual objects. The solid 
red line represents the one-to-one relation between densities measured with 
each technique – it can be seen that the majority of the realizations fall below 

this line, indicating that the T R method systematically produces values that 
are ∼0.8 dex higher than the [S II ] ratio. 

(  

t  

t  

d

5

I  

r  

w  

c  

s  

l  

o  

i  

h

Figure 6. Electron-density histograms produced using different diagnostics 
with our Monte Carlo approach for the QSOFEED sample: the transauroral- 
line technique ( T R; blue solid bars), the [S II ](6717/6731) ratio without 
correction (dashed yellow line), and the [S II](6717/6731) ratio with a 
correction factor of 0.75 dex (solid red line). The former two methods produce 
distinct electron–density distributions, with values from the T R technique 
being systematically higher and extending to higher values than can be 
measured with the [S II ] ratio. However, values produced using the [S II ] ratio 
with our correction factor are statistically consistent with those produced with 
the transauroral lines for our sample. 
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85 per cent) of the QSOFEED sample have [O III] λ5007 W80 values
hat are above what is measured for the stellar populations. Hence,
his is a strong indication that the line profiles of our sample are
ominated by outflowing-gas emission. 

 RESU LTS  

n Fig. 5 , we present a two-dimensional histogram of all Monte Carlo
ealizations for which the randomly drawn [S II ](6717/6731) values
ere within the ratio limits (0 . 46 < [S II](6717 / 6731) < 1 . 45). It

an be seen that the distribution of electron–density values is
ystematically offset towards those measured using the transauroral-
ine technique, with the peak lying ∼0.8 dex away from the one-to-
ne line (shown in red) along the log 10 ( ne,TR ) axis. This is a clear
ndication that the transauroral-line method produces systematically
igher densities than the [S II ](6717/6731) ratio. 
NRAS 545, 1–14 (2026)
The one-dimensional electron–density histograms from each tech-
ique, shown in Fig. 6 , clearly show that the values derived from
he transauroral-line ratios and the [S II ](6717/6731) ratio follow
ifferent distributions. The distribution for the transauroral-line
echnique peaks at a higher electron density and extends to higher
alues (4 . 0 < log 10 ( ne [cm 

−3 ] ) < 5 . 0) that have no corresponding
ealizations from the [S II ](6717/6731) ratio. We quantified this
ifference by measuring the means of each distribution (and the
ssociated standard error of the mean for each), which we found
o be log 10 ( ne, T R [cm 

−3 ] ) = 3 . 55 ± 0 . 06 and log 10 ( ne, [S II] [cm 

−3 ] ) =
 . 80 ± 0 . 04. 
To attempt to quantify any potential relationship between the den-

ity distributions from the two diagnostics, we added the difference of
he means of the distributions (0 . 75 ± 0 . 07 dex) to the [S II ]-derived
ensity values. We present the resulting histogram, plotted over the
riginal T R-derived densities, in Fig. 6 . 
The resulting ‘corrected’ [S II ] (6717/6731) density distribution

ppears similar in shape to that derived from the transauroral-line
echnique. To determine if the distributions differ, we randomly
rew 48 samples from each (matching our sample size) 10 000 times
nd performed Kolmogorov–Smirnov (KS) tests – we found that
3.1 per cent of the p-values from these tests lie above a significance
evel of 0.05, meaning that we cannot reject the null hypothesis that
he samples are drawn from the same parent distribution. Overall,
his is evidence that, for our sample, the corrected [S II]-derived
lectron densities are statistically comparable to those derived from
he transauroral lines. 

 DI SCUSSI ON  

e have used a Monte Carlo approach to determine electron
ensities for the warm-ionized gas outflows in the QSOFEED sample
f 48 nearby QSO2s using two techniques: the commonly used
S II ](6717/6731) ratio and the transauroral-line-ratio ( T R) method.
ur results have shown that the density measurements produced
y the [S II ] ratio are systematically lower than those produced by
he T R technique, and that the densities from each follow different
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istributions. Moreover, we have demonstrated that the difference 
f the means of these distributions can be used to correct [S II ]-
erived densities, resulting in an electron–density distribution that 
s consistent with the one produced using the transauroral lines 
or our sample. In this section, we discuss the physical interpre- 
ations of these results, propose a correction factor for densities 
erived using the [S II ](6717/6731) ratio, and suggest use cases 
or the two density diagnostics in future studies of AGN-driven 
utflows. 

.1 Physical interpretation of the differences in density 
roduced by the two diagnostics 

s can be clearly seen in the electron–density distributions pro- 
uced using the [S II ](6717/6731) ratio and the transauroral-line 
echnique (Figs 5 and 6 ) – and as was quantified in Section 5 –
he T R-derived densities for our sample are systematically higher 
y 0 . 75 ± 0 . 07 dex. This can be explained as the transauroral
O II ] λλ7319 , 7330 and [S II ] λλ4068 , 4076 lines tracing denser gas
han the [S II ] λλ6717 , 6731 doublet. Such an interpretation is con-
istent with what would be expected based on the higher critical 
ensities of the transauroral lines (see appendix A in L. R. Holden
 C. N. Tadhunter 2023 ) and the locally optimally emitting cloud
odel presented by J. Baldwin et al. ( 1995 ), in which combinations

f clouds of different densities and distances from the central 
onizing source can explain the observed line strengths in quasar 
pectra. 

In this context, it is important that L. R. Holden et al. ( 2023 ) used
patially resolved observations of the outflows in the Seyfert 2 galaxy 
C 5063 to provide evidence that the transauroral lines are emitted at
he same locations as (and with similiar kinematics to) other key diag-
ostic lines (including [S II ] λλ6717 , 6731 and [O III ] λλ4959 , 5007),
ndicating that they trace different parts of the same clouds or cloud
omplexes. This suggests that it is electron density, not distance from
he ionizing source, that is the dominant parameter for determining 
he relative strength of commonly-used outflow-diagnostic lines. 
herefore, given that the [O III ] λλ4959 , 5007 lines – which are often
sed as a kinematic tracer for ionized outflows (e.g. M. Whittle 
t al. 1988 ; D. M. Crenshaw & S. B. Kraemer 2000 ; V. Das, D.
. Crenshaw & S. B. Kraemer 2007 ; J. R. Mullaney et al. 2013 ;
. Tadhunter et al. 2019 ) – have a higher critical density than the
 R lines, our results support a scenario in which the transauroral
O II ] λλ7319 , 7330 and [S II ] λλ4068 , 4076 lines trace parts of cloud
omplexes that have a density in between those that emit the 
S II ] λλ6717 , 6731 and [O III ] λλ4959 , 5007 doublets. Thus, we argue
hat in cases where kinematics have been established with the 
O III ] λλ4959 , 5007 doublet, the transauroral lines are a better tracer
f the observed outflowing gas than the [S II ] λλ6717 , 6731 doublet.
his is supported by the recent findings of C. Ramos Almeida et al.
 2025 ), who used mid-infrared spectroscopy of five objects in the
SOFEED sample to show that the densities derived from the flux ra-

io of the high-critical-density, high-ionization [Ne V] 14 . 3 , 24 . 3μ m 

mission lines are comparable to those derived from the transauroral 
ines. 

.2 A [S II ](6717/6731) electron–density correction factor for 
GN-driven outflow studies 

ince the transauroral lines are sensitive to densities that are closer 
o the critical density of the [O III ] λλ4959 , 5007 doublet, there is
 clear motivation to use the T R technique when calculating the
roperties of AGN-driven outflows. However, a major limitation of 
he transauroral-line method is that the lines involved are typically 
aint – therefore limiting their use beyond deep observations of 
earby objects – and require a wide wavelength coverage (3700–
400 Å at z = 0) to detect. 
In the case where the transauroral [O II ] λλ7319 , 7330 and

S II ] λλ4068 , 4076 lines are not detected, we propose the use of the
ifference of the means of the logarithmic [S II ](6717/6731) and T R 

lectron–density distributions as a correction factor to improve [S II ]
ensity estimates. In this way, the systematic offset in measured 
ensity – which we interpret as the different lines arising from 

istinct parts of outflowing clouds – can be accounted for. As 
emonstrated in Section 5 , a correction factor of 0 . 75 ± 0 . 07 dex
an be added to [S II ](6717/6731) electron–density measurements for 
ur sample to produce values that are comparable to those derived
rom the transauroral-line method. This represents a significant 
mprovement in accuracy over using the [S II ] ratio alone or simply
ssuming values of 1 . 5 < log 10 ( ne [cm 

−3 ] ) < 3 . 0, the latter of which
s sometimes done (e.g. G. Liu et al. 2013 ; R. Genzel et al. 2014 ;
. Fiore et al. 2017 ; A. Travascio et al. 2024 ; A. Vayner et al.
024 ). 
Since we do not separate outflowing gas (which has been observed

o have higher densities: J. Holt et al. 2011 ; M. Rose et al.
018 ) from non-outflowing gas, our correction factor is likely 
n underestimate for AGN-driven outflows due to the saturation 
f the [S II](6717/6731) ratio at high densities (see Fig. 2 ). To
nvestigate this, we repeated the analysis presented in Section 4 using
nly the broad Gaussian components (full width half maximum > 

00 km s−1 ) of the fits which were detected at the 3 σ level in a
iven Monte Carlo realization; the line widths of these components 
re too large to be explained by regular rotation of host galaxies, and
ence we interpret them as arising from outflowing gas. The densities
erived from the two techniques for these broad components, where 
ossible, are presented in Table D1 ; we are able to make [S II ]-
echnique measurements for the broad components for 40 objects, 
nd T R measurements for 21 objects. Considering the uncertainties, 
ll of these density values are consistent with those measured from the
otal line profiles. Moreoever, we found that the difference between 
he means of the resulting [S II ] and T R electron–density distributions
as 1 . 01 ± 0 . 13 dex – using this as a correction factor for the [S II ]
easurements once again produced an electron–density distribution 

hat was statistically indistinguishable from that derived from the T R 

ethod. This value is consistent within 2 σ to that which we derived
sing the sum of all components in the emission-line fits (Section 5 ),
nd the difference between these values (0 . 25 ± 0 . 15 dex) is far lower
han the value of the correction factor itself. We note that blending
etween individual line components makes it difficult to robustly 
eparate outflowing and non-outflowing emission in our SDSS 

pectra, which adds additional uncertainty to this approach; future 
tudies with upcoming, higher-spectral-resolution survey spectro- 
raphs such as WEAVE (S. Jin et al. 2023 ) and 4MOST (R. S. Jong
t al. 2012 ) will be able to address this. For these reasons, here we
avour the use of the value that is derived from the total line profiles
0 . 75 ± 0 . 07 dex). 

For a measured [S II ] density of log 10 ( ne [cm 

−3 ] ) = 3, applying this
orrection factor results in an increase in density of approximately 
 factor of 6. Since derived mass outflow rates and kinetic powers
epend inversely on the electron density (see C. M. Harrison et al.
018 ), this corresponds to a factor-of-6 decrease in these parameters.
his could potentially change the interpretations made regarding the 

mpact that a given ionized outflow has on the star formation of
ts host galaxy and, more generally, the importance of AGN-driven 
utflows in galaxy evolution. 
MNRAS 545, 1–14 (2026)
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.3 Defining use cases for the [S II](6717/6731) ratio and the 
ransauroral-line technique 

ased on the discussion given in Section 6.1 , we argue that AGN-
riven-outflow studies that use the [O III ] λλ4959 , 5007 lines for
as kinematics should use the transauroral-line electron–density
iagnostic where possible: in addition to the densities produced by
his method being systematically larger than those measured with
he [S II ](6717/6731) doublet, it is also sensitive to a wider range
f densities and does not require measurement of individual lines
n doublets with small wavelength separations. The latter advantage
s particularly relevant for outflow studies, in which the kinematics
ften lead to complex line profiles and broad line widths, resulting
n blending between the [S II] λ6717 and [S II] λ6731 lines. 

However, in cases where it is not possible to use the transauroral
ines, the [S II ](6717/6731) ratio can be used with the correction
actor of 0 . 75( ±0 . 07) dex that we proposed in Section 6.2 to provide
utflow electron–density estimates that are more accurate than using
his ratio without correction or assuming a value: 

og 10 ( ne, outflow [cm 

−3 ] ) = log 10 ( ne, [S II] [cm 

−3 ] ) + 0 . 75( ±0 . 07) (4) 

owever, care should be taken with this approach since the correction
actor is specific to the QSOFEED sample: due to differences in cloud
onditions (namely ionization and density), its value will likely vary
or other samples of AGN. Emission-line studies performed with
arge spectroscopic surveys will be able to derive other sample-
pecific correction factors and determine the extent of any variation.

Moreover, the [S II ]-correction-factor approach does not account
or the [S II ](6717/6731) ratio curve becoming asymptotic (Fig. 2 ),
hich may still lead to significant underestimations in the case of
igh-density gas (log 10 ( ne [cm 

−3 ]) > 4). This may be addressed by
equiring that any measured [S II ](6717/6731) ratio values lie far from
he limits defined by atomic physics, and taking an upper/lower limit
therwise (as was done by L. R. Holden et al. 2023 , P. S. Bessiere
t al. 2024 and L. R. Holden & C. N. Tadhunter 2025 ). Furthermore,
se of this ratio should be avoided altogether in cases where the
ines show a high degree of blending due to broad and complex line
rofiles. 
In general, an appropriate diagnostic should be chosen based on

he gas which is the target of the study. In the case where lower-
ensity, lower-ionization gas (e.g non-outflowing gas that has not
een compressed by an outflow-acceleration mechanism: J. Holt et al.
011 ; L. R. Holden et al. 2023 ) is the focus, then is likely that the
S II ](6717/6731) ratio would be appropriate, and perhaps preferable.
onversely, for studies of AGN-driven outflows, the transauroral

ines should be used where possible, and the [S II ](6717/6731) ratio
ith a correction factor used otherwise. The latter technique will
e essential for statistical studies of large numbers of objects for
hich the transauroral lines are not detected in the majority of cases,

uch as those enabled by existing and upcoming DESI (M. Levi
t al. 2019 ) and WEAVE-LOFAR (D. J. B. Smith et al. 2016 ) survey
bservations. 

 C O N C L U S I O N S  

y measuring electron-densities for the warm-ionized gas in 48
earby AGN that present clear outflow signatures and accounting
or various sources of uncertainty, our study has found the following.

(i) Electron densities measured with the transauroral
O II ] λλ7319 , 7330 and [S II ] λλ4068 , 4076 lines are systematically
igher than those estimated with the most commonly used density
iagnostic: the [S II ](6717/6731) flux ratio. We argue that this offset
NRAS 545, 1–14 (2026)
s due to the transauroral lines being emitted by denser parts of
utflowing gas clouds – which are similiar to those measured by
ommon kinematic tracers – therefore highlighting their importance
or outflow studies. Since outflow masses depend inversely on
lectron density, this implies that the [S II ](6717/6731) ratio leads to
ignificant overestimations of the impact of outflows on their host
alaxies 

(ii) To address this systematic offset, we have derived a correction
f log 10 ( ne, outflow [cm 

−3 ] ) = log 10 ( ne, [S II] [cm 

−3 ] ) + 0 . 75( ±0 . 07), the
pplication of which produces electron densities for our sample that
re statistically consistent with those measured with the transauroral
ines. Thus, for cases in which measurement with the transauroral-
ine technique is not possible, we propose that this correction can
e used to significantly improve the accuracy of [S II](6717/6731)
lectron-density estimates. 

Overall, our study provides clear use cases for the transauroral-
ine and [S II ](6717/6731) techniques and presents a new method
o significantly improve the most commonly used electron–density
iagnostic – this is crucial for observationally testing if AGN can
rovide the impact required of them by models of galaxy evolution. 
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PPENDI X  A :  STELLAR  C O N T I N U U M  

UBTRAC TI ON  A N D  M O D E L L I N G  

n order to ensure that the measured fluxes of the faint emission
ines involved in our analysis were as accurate as possible, our
mission-line fitting routine first modelled the stellar continuum in 
ur spectra using the PPXF code with the G. Bruzual & S. Charlot
 2003 ) stellar templates. The resulting stellar-continuum fits were 
isually inspected using key stellar spectral features such as the Ca II
, Mg I , G-band, and Balmer absorption. A representative example
f these features in the stellar-continuum fit for one of the objects in
ur sample is shown in Fig. A1 , which also demonstrates the typical
mount of absorption underlying the transauroral [S II ] λλ4068 , 4076
mission-line doublet. 
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M

Figure A1. The stellar continuum fit (orange dashed line) to the flux-normalized, de-redshifted spectrum (solid black line; the grey shaded area represents 1 σ
flux uncertainties) of the QSO2 J1405 + 40, produced using PPXF and the G. Bruzual & S. Charlot ( 2003 ) stellar templates; regions not included in the fit are 
shown in shaded blue. The fit across the entire wavelength range in the de-redshifted frame is shown in the top panel, while the other panels show the details 
of the fit to key stellar absorption features (labelled) and in the region of one of the emission-line doublets used in our analysis ([S II ] λλ4068,4076; bottom left 
panel). 
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PPENDIX  B:  LINE  FLUXES  F O R  T H E  

SOFEED  SAMPLE  

n Table B1 , we present the flux values for the emission lines
nd emission-line doublets that are used in our analysis, as mea-
ured using our spectral fitting routine (Section 3 ). All fluxes
re significant at the 3 σ level, with the exception of the
O II]( λ7319 + λ7331) doublet for J1533 + 35, which is significant to
 . 66 σ . 

PPENDIX  C :  A N  A NA LY T I C  EXPRESSION  

O R  TR A N SAU RO RAL-LINE-DERIVED  

L E C T RO N  DENSITIES  

ur Monte Carlo approach to electron–density measurement re-
uired a computationally efficient way of determining electron
ensities from the grid of transauroral-line-ratio ( T R) values (Fig. 3 )
or different photoionization-model parameters. Therefore, here we
erive an analytic expression for deriving electron densities in terms
f T R([O II] ) and T R([S II] ) (equations 1 and 2 ). 
We begin by noting that the lines of constant electron density on

 given T R grid (highlighted in red for an example grid in Fig. C1 )
re straight, and can be described by a first-order polynomial of the
NRAS 545, 1–14 (2026)
orm 

og 10 T R([O II] ) = mlog 10 T R ([S II] + k (C1) 

here m and k are the gradient and T R([O II] )-axis intercept,
espectively. While the value of m = 1 . 293 for any grid is constant,
he value of k depends on the electron density. To evaluate this
elationship, we fit the constant-density lines with a first-order
olynomial and show the resulting variation of k with log 10 ne in
ig. C2 . This relationship can be seen to be well described by a

hird-order polynomial, 

 = Alog 10 n
3 
e + Blog 10 n

2 
e + Clog 10 ne + D, (C2) 

here A , B, C, and D are constants. Combining equations ( C1 )
nd ( C2 ) results in an expression for log 10 ne in terms of
 R([O II] ) and T R([S II] ), which we present in Section 4.2 as
quation ( 3 ). 

The values of the constants used in this expression depend on
he shape and position of the T R grid, which itself depends on
he parameters of the photoionization model used to generate it; no
traightforward relationship exists between the constants and model
arameters. Therefore, to account for this when calculating electron
ensities with our Monte Carlo method, we generated a range of
hotoionization models with the c LOUDY photoionization code with
arameters covering a reasonable range of values expected for the
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Table B1. Total fluxes of doublets used in the T R ratios (equations 1 and 2 ) and the fluxes of the [S II ] λ6717 and [S II ] λ6731 lines (used to calculate the 
[S II ](6717/6731) ratio: Section 4.1 ). 

Short Name 

[O II ]( λ3726 + 

λ3729) Flux 
( ×10−16 erg s−1 ) 

[S II ]( λ4068 + 

λ4076) Flux 
( ×10−16 erg s−1 ) 

[S II ] λ6717 Flux 
( ×10−16 erg s−1 ) 

[S II ] λ6731 Flux 
( ×10−16 erg s−1 ) 

[O II ]( λ7319 + 

λ7331) Flux 
( ×10−16 erg s−1 ) 

J0052–01 64 . 52 ± 1 . 95 4 . 77 ± 0 . 85 18 . 35 ± 1 . 03 17 . 03 ± 1 . 23 4 . 25 ± 1 . 36 
J0232 −08 206 . 00 ± 2 . 02 16 . 67 ± 0 . 74 77 . 25 ± 0 . 97 89 . 49 ± 0 . 93 14 . 36 ± 2 . 34 
J0731 + 39 83 . 28 ± 1 . 48 15 . 17 ± 0 . 83 35 . 29 ± 0 . 45 39 . 82 ± 0 . 66 16 . 12 ± 1 . 18 
J0759 + 50 418 . 44 ± 8 . 65 91 . 77 ± 4 . 03 296 . 43 ± 5 . 18 251 . 44 ± 4 . 21 149 . 49 ± 7 . 04 
J0802 + 25 374 . 97 ± 4 . 60 30 . 22 ± 1 . 69 139 . 96 ± 3 . 05 149 . 83 ± 4 . 21 34 . 76 ± 3 . 38 
J0802 + 46 92 . 51 ± 2 . 79 12 . 58 ± 0 . 76 44 . 64 ± 2 . 66 48 . 59 ± 1 . 74 16 . 25 ± 2 . 01 
J0805 + 28 96 . 23 ± 2 . 83 11 . 54 ± 1 . 02 54 . 18 ± 1 . 49 48 . 52 ± 2 . 44 16 . 21 ± 2 . 36 
J0818 + 36 181 . 49 ± 6 . 56 11 . 07 ± 1 . 53 60 . 99 ± 3 . 43 58 . 67 ± 2 . 31 19 . 22 ± 3 . 46 
J0841 + 01 197 . 76 ± 11 . 36 5 . 10 ± 1 . 05 67 . 16 ± 4 . 17 55 . 24 ± 3 . 67 6 . 88 ± 2 . 47 
J0858 + 31 39 . 85 ± 1 . 20 2 . 91 ± 0 . 53 16 . 03 ± 0 . 79 15 . 51 ± 0 . 86 5 . 25 ± 0 . 76 
J0915 + 30 151 . 80 ± 2 . 16 8 . 46 ± 0 . 89 50 . 39 ± 1 . 33 42 . 59 ± 1 . 24 8 . 71 ± 1 . 62 
J0939 + 35 113 . 08 ± 2 . 55 2 . 93 ± 0 . 30 32 . 03 ± 1 . 04 27 . 58 ± 0 . 86 9 . 31 ± 0 . 75 
J0945 + 17 241 . 29 ± 11 . 28 16 . 44 ± 1 . 72 112 . 66 ± 4 . 38 110 . 44 ± 5 . 46 32 . 82 ± 3 . 63 
J1010 + 06 107 . 93 ± 3 . 56 39 . 45 ± 2 . 38 70 . 10 ± 1 . 37 62 . 34 ± 1 . 30 64 . 76 ± 4 . 78 
J1015 + 00 237 . 74 ± 10 . 96 8 . 03 ± 1 . 10 64 . 43 ± 2 . 67 53 . 82 ± 2 . 14 9 . 17 ± 2 . 13 
J1016 + 00 137 . 90 ± 3 . 30 5 . 78 ± 0 . 68 33 . 78 ± 1 . 06 29 . 06 ± 1 . 00 4 . 35 ± 1 . 45 
J1034 + 60 1069 . 75 ± 34 . 53 47 . 30 ± 2 . 53 512 . 84 ± 12 . 03 474 . 13 ± 12 . 32 60 . 15 ± 5 . 38 
J1036 + 01 134 . 83 ± 1 . 75 6 . 41 ± 0 . 39 70 . 44 ± 0 . 65 58 . 43 ± 0 . 60 6 . 70 ± 0 . 70 
J1100 + 08 277 . 96 ± 5 . 70 41 . 60 ± 2 . 40 130 . 36 ± 3 . 49 123 . 01 ± 3 . 43 60 . 21 ± 6 . 28 
J1137 + 61 204 . 01 ± 2 . 89 6 . 33 ± 0 . 19 32 . 66 ± 0 . 36 30 . 70 ± 0 . 35 10 . 36 ± 0 . 45 
J1152 + 10 367 . 19 ± 9 . 09 18 . 20 ± 1 . 69 112 . 72 ± 3 . 57 109 . 35 ± 3 . 11 22 . 07 ± 3 . 97 
J1157 + 37 94 . 40 ± 3 . 80 10 . 70 ± 1 . 09 42 . 44 ± 1 . 36 50 . 46 ± 1 . 92 9 . 12 ± 2 . 29 
J1200 + 31 355 . 83 ± 21 . 78 21 . 70 ± 2 . 31 114 . 84 ± 7 . 26 113 . 07 ± 6 . 10 30 . 07 ± 4 . 63 
J1218 + 47 96 . 23 ± 7 . 72 5 . 69 ± 0 . 91 27 . 25 ± 1 . 13 24 . 29 ± 1 . 00 5 . 87 ± 1 . 10 
J1223 + 08 72 . 69 ± 1 . 95 5 . 77 ± 0 . 73 19 . 00 ± 0 . 97 20 . 58 ± 1 . 08 8 . 06 ± 1 . 70 
J1238 + 09 102 . 52 ± 6 . 15 6 . 66 ± 0 . 86 44 . 25 ± 1 . 85 39 . 32 ± 1 . 64 7 . 15 ± 1 . 54 
J1241 + 61 111 . 73 ± 4 . 50 5 . 31 ± 0 . 93 46 . 43 ± 1 . 10 44 . 62 ± 1 . 23 6 . 97 ± 1 . 39 
J1244 + 65 109 . 73 ± 7 . 11 6 . 97 ± 1 . 10 86 . 74 ± 3 . 33 82 . 60 ± 3 . 68 14 . 96 ± 2 . 75 
J1300 + 54 302 . 33 ± 4 . 63 12 . 42 ± 0 . 91 74 . 91 ± 1 . 45 70 . 50 ± 1 . 35 17 . 96 ± 1 . 90 
J1316 + 44 139 . 49 ± 5 . 20 12 . 18 ± 1 . 35 57 . 93 ± 1 . 81 48 . 11 ± 1 . 42 12 . 90 ± 2 . 37 
J1347 + 12 132 . 86 ± 6 . 26 22 . 30 ± 1 . 14 65 . 47 ± 1 . 99 67 . 29 ± 3 . 56 73 . 82 ± 2 . 63 
J1356 + 10 345 . 70 ± 2 . 10 8 . 57 ± 0 . 52 114 . 90 ± 0 . 77 83 . 36 ± 0 . 87 15 . 91 ± 1 . 11 
J1356-02 42 . 81 ± 2 . 95 3 . 49 ± 0 . 83 28 . 28 ± 1 . 72 27 . 38 ± 1 . 61 7 . 36 ± 2 . 23 
J1405 + 40 170 . 66 ± 2 . 38 30 . 77 ± 1 . 40 62 . 71 ± 1 . 44 67 . 69 ± 1 . 76 45 . 05 ± 2 . 29 
J1430 + 13 897 . 07 ± 20 . 04 35 . 53 ± 3 . 98 244 . 92 ± 9 . 86 242 . 55 ± 9 . 21 75 . 32 ± 6 . 70 
J1436 + 13 226 . 36 ± 10 . 81 12 . 98 ± 1 . 21 75 . 50 ± 3 . 01 90 . 97 ± 3 . 11 25 . 47 ± 4 . 06 
J1437 + 30 320 . 35 ± 6 . 71 19 . 29 ± 1 . 72 154 . 33 ± 4 . 08 162 . 99 ± 3 . 35 21 . 91 ± 3 . 40 
J1440 + 53 2422 . 26 ± 24 . 64 236 . 75 ± 5 . 98 687 . 95 ± 8 . 10 697 . 64 ± 7 . 81 488 . 56 ± 10 . 58 
J1455 + 32 140 . 88 ± 2 . 22 17 . 14 ± 0 . 98 46 . 88 ± 1 . 24 59 . 18 ± 1 . 23 21 . 52 ± 2 . 04 
J1509 + 04 86 . 39 ± 6 . 71 9 . 94 ± 1 . 01 61 . 00 ± 2 . 83 58 . 35 ± 3 . 71 11 . 69 ± 1 . 80 
J1517 + 33 198 . 36 ± 11 . 16 6 . 50 ± 0 . 78 108 . 30 ± 7 . 28 103 . 85 ± 7 . 09 19 . 32 ± 2 . 69 
J1533 + 35 63 . 11 ± 4 . 71 3 . 07 ± 0 . 44 24 . 94 ± 2 . 92 19 . 80 ± 2 . 13 2 . 02 ± 1 . 21 
J1548-01 303 . 05 ± 14 . 56 4 . 88 ± 0 . 82 58 . 73 ± 2 . 32 52 . 43 ± 2 . 12 10 . 57 ± 2 . 15 
J1558 + 35 174 . 70 ± 13 . 12 9 . 52 ± 1 . 36 60 . 96 ± 2 . 87 58 . 96 ± 3 . 22 11 . 30 ± 2 . 34 
J1624 + 33 55 . 96 ± 4 . 36 4 . 78 ± 0 . 72 29 . 38 ± 1 . 51 30 . 96 ± 1 . 65 6 . 90 ± 1 . 87 
J1653 + 23 358 . 55 ± 9 . 81 12 . 99 ± 1 . 50 99 . 55 ± 2 . 13 88 . 03 ± 2 . 42 18 . 68 ± 2 . 44 
J1713 + 57 187 . 28 ± 4 . 36 33 . 79 ± 2 . 64 90 . 28 ± 2 . 99 93 . 79 ± 2 . 91 45 . 29 ± 5 . 42 
J2154 + 11 142 . 59 ± 2 . 55 10 . 87 ± 0 . 85 68 . 20 ± 1 . 52 62 . 45 ± 1 . 22 8 . 63 ± 1 . 46 

I  

1  

m  

N  

r  

u
B  

t  

A  

p

SM. We varied the 0.025 nm – 10μm spectral index in the range of
 . 0 < α < 2 . 0, which is informed by the results of photoionization
odelling for the NLRs of nearby AGN (e.g. G. J. Ferland & H.
etzer 1983 ; A. Robinson et al. 1987 ), ionization parameters in the

ange −4 . 00 < log U < −2 . 00 (covering the typical range of values
sed in photoionization modelling of AGN-driven outflows, e.g. D. 
aron & H. Netzer 2019 ; M. Revalski et al. 2021 ), and metallicities in

he range 0 . 5 < Z < 2 . 0 Z�. We present the values of the constants
 , B, C, and D for different combinations of photoionization model
arameters in Table C1 . 
MNRAS 545, 1–14 (2026)
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Figure C1. Transauroral-line-ratio ( T R) grid consisting of the line ratios 
predicted from photoionization models for gas of different electron densities 
(2 . 0 < log 10 ( ne [cm 

−3 ]) < 6 . 0; labelled) and extinction values (0 . 0 < E( B −
V ) < 1 . 0; labelled), for a spectral index of α = 1 . 5, an ionization parameter of 
log U = −2 . 50, and solar-metallicity gas. Lines of constant electron density 
are highlighted in red; a polynomial expression for these lines is given in the 
bottom left. 

Figure C2. Variation of the constant k (the T R([O II] )-axis intercept in 
Fig. C1 ) with electron density, as determined by fitting first-order polynomials 
to the constant-density lines of the TR grid. The shaded grey region shows 
the range of values across all photoionization model parameters that we 
consider in this work, while the black line is for an example spectral index of 
α = 1 . 5, ionization parameter log U = −3 . 00, and solar metallicity gas; the 
blue dashed line shows a third-order polynomial fit to this line, the general 
expression for which is given in the top right. 

Table C1. Values for the constants A , B, C, D, and m – used with equation ( 3 ) 
to calculate electron densities – for photoionization models with various 
combinations of 0.025 nm – 10μm spectral index ( α), ionization parameter 
(log U ), and metallicity ( Z). The value of the constant m is the same for all 
grids: m = 1 . 293. 

α log U Z A B C D 

1.0 −2.00 0.5 0.017 −0.441 1.594 1.913 
1.0 −2.00 1.0 0.021 −0.499 1.750 1.847 
1.0 −2.00 1.5 0.025 −0.540 1.847 1.862 
1.0 −2.00 2.0 0.026 −0.552 1.838 2.007 
1.0 −2.50 0.5 0.021 −0.478 1.612 1.904 
1.0 −2.50 1.0 0.025 −0.521 1.699 1.953 
1.0 −2.50 1.5 0.028 −0.555 1.762 2.045 
1.0 −2.50 2.0 0.030 −0.578 1.783 2.195 
1.0 −3.00 0.5 0.028 −0.533 1.663 1.914 
1.0 −3.00 1.0 0.034 −0.604 1.817 1.968 
1.0 −3.00 1.5 0.039 −0.660 1.940 2.066 
1.0 −3.00 2.0 0.043 −0.702 2.011 2.226 
1.0 −3.50 0.5 0.045 −0.719 2.214 1.469 
1.0 −3.50 1.0 0.059 −0.882 2.710 1.209 
1.0 −3.50 1.5 0.065 −0.965 2.934 1.252 
1.0 −3.50 2.0 0.069 −1.009 3.017 1.455 
1.0 −4.00 0.5 0.058 −0.884 2.824 0.930 
1.0 −4.00 1.0 0.070 −1.033 3.296 0.741 
1.0 −4.00 1.5 0.074 −1.088 3.419 0.976 
1.0 −4.00 2.0 0.074 −1.095 3.352 1.447 
1.5 −2.00 0.5 0.026 −0.518 1.606 1.956 
1.5 −2.00 1.0 0.031 −0.568 1.676 2.100 
1.5 −2.00 1.5 0.036 −0.623 1.773 2.234 
1.5 −2.00 2.0 0.041 −0.670 1.847 2.402 
1.5 −2.50 0.5 0.038 −0.641 1.926 1.679 
1.5 −2.50 1.0 0.049 −0.763 2.251 1.622 
1.5 −2.50 1.5 0.056 −0.842 2.445 1.698 
1.5 −2.50 2.0 0.061 −0.906 2.583 1.836 
1.5 −3.00 0.5 0.058 −0.873 2.678 0.973 
1.5 −3.00 1.0 0.068 −1.001 3.056 0.893 
1.5 −3.00 1.5 0.074 −1.064 3.202 1.060 
1.5 −3.00 2.0 0.076 −1.088 3.201 1.391 
1.5 −3.50 0.5 0.069 −1.014 3.186 0.530 
1.5 −3.50 1.0 0.076 −1.115 3.485 0.568 
1.5 −3.50 1.5 0.079 −1.146 3.519 0.906 
1.5 −3.50 2.0 0.079 −1.149 3.432 1.393 
1.5 −4.00 0.5 0.069 −1.032 3.308 0.507 
1.5 −4.00 1.0 0.075 −1.114 3.544 0.678 
1.5 −4.00 1.5 0.075 −1.116 3.448 1.263 
1.5 −4.00 2.0 0.074 −1.094 3.235 2.002 
2.0 −2.00 0.5 0.064 −0.923 2.780 0.848 
2.0 −2.00 1.0 0.084 −1.170 3.592 0.275 
2.0 −2.00 1.5 0.094 −1.304 4.030 0.082 
2.0 −2.00 2.0 0.098 −1.360 4.198 0.168 
2.0 −2.50 0.5 0.075 −1.067 3.296 0.371 
2.0 −2.50 1.0 0.085 −1.204 3.731 0.252 
2.0 −2.50 1.5 0.089 −1.259 3.869 0.444 
2.0 −2.50 2.0 0.092 −1.296 3.936 0.701 
2.0 −3.00 0.5 0.078 −1.126 3.532 0.191 
2.0 −3.00 1.0 0.082 −1.191 3.699 0.423 
2.0 −3.00 1.5 0.084 −1.213 3.684 0.854 
2.0 −3.00 2.0 0.085 −1.212 3.575 1.388 
2.0 −3.50 0.5 0.079 −1.155 3.662 0.143 
2.0 −3.50 1.0 0.082 −1.200 3.750 0.515 
2.0 −3.50 1.5 0.082 −1.193 3.610 1.156 
2.0 −3.50 2.0 0.082 −1.181 3.435 1.839 
2.0 −4.00 0.5 0.075 −1.119 3.590 0.334 
2.0 −4.00 1.0 0.077 −1.150 3.605 0.878 
2.0 −4.00 1.5 0.076 −1.124 3.357 1.761 
2.0 −4.00 2.0 0.073 −1.069 2.967 2.832 
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PPEN D IX  D :  E L E C T RO N  DENSITY  VA LUES  

O R  T H E  QSOFEED  SAMPLE  

n Table D1 , we present the electron density values for each object
n our sample, derived using our Monte Carlo approach with the 
ransauroral-line-ratio ( T R) and [S II ](6717/6731) ratio techniques 
see Section 4 ). The values were taken to be the 50th percentile of the
lectron–density distribution for each object, while the quoted upper 
nd lower uncertainties are the 16th and 84th percentiles. Individual 
able D1. Electron–density values for the QSOFEED sample, produced using 
ection 4.2 ) and [S II](6717/6731) ratio (Section 4.1 .). The leftmost electron–dens
which we use in our analysis: see Section 6.2 ), while the rightmost electron–densit
road Gaussian components (FWHM > 300 km s−1 ) only. 

hort Name SDSS ID log 10 ( ne,TR [cm 

−3 ]) log 10 ( ne,[S

0052 −01 J005230.59-011548.4 3.60+ 0 . 21 
−0 . 19 2.77+

−
0232 −08 J023224.24-081140.2 3.50+ 0 . 22 

−0 . 16 3.15+
−

0731 + 39 J073142.37 + 392623.7 4.06+ 0 . 18 
−0 . 15 3.11+

−
0759 + 50 J075940.95 + 505023.9 4.15+ 0 . 19 

−0 . 14 2.57+
−

0802 + 25 J080252.92 + 255255.5 3.61+ 0 . 20 
−0 . 15 3.03+

−
0802 + 46 J080224.34 + 464300.7 3.89+ 0 . 19 

−0 . 15 3.06+
−

0805 + 28 J080523.29 + 281815.7 3.81+ 0 . 20 
−0 . 15 2.70+

−
0818 + 36 J081842.35 + 360409.6 3.61+ 0 . 19 

−0 . 18 2.85+
−

0841 + 01 J084135.09 + 010156.3 2.86+ 0 . 31 
−0 . 34 2.49+

−
0858 + 31 J085810.63 + 312136.2 3.67+ 0 . 20 

−0 . 17 2.86+
−

0915 + 30 J091544.18 + 300922.0 3.41+ 0 . 21 
−0 . 19 2.56+

−
0939 + 35 J093952.75 + 355358.9 3.27+ 0 . 22 

−0 . 20 2.61+
−

0945 + 17 J094521.33 + 173753.2 3.59+ 0 . 21 
−0 . 16 2.88+

−
1010 + 06 J101043.36 + 061201.4 4.46+ 0 . 17 

−0 . 17 2.68+
−

1015 + 00 J101536.21 + 005459.4 3.14+ 0 . 24 
−0 . 24 2.53+

−
1016 + 00 J101653.82 + 002857.2 3.21+ 0 . 23 

−0 . 25 2.60+
−

1034 + 60 J103408.59 + 600152.2 3.11+ 0 . 23 
−0 . 22 2.76+

−
1036 + 01 J103600.37 + 013653.5 3.08+ 0 . 24 

−0 . 24 2.50+
−

1100 + 08 J110012.39 + 084616.3 4.02+ 0 . 18 
−0 . 15 2.81+

−
1137 + 61 J113721.36 + 612001.1 3.41+ 0 . 22 

−0 . 16 2.80+
−

1152 + 10 J115245.66 + 101623.8 3.38+ 0 . 21 
−0 . 18 2.86+

−
1157 + 37 J115759.50 + 370738.2 3.66+ 0 . 20 

−0 . 17 3.19+
−

1200 + 31 J120041.39 + 314746.2 3.55+ 0 . 20 
−0 . 17 2.89+

−
1218 + 47 J121839.40 + 470627.7 3.51+ 0 . 20 

−0 . 18 2.69+
−

1223 + 08 J122341.47 + 080651.3 3.79+ 0 . 19 
−0 . 17 3.05+

−
1238 + 09 J123843.44 + 092736.6 3.42+ 0 . 21 

−0 . 19 2.68+
−

1241 + 61 J124136.22 + 614043.4 3.25+ 0 . 22 
−0 . 23 2.84+

−
1244 + 65 J124406.61 + 652925.2 3.35+ 0 . 23 

−0 . 20 2.82+
−

1300 + 54 J130038.09 + 545436.8 3.39+ 0 . 22 
−0 . 17 2.80+

−
1316 + 44 J131639.74 + 445235.0 3.65+ 0 . 20 

−0 . 16 2.51+
−

1347 + 12 J134733.36 + 121724.3 4.27+ 0 . 17 
−0 . 16 2.96+

−
1356 + 10 J135646.10 + 102609.0 2.97+ 0 . 26 

−0 . 27 1.81+
−

1356-02 J135617.79-023101.5 3.59+ 0 . 22 
−0 . 20 2.85+

−

 R electron densities for all objects in the sample are consistent
ithin 3 σ to those measured using the transauroral-line technique 

where possible) for the QSOFEED sample by P. S. Bessiere et al.
 2024 ), with the majority (80.0 per cent) being consistent within 1 σ .
ote that P. S. Bessiere et al. ( 2024 ) presented transauroral-line-
erived electron densities only in cases where the lines were clearly
etected, and values from the [S II ](6717/6731) ratio where this was
ot possible. 
MNRAS 545, 1–14 (2026)

our Monte Carlo approach with the transauroral-line technique ( T R; see 
ity columns give the densities derived using the total emission-line profiles 
y columns (labelled with the ‘outflow’ subscript) are those derived using the 

II] [cm 

−3 ]) log 10 ( ne,TR outflow [cm 

−3 ]) log 10 ( ne,[S II] , outflow [cm 

−3 ]) 

 0 . 17 
0 . 20 3.63+ 0 . 22 

−0 . 21 2.86+ 0 . 18 
−0 . 23 

 0 . 04 
0 . 03 3.51+ 0 . 23 

−0 . 15 3.14+ 0 . 03 
−0 . 03 

 0 . 04 
0 . 04 4.62+ 0 . 19 

−0 . 18 4.22+ 0 . 22 
−0 . 21 

 0 . 06 
0 . 07 4.31+ 0 . 18 

−0 . 16 2.32+ 0 . 11 
−0 . 13 

 0 . 06 
0 . 06 4.15+ 0 . 18 

−0 . 16 4.02+ 0 . 26 
−0 . 23 

 0 . 10 
0 . 12 4.14+ 0 . 19 

−0 . 16 3.42+ 0 . 33 
−0 . 28 

 0 . 11 
0 . 14 3.91+ 0 . 19 

−0 . 16 2.53+ 0 . 22 
−0 . 34 

 0 . 12 
0 . 14 – 3.35+ 0 . 34 

−0 . 30 
 0 . 22 
0 . 33 – –
 0 . 12 
0 . 15 – 2.95+ 0 . 30 

−0 . 41 
 0 . 09 
0 . 12 – 2.18+ 0 . 34 

−0 . 52 
 0 . 10 
0 . 13 – 2.55+ 0 . 39 

−0 . 54 
 0 . 11 
0 . 12 3.88+ 0 . 20 

−0 . 16 3.03+ 0 . 21 
−0 . 25 

 0 . 06 
0 . 07 4.79+ 0 . 22 

−0 . 18 1.78+ 0 . 32 
−0 . 51 

 0 . 14 
0 . 19 – 2.86+ 0 . 24 

−0 . 30 
 0 . 11 
0 . 13 – –
 0 . 08 
0 . 07 – 1.54+ 0 . 32 

−0 . 54 
 0 . 04 
0 . 04 – —- 
 0 . 07 
0 . 08 4.17+ 0 . 19 

−0 . 15 2.51+ 0 . 17 
−0 . 22 

 0 . 04 
0 . 04 – –
 0 . 08 
0 . 08 – 3.11+ 0 . 28 

−0 . 29 
 0 . 08 
0 . 07 – 3.54+ 0 . 17 

−0 . 15 
 0 . 13 
0 . 16 – –
 0 . 12 
0 . 15 – 3.48+ 0 . 49 

−0 . 61 
 0 . 11 
0 . 12 – 3.47+ 0 . 33 

−0 . 49 
 0 . 12 
0 . 15 – –
 0 . 07 
0 . 07 – 2.97+ 0 . 17 

−0 . 20 
 0 . 11 
0 . 12 3.41+ 0 . 24 

−0 . 26 3.02+ 0 . 21 
−0 . 25 

 0 . 06 
0 . 06 – –
 0 . 11 
0 . 14 – 2.67+ 0 . 43 

−0 . 55 
 0 . 10 
0 . 11 4.56+ 0 . 18 

−0 . 17 3.35+ 0 . 15 
−0 . 16 

 0 . 12 
0 . 15 2.94+ 0 . 28 

−0 . 29 1.21+ 0 . 29 
−0 . 38 

 0 . 15 
0 . 16 – 2.53+ 0 . 39 

−0 . 53 
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Table D1 – continued 

Short Name SDSS ID log 10 ( ne,TR [cm 

−3 ]) log 10 ( ne,[S II] [cm 

−3 ]) log 10 ( ne,TR outflow [cm 

−3 ]) log 10 ( ne,[S II] , outflow [cm 

−3 ]) 

J1405 + 40 J140541.21 + 402632.6 4.19+ 0 . 18 
−0 . 15 3.04+ 0 . 06 

−0 . 06 4.59+ 0 . 19 
−0 . 17 2.93+ 0 . 22 

−0 . 29 

J1430 + 13 J143029.88 + 133912.0 3.44+ 0 . 21 
−0 . 18 2.90+ 0 . 09 

−0 . 11 3.13+ 0 . 25 
−0 . 26 2.65+ 0 . 13 

−0 . 15 

J1436 + 13 J143607.21 + 492858.6 3.56+ 0 . 20 
−0 . 17 3.21+ 0 . 08 

−0 . 08 3.45+ 0 . 21 
−0 . 18 3.62+ 0 . 11 

−0 . 11 

J1437 + 30 J143737.85 + 301101.1 3.30+ 0 . 22 
−0 . 20 3.01+ 0 . 05 

−0 . 06 4.02+ 0 . 20 
−0 . 16 3.87+ 0 . 32 

−0 . 25 

J1440 + 53 J144038.10 + 533015.9 4.01+ 0 . 19 
−0 . 14 2.94+ 0 . 03 

−0 . 04 4.32+ 0 . 18 
−0 . 16 2.56+ 0 . 09 

−0 . 11 

J1455 + 32 J145519.41 + 322601.8 3.91+ 0 . 19 
−0 . 14 3.28+ 0 . 06 

−0 . 05 4.12+ 0 . 19 
−0 . 15 3.83+ 0 . 14 

−0 . 12 

J1509 + 04 J150904.22 + 043441.8 3.64+ 0 . 20 
−0 . 16 2.83+ 0 . 14 

−0 . 16 4.15+ 0 . 19 
−0 . 17 2.77+ 0 . 32 

−0 . 49 

J1517 + 33 J151709.20 + 335324.7 3.10+ 0 . 25 
−0 . 25 2.84+ 0 . 16 

−0 . 20 – 3.11+ 0 . 21 
−0 . 22 

J1533 + 35 J153338.03 + 355708.1 3.09+ 0 . 27 
−0 . 33 2.49+ 0 . 33 

−0 . 49 – –

J1548 −01 J154832.37-010811.8 2.88+ 0 . 29 
−0 . 33 2.69+ 0 . 12 

−0 . 14 – 2.17+ 0 . 31 
−0 . 49 

J1558 + 35 J155829.36 + 351328.6 3.39+ 0 . 22 
−0 . 20 2.86+ 0 . 12 

−0 . 15 – 3.11+ 0 . 19 
−0 . 22 

J1624 + 33 J162436.40 + 334406.7 3.59+ 0 . 21 
−0 . 19 3.00+ 0 . 12 

−0 . 12 – 2.65+ 0 . 32 
−0 . 46 

J1653 + 23 J165315.05 + 234942.9 3.26+ 0 . 22 
−0 . 21 2.67+ 0 . 07 

−0 . 09 – 2.65+ 0 . 26 
−0 . 40 

J1713 + 57 J171350.32 + 572954.9 4.08+ 0 . 18 
−0 . 15 2.98+ 0 . 08 

−0 . 08 4.19+ 0 . 19 
−0 . 15 3.13+ 0 . 09 

−0 . 10 

J2154 + 11 J215425.74 + 113129.4 3.39+ 0 . 21 
−0 . 18 2.75+ 0 . 06 

−0 . 07 – 1.93+ 0 . 33 
−0 . 55 

This paper has been typeset from a TE 

X/LA TE 

X file prepared by the author. 

© The Author(s) 2025. 
Published by Oxford University Press on behalf of Royal Astronomical Society. This is an Open Access article distributed under the terms of the Creative Commons Attribution License 

( https://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited. 

https://creativecommons.org/licenses/by/4.0/

	1 INTRODUCTION
	2 SAMPLE AND OBSERVATIONS
	3 SPECTRAL FITTING
	4 A MONTE CARLO APPROACH TO ELECTRONDENSITY MEASUREMENT
	5 RESULTS
	6 DISCUSSION
	7 CONCLUSIONS
	ACKNOWLEDGEMENTS
	DATA AVAILABILITY
	REFERENCES
	APPENDIX A: STELLAR CONTINUUM SUBTRACTION AND MODELLING
	APPENDIX B: LINE FLUXES FOR THE QSOFEED SAMPLE
	APPENDIX C: AN ANALYTIC EXPRESSION FOR TRANSAURORAL-LINE-DERIVED ELECTRON DENSITIES
	APPENDIX D: ELECTRON DENSITY VALUES FOR THE QSOFEED SAMPLE

