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| Show You How | Like You—Can You Read it in My Face?

Lola Caflamero and Jakob Fredslund

Abstract—We report work on a LEGO robot that displays different emo-
tional expressions in response to physical stimulation, for the purpose of
social interaction with humans. This is a first step toward our longer-term
goal of exploring believable emotional exchanges to achieve plausible in-
teraction with a simple robot. Drawing inspiration from theories of human
basic emaotions, we have implemented several prototypical expressions in
the robot’s caricaturized face and conducted experiments to assess the rec-
ognizability of these expressions.

Index Terms—Cooperative systems, psychology, robot programming,
robot tactile systems, user centered design, user interfaces.

. INTRODUCTION

Emotional exchanges constitute an important element in human in-
teraction and communication. Social robots interacting with humans
must incorporate some capabilities to express and elicit emotions in
order to achieve natural, believable interactions. Bearing these ideas in
mind, we have built Feelix(Fig. 1): a 70-cm-tall “humanoid” LEGO
robot that displays different facial (emotional) expressions in response
to tactile stimulation. Our goal is to investigate emotion expression and
activation in the context of social (human—-robot) interaction, and there-
fore, we did not want this to be influenced by the robot performing a
particular task. Feelix’s only task is, thus, emotional expression for the
purpose of social interaction with humans. Fig. 1. Feelix.

The motivation underlying the design of Feelix is twofold. First, we

aimed at achieving a plausible way of interacting with a very simplgce. However, more expressions are needed for richer interactions.
robot. For this, we decided to eXpIOit the potential that robots, Unm@nce we wanted emotional responses to be C|ear|y recognizab|e, we
computer simulations, offer for physical manipulation, as this plays cided to implement the subset known in the literature as “basic emo-
important role in children’s development and in human interaction tjbns,” as they are hypothesized to have clear, “universal” associated
general. Interaction with Feelix is, therefore, throughtactile Stimulatiqﬁ(pressions_ The term “basic emotions” is still h|gh|y controversial
rather than through other sensory modalities that do not require physigﬁ{ong students of human emotions (see [7] and [17] for accounts of
contact such as vision, often used in other expressive and social rob@i controversy), as researchers do not agree neither on the particular
Second, we wanted to endow our robot with a rich enough set of k&notions that can be considered as basic (classifications range from
lievable and easily understandable emotional responses (facial displaygg, to nine), nor in what sense they are so. A good characterization is
while having to deal with the simplicity constraints imposed by Feelix'srovided in [7]. Some researchers have characterized emotions in terms
architecture and more generally by LEGO robots. Our purpose was thjfgontinuous dimensions rather than as discrete categories. From this
to come up with a minimal set of features that make the emotional diserspective, emotions are described as points located on a small set of
plays of the robot (and the interaction |tse|f) believable and to asses%g?]tinuous scales; the most Commomy used (names may Vary) being
whatextentwe could rely for this on the tendency humans have to anthygtence(the fact of a stimulus being perceived as positive or negative)
pomorphize in their interactions with objects and technology presentiggd arousal (the general level of activity). The category and dimen-
human-like features, as extensively argued by Reeves and Nass [20%i#h views of emotion are not incompatible, however, and in our model
this paper, we will focus on emotional expressions. we use a combination of them. In fact, basic emotions can be easily
Previous work with Elektra [13], which is also a *humanoid” LEGOp|aced in an emotional space defined by these dimensions (see, for in-
robot, showed that people, and in particular children, found it very n&ance, [18] and [20]). Current componential theories [21], [23], tend
ural to interpret the happy and sad expressions of Elektra’s smiley-ligreconcile both approaches and acknowledge the importance of both
dimensions and categories, with dimensions being regarded as primary
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Il. EXPRESSIVEARTEFACTS

The use of emotions and their facial expressions in the context of
human-robotinteraction is receiving increasing attention. Here we give
an overview of selected work representative of different models of fa-
cial expression.

The Affective Tigger [14] is an expressive toy developed by Kirsch as
a tool for the social and emotional awareness education of small (aged
two to five) children. Affective Tigger's expressive facial features are a
mouth—open or closed—and ears—pointing upwards or downwards.
As in the case of Elektra, the predecessor of Feelix, the face of Tigger
has only 2 degrees of freedom (DoF) that allow it to express two emo-
tions—happiness and sadness—plus a neutral face. Facial and vocal ex-
pressions reflectthe emotional state of the toy as aresponse to the child’s
physical manipulation. Emotion recognition from the face alone is re-
ported to be rather poor, probably due to the rigid shape of the moufiig. 2. Four DoF of Feelix's face.
Although this two-emotion model can be too simple for some applica-

tions, itis, however, appropriate to teach small children about emotiggnize them [11]. The computer used both caricaturized facial expres-
valence and valenced reactions to their “nice” or ‘mean” behaviors. sjons and voice inflection to convey different emotional states while

At the opposite end of the complexity scale lies Kismet, which wagaying sentences devoid of emotional content. As a control, he had
developed by Breazeal [1] as atestbed for learning social interactionglactor say the same sentences and express the same emotions. Sub-
situations involving an infant (the robot) and her caretaker (a humapets performed substantially better when recognizing the emotions ex-
To design Kismet's facial expressions, Breazeal has drawn inspiratigiassed by the computer (70% of success) than those expressed by

from componential approaches, in particular [21] and [23]. This robg{e actor (50% of success). Elliott suggests that these results might be
is a head with active stereo vision and configurable expressive fegntly due to the use of caricaturized expressions.

tures—controllable eyebrows, ears, eyeballs, eyelids, a mouth with two
lips, and a neck that can pan and tilt—with 18 DoF. All these features,
together with an expressive vocalization system, allow Kismet to dis-
play a wide variety of emotional expressions that can be mapped onto e have built Feelix using the LEGO Mindstorms™ robotic con-
three—dimensional (3-D) space with dimensions arousal, valence, @fdiction kit. Feelix is controlled by two LEGO Mindstorms RCX™
stance. Various experiments to assess how well humans can recogs##fiputers—one controls the facial (emotional) expressions, the other
Kismet's expressions are reported in [1], with good recognition resulismotion activation. An RCX has a Hitachi H8/300 CPU, 32 K RAM,
However, Breazeal does not consider these results as conclusive, gi¥8e input ports, and three output ports. It can have limited infrared
that the number of subjects tested was not sufficient. communication with other RCXs or with a PC.

The next two expressive robots are closer to ours in the features an#eelix’s face (Fig. 2) has 4 DoF and makes different emotional ex-
number of DoF used to express emotion. Minerva [24], which was dgressions by means of two eyebrows (1 DoF) and two lips (3 DoF).
veloped by Thrun, is an interactive tourguide robot that displays follhe eyebrows are two slightly bent LEGO parts resembling the shape
basic expressions—neutral, happy, sad, and angry—using a caricagfihuman eyebrows. They are attached at their long end to a shaft (la-
ized face and simple speech. As in our case, the robot’s face is a ¢stedA in Fig. 2), around which they rotate symmetrically. They are
icature with two expressive features and 4 DoF—one to control eaebntrolled using an angle sensor and one motor. Lips are flexible rubber
eyebrow and two to control the mouth. Emotional states arise as a cubes that can independently curve both ways (BafdD in Fig. 2).
sequence of travel-related interaction, and their expressions aim atEdch lip is controlled by an angle sensor and a motor. The mouth can
fecting this interaction toward achieving the robot’s goals. Althougbe made narrow or wide by symmetrically moving its corners inwards
very successful interactions attributed to empathetic feelings in peopleoutwards (Do in Fig. 2) using another motor. Each angle sensor is
are reported, emotions in Minerva are purely a means to an end andd¢winected to an input port of the RCX. To control the 4 DoF of Feelix’s
an integral part of the robot’s architecture. face by means of only three output ports, we have arranged the four

Sparky is a social robot developed by Scheeff and colleagues witiotors in two pairs: eyebrows/mouth width and upper lip/lower lip. A
the aim of exploring new ideas in human—computer interface and ififth motor switches control between these two pairs. With more mo-
teractive robotics [22]. It uses facial expression, gesture, motion, atads, it would have been possible to build a more expressive face, either
sound to be social with humans in the immediate vicinity, focusing diy increasing the number of DoF of the existing elements or by adding
emotional expression for the purposes of social interaction with peopdgher expressive elements. In that case, however, the face would have
As in the case of Feelix, the robot's only task is thus emotional ekeen significantly bigger, much heavier, requiring a bigger body, and its
pression in the context of social interaction. Unlike the other roboitscreased complexity would have required an additional RCX to con-
presented here, Sparky is not autonomous but teleoperated, in orderdbit, which would have had a negative impact on its performance in
create richer social interactions than what the current state-of-the-art@&se of noisy communication between RCXs. By limiting the DoF to
autonomous robots allows, as well as analyze human responses duidng, the face can distinctively display the five basic emotions we chose
interaction. Sparky’s face has 4 DoF to control three expressive feehile being controlled by one RCX.
tures—eyebrows (1 DoF), eyelids (1 DoF), and lips (1 DoF each). InA second RCX controls the interaction with humans and communi-
addition, the robot makes extensive use of its 6 DoF body for exprestes with the RCX controlling the face. We wanted the interaction to be
sive purposes. Spontaneous interaction with Sparky has been studiedatural as possible, and since for this project we are not using Feelix
in laboratory and public settings with subjects aged 6 to 81. as a mobile robot—the human is sitting in front of it so as to better

We finally mention a surprising experiment conducted by Elliott tobserve the face—the feet seemed to be the best location for tactile
test a computer’s ability to express emotions by having humans retimulation, as they are protruding and easy to touch. We built two spe-

Ill. FEELIX THE RoBOT
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e Sadnessmaximally lowered eyebrows, closed mouth curved
downwards;

« Fear. lowered outer brows, moderately open wide mouth;

« Happinessstraight eyebrows, mouth curved upwards;

« Surprise highly raised eyebrows, very open narrow mouth.

Although it is possible to combine two different expressions in

Feelix’s face, we have, for now, adopted a winner-takes—all strategy
based on the level of emotion activation to select and display the
emotional state of the robot.

B. Emotion Activation

Emotions are complex phenomena that involve a number of related
subsystems and can be activated by any one (or by several) of them.
Elicitors of emotions are, for example, grouped by Izard under the cat-
egories of neurochemical, sensorimotor, motivational, and cognitive
[15]. Some of these elicitors are emotion-specific, but emotions also
show a certain degree of generality [25], e.g., of object and time. This
gccounts for the fact that a person can experience the same emotion
thder different circumstances and with different objects, but if emo-
tions show this generality, what accounts for the activation of different
affects? Activation theories that only take into account the arousal and
cial feet for Feelix using touch-friendly (smooth, large, and roundettilence properties of emotions are not able to fully account for their dif-
LEGO parts. Underneath each foot is a binary touch sensor. ferential activation. Unlike previous work that used specific stimuli to
elicit emotions [2], we have adopted here the generic model postulated
by Tomkins [25], which proposes three variants of a single principle.
H b gt ¢ i q ive feat tobei 1) A sudden increase in the level of stimulation can activate both
er(iu_m her ari) )(/jpes odemo 'ﬁn‘i'(.ag ??(pressn_/e eacL;res 0 bein- positive (e.g., interest) and negative (e.g., startle, fear) emotions.
te_gr_ate t'nt gllro tOtt Zpgn t; onthe 'ln 0 'gter?Ct'olTT _utserwtg arez) A sustained high level of stimulation (overstimulation) activates
%imlng ?f as ! gs ratrc]e dy tne ei(asmp eks '22 ec It?\nt t.h n interesting negative emotions such as distress or anger.
i ca pu orwei_r n the eilg_n o Sparky [. ] 'Sf ? the i:i_rogressmn 3) Asudden stimulation decrease following a high stimulation level
rom a nonrea istic to arealistic rep’r’esentatl'on_o a iving thing is non- only activates positive emotions such as joy.
linear, reaching an “uncanny valley” when similarity becomes almost, - . .
; : ; . e have complemented Tomkins’ model with two more principles
but not quite perfect. A caricaturized representation of a face can be . .
. i rawn from a homeostatic regulation approach, to cover two cases that
more acceptable and believable to humans than a realistic one, Wfihc - .
. - . i, e original model did not account for.
can present distracting elements that render emotion recognition more

difficult and where subtle imperfections can be much more disturbing. 1) A low stimulation level sustained over time produces negative
This idea underlies the design of Feelix. emotions such as sadness (understimulation).

2) A moderate stimulation level produces positive emotions such as
happiness (well-being).

This model proved particularly appropriate for Feelix for two main rea-

Each of Feelix’s emotional states has an associated distinctive pggns. First, the coarse sensory capabilities of the robot considerably
totypical facial expression. To define the “primitives” for each emaimit the number of different types of stimuli it can recognize; the use
tion (positions of lips and eyebrows) we have adopted the featuigSparticular stimuli or of an appraisal-based model (see, for instance,
concerning eyebrows and lips usually found in the literature, whighy) to elicit different emotions was thus unrealistic. Second, the gener-
can be described in terms of action units (AUs) using the facial actigfity of the model makes it particularly suited for implementation using
coding system [9]. It must be noted, however, that the technical cadfferent sensory modalities, allowing us to assess the significance and
straints imposed by the robot's design (see Section Ill) do not perrgiequacy of each modality in human—robot interactions.
the exact reproduction of the AUs involved in all of the expressions Feglix's emotions are activated by tactile stimulation on the feet.
(e.g., inner brows cannot be raised in Feelix); in those cases, we Ragby are assigned different intensities calculated on the grounds of
to adopt the best possible approximation that Feelix's face allowagimylation patterns designed on the above principles. To distinguish
Feelix’s face is thus closer to a caricature than to a realistic modelgdwyeen different kinds of stimuli using only binary touch sensors, we

a human face. Concerning an observer’s perception of emotional @¢eduration andfrequencyof presses. For duration, we defined three
pressions, we have adopted the hypothesis (proposed, for exampleyjias of stimuli:

[5]_ar_1d [16]) that the upper and Iowgr parts of the face function as t_he 1) short (less than 0.4 s);
building blocks at the basis of emotion perception. Prototypical facial
expressions displayed by FeéligFig. 3) are as follows.

Fig. 3. Emotional expressions displayed by Feelix. From left to right and t
to bottom: neutral, anger, sadness, fear, happiness, and surprise.

IV. M ODELING EMOTIONS IN FEELIX

A. Facial Expression of Emotions

2) long (up to 5 s);
) _ ) 3) or very long (over 5 s).
* Anger raised eyebrows, moderately open wide mouth Withzrequency (the rate at which presses follow each other) is calculated
upper lip curved downwards, and straight lower lip; on the basis of a minimal time unit that we cafiunk defined here to
last 2 s. When a chunk ends, information about stimuli—their number

o 2A video can be seen at http://www.daimi.au.dk/~chiIi/feelix/feelix_homqand type_|s anaiyzed and the different emotions are assigned intensity
tm.

3When we talk about raised or lowered eyebrows, it is in fact their external“We have also built some demos where Feelix shows chimerical expressions
ends that are raised or lowered since the internal end of each eyebrow is attathadcombine an emotion in the upper part of the face—eyebrows—and a dif-
to a shaft, and therefore, eyebrows can only rotate on that axis; ferent one in the lower part—mouth.
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The intensity levels of all emotions are thus recalculated every 2 s
(every chunk) or, when appropriate, after a very long press ends. At the

touchsensor== {Te>2)A (touchsensor=0) d . . . . .
Te=0 <calculate intensities end of each chunk, the emotion with the highest intensity determines

Td=0 froms, |, v> the emotional state of Feelix. However, for this emotion to become ac-
,i:(? tive and get expressed, its intensity has to reach a certain thréshold.
v=0 that case, a message encoding Feelix’s current emotional state and its

intensity is sent to the RCX controlling the face, so that the emotional
expression can be updated if necessary. It thus takes at least 2 s (one
chunk) for Feelix to change its emotional state and expression, or for the
intensity of the current emotional state to vary—increase or decrease.

touchsensor==

Td=0

Pressed

%’%% The amount of stimulation required to change Feelix's emotional state
st and its expression depends on the intensity of the currently active emo-

else if (Td<5) tion—the more intense the emotion, the more stimulation is needed for

e:;';' achange to happen. When a new emotion becomes active, it temporarily
v=Td/5 inhibits all the other emotions by resetting their intensities to zero.

Emotion intensities are calculated bywpdate functiothat depends
Fig. 4. Finite state machine used to implement emotion activafipandZ,;  on time and reflects some of the distinctive features of basic emotions,
are timers measuring time chunks and duration of current press (in seconga\g)mmy quick onset and brief duration [7]. The intensity of the active

respectively. A third timer, not depicted here, measures 5-s periods. Variable L . . . . h
and! count the number of short and long presses, @cdunts the number of €motion increases with appropriate stimulation depending on how long

5-s periods a very long press has lasted. Based on the status of the binary témﬁ] emotion has been active. |r_1ten5ity increases fast within an initial
sensor, the system is in one of three states—idle, pressed, or released. Assoqitiod that we have set to last five chunks (10 s) after the onset of the

with each transition is a condition. If the condition holds, the transition occuegmotion, until it reaches a high level; the increase is then close to zero
and the associated code is executed. for a period of 20 chunks (40 s); the increase is negative thereafter
until the intensity drops below the activation threshold. An emotion of

vghich the intensity has just dropped below the threshold will therefore

levels according to the various stimulation patterns in our emotion % i ) dif th f stimulati . hi
tivation model. We mapped the general stimulation patterns into tac g easlly reactivated if the same type of stimulation persists. This re-

stimulation patterns as follows. flects the fact that gmotlo_ns have a limited, short durétidmom a few
) o ) ) seconds to few minutes in humans), although they can be repeatedly
* Stimulation increases achieved by frequent short presses on angctivated. All emotions increase their intensities with stimulation ex-
of the feet. This pattern can give rise to two emotions—surprige,nt sadness, which is produced when Feelix gets no attentitimeA
and fear.Surpriseis produced by a less intense increase—Ongacay functiormakes emotion intensities decrease when Feelix is not

or two short presses after a period of inactivity or low/moderaigaing stimulated. For sadness, this function applies only after a long pe-

activity. An inhibition mechanism prevents the reoccurrence Qfaq of inactivity, when its intensity has reached its highest level. When

surprise within a short period of timeearis produced whenthe 5 emotion is active, i.e., when all emotions’ intensities are below the

increase is more intense, needing more frequent short presseg{@,ation threshold. Feelix displays a neutral face.
become active.

» A sustained high stimulation levelverwhelms Feelix and pro-
duces anger. Very long presses, lasting three or more chunks, or
many frequent short presses, increase the intensity of anger.  We have investigated two aspects of emotions in Feelix: the recog-

» A moderate levebf stimulation that neither overstimulates nomizability of its facial expressions and the suitability of the interaction
understimulates Feelix produces happiness. This level is achieyedterns. Emotion recognition tests are based on subjects’ judgments
by gentle, long (but not too long) presses. Tomkins’ model alssf emotions expressed by faces, both in movement (the robot’s face)
incorporates a pattern for happiness in the sense of relief, i.and still (pictures of humans). Interactions assessed in informal obser-
the cessation of a too high, overwhelming stimulation level. Thigtions are reported in [3].
pattern has not been implemented in Feelix yet. The design of experiments to test recognition of facial expressions of

» Sadness is produced bysastained low levedf stimulation. In emotion is a rather problematic issue involving many methodological
Feelix this corresponds to lack of (or very little) interaction for groblems (see [26] for an overview). Many factors can bias the experi-
long period. ments, such as the fact of using still pictures of faces that only capture

This model of emotion activation is implemented by means of asnapshot of the expression rather than its development over time, and
timed finite state machine (FSM), as shown in Fig. 4, with three statdbat can also reflect emotion blends rather than “pure” emotional ex-

1) idle: pressions. The use of linguistic labels to force choices is another source

of problems, although this method is usually preferred to free recogni-
tion without any guidance. In an attempt to avoid undesired biases as

much as possible, we designed three different tests where we varied

Three timers are used to measure the chunks, the duration of a stimylsse narameters. Tests were performed in the order in which they are
and 5-s periods (the minimal length of a very long stimulus), respec-

tively. During each chunk the FSM will circle between the pressed and

released states, counting the number of short and long stimuli. The du-

ration of a very long stimulus is calculated across chunks, by countingBy setting this threshold higher or lower, we can make Feelix more “extro-
the number of 5-s periods that the stimulus lasted. The FSM returng/gted” or more “introverted.”

the idle state and awaits the next stimulus either at the end of a chunfAffective states with a long duration are callgwods They are much less

. . .Intense and have different elicitors and much weaker associated (behavioral,
(i.e., after 2 s) or when a stimulus longer than 2 s ends. Upon returni ysiological, etc.) manifestations; they make more likely the onset of specific

the intensities of the different emotions are updated according to ¥&otions. Emotional states with an intensity below the activation threshold can
number of short, long, and (when appropriate) very long stimuli.  be seen as moods in Feelix.

V. EXPERIMENTS

2) pressed;
3) released.
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TABLE | TABLE 1l

RESULTS OFEMOTION RECOGNITION BY CHILDREN RESULTS OFEMOTION RECOGNITION BY ADULTS
Children Robot, | Robot, multiple | Human, Adults Robot, | Robot, multiple | Human,
(ages 9-10) | free test | choice test free test (ages 15-57) | free test | choice test free test
Anger 64% 44% 100% Anger 57% 37% 71%
Sadness 83% 57% 79% Sadness 81% 84% 91%
Fear 0% 22% 64% Fear 2% 9% 62%
Happiness | 93% 57% 100% Happiness | 64% 62% 98%
Surprise 17% 37% 50% Surprise 29% 36% 93%
Contempt | - - 0% Contempt - - 0%
Disgust - - 29% Disgust - - 76%

. ) . . . ... _of basic emotions in crosscultural studies (see [8] for an overview), in
described. The first one is a free test—no list of emotion adjectives or . . “ " :
. : - ) particular in the free tests. For example, they show that the “core” basic
any other cues are provided—in which subjects are asked to label a’se- .. . . )
. . . emotions of anger, happiness, and sadness are most easily recognized,
quence of five expressions performed by Feelix: anger, sadness, fsv%r

. : : - ) éreas fear was mostly interpreted as surprise, anxiety, or sadness.
happiness, and surprise. The second test is a multiple-choice on y P L Y

) . ONG IS matches findings from studies on human faces (see [8]) that fear
which subjects are asked to label the same sequence of expressions bclilt . R
and surprise are often confused, even indistinguishable to some pre-

this time, they are given a list of nine emotion descriptors including fo“{erate cultures and that surprise is perceived differently from other

extra ones: disgust, anxiety, pride, worry. In addition, to test whether . .. . .
. . . emotions, not defining an exclusive category and devoid of a clear va-
subjects can recognize the valence of the emotion, for each emotion
; o ence.
they are asked whether they think the expression is elicited by somey figures are, however, lower than those reported in the psy
thing Feelix likes or by something it does not like. As a control, we ' y

; : - chology literature, not only in the case of emotion recognition from
designed a free test where subjects are asked to label emotional expres:. % - . . R
. . . €elix's face, but also in the test with human pictures. This might
sions from pictures of human faces expressing anger, sadness, h

. . . agwgl artly explained, in the case of the robot experiments, by the
ness, fear, contempt, surprise, and disgust. For this, we used standar s . .
. . " coarseness and limited number of expressive features, and in the case
pictures common in a recognition test that we took from [19]. . - :
. . ., . of the free tests, by our very strict criterion when grouping synonyms
We have conducted experiments on 86 subjects—41 children ) 2 2 N
. under emotion labels, e.g., we separated “anxiety” and “fear,” often
(ages 9 to 10) and 45 adults (ages 15 to 57). Experiments were . .
. . . ) rouped in crosscultural studies.
performed in four suites. Due to time constraints, only one gl’Olﬂ)
of 14 children could do the free test on human faces. The other
two tests (on the robot's face) were performed by all subjects.
Answers were considered to be correct when the subjects usegve have presented early work on Feelix: a humanoid-looking LEGO
the same descriptors we have employed or very close synonymhot capable of displaying several emotional expressions in response
Results are summarized in Table | (experiments with children) aggldirect physical contact. Feelix implements two models of emotional
Table II (experiments with adults). Average recognition of emotion@hteraction and expression inspired by psychological theories about
expressions was 58% for adults and 64% for children in the freeemotions in humans. This makes Feelix not only very suitable for enter-
test on Feelix's face, 55% for adults and 48% for children in thginment purposes but also as proof—of-concept that these theories can
multiple-choice test on Feelix's face, and 82% for adults and 70¥e used within a synthetic approach that complements the analytic per-
for children in the test on pictures of human faces. Children thgpective for which they were conceived. We do not claim, however, that
seem to be better than adults at recognizing emotional expressionguf work provides evidence regarding the scientific validity of these
Feelix's caricaturized face when they can freely describe the emotigories, as this is out of our scope.
they observe, whereas they perform worse when they are given Ve have conducted experiments to assess how well humans can rec-
list of descriptors to choose from. Contrary to our initial guessgnize emotional expressions in Feelix's face. Our results approach re-
providing a list of descriptors did not help recognize the observeglits reported in the literature on emotion recognition from pictures of
emotion but diminished performance in both adults and childreAuman faces. They also show that the “core” basic emotions of anger,
Results on recognition of emotional expressions from pictures Bppiness, and sadness are most easily recognized, whereas fear was
human faces were better than on the robot in both cases. Valeagsstly interpreted as anxiety, sadness, or surprise. This latter result
recognition was very high (close to 100%) in all cases except fafso confirms studies on emotion recognition from pictures of human
the always controversial case of surprise, which was attributedfates, and we believe it might be due to structural similarities among
negative valence by about two thirds of the subjects, and a positise emotional expressions, i.e., shared AUs, and/or to the need of ad-
one by the rest. Recall that all these results measure the abilifyional expressive features.
to recognize emotions from the face alone—using some feature®\ question that naturally arises is whether Feelix's expressions
in the case of the robot, the whole face in the case of hum@uld have been equally understandable using a componential
pictures—i.e., in the absence of any clues provided by body postytgmensional) perspective. While we do not intend to approach this
and contextual elements, which can be crucial factors to assgs@stion from the perspective of psychology studies of emotion
observed emotion [12]. recognition, it would be very interesting to investigate this issue in our
The results we obtained are very congruent with those commonbhbot from the perspective of human—robot interaction—in particular,
reported in the emotion literature on recognition of facial expressioftife meaning attributed to different expressive units and their roles in
. ) ) the emotional expressions in which they appear.
s e ot resus o e ottt a o comerhi L, GO o et ey of e moton v
very bad (results were close to 0%). Their inclusion lowers figures HJon model, a formal analysis of observed interactions and other tests
about ten points. must be performed. An implementation of the activation model using

VI. CONCLUSION
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other sensory modalities, e.g., sound, would also allow us to assess [&2] M. Scheeffet al, “Experiences with Sparky, a social robot,” Rroc.

generality. Workshop Interactive Robot. Entertainment (WIRBjttsburgh, PA,
Apr. 1-May 30 2000.

[23] C. A. Smith and H. S. Scott, “A componential approach to the meaning
of facial expressions,” iMhe Psychology of Facial Expressijoh A.
Russell and J. M. Fernandez-Dols, Eds: Cambridge Univ. Press, 1997,

_ . pp. 229-254.
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