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THE MODELLING OF FEEDBACK IN STAR FORMATION
SIMULATIONS

James E. Dale
dal e.| anes. e@nmai | . com
University Observatory/Excellence Cluster ‘Universe’
Scheinerstrasse 1, 81679 Munchen, Germany

Abstract

| review the current state of numerical simulations of steiéedback in the context of star formation at scales rangin
from the formation of individual stars to models of galaxyrf@tion including cosmic reionisation. | survey the wealth
of algorithms developed recently to solve the radiativagfar problem and to simulate stellar winds, supernovae and
protostellar jets. | discuss the results of these simulatiwith regard to star formation in molecular clouds, the
interaction of different feedback mechanisms with eacleiotind with magnetic fields, and in the wider context of
galactic— and cosmological-scale simulations.
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1 Introduction and scope of this review

The formation of stars is arguably the most important predesastrophysics, impacting virtually every theoretical
and observational subfield. Despite its prominence andd#scaf intensive study, there is still much about star
formation that is not understood. One reason for this slavgpess is the fact that the conversion of gas to stars is a
non-linear process. There are a variety of reasons forght) as the non-linearity of the self-gravitational forces
which lead to the collapse of individual stars, but the isstimost interest here is that the rate of star formation is
influenced by stars themselves via feedback.

There are many other phenomena that affect the rate and ologghof star formation, such as mergers
between galaxies (e.g. [ [Whitmore et al., 2010], [Hopkinalgt2013]), collisions between molecular clouds
(e.g. [Furukawa et al., 2009], [Tasker and Tan, 2009]) orphsesage of spiral shocks through galactic discs (e.qg.
[Meidt et al., 2013], [[Bonnell et al., 2013]). However, wih given star—forming region may or may not have
experienced these particular perturbations, feedback fhe stars themselves is, by definitiahywayspresent, and it
is this broad range of processes that are the focus of thswev

Stellar feedback has been invoked, with varying degreesaifess, to solve a wide range of issues and problems
in astrophysics, including the slow and inefficient stamfation observed in molecular clouds and on galactic and
cosmological scales, the triggering of star formation, fitrenation of disc galaxies and the suppression of excess
dwarf galaxy formation in cosmological simulations. A gtenat almost any image frodST, Spitzer Hersche|
WISEand many ground—based images reveals that the structure t8M is riddled with bubbles, shells, pillars and
outflows, none of which can be explained without invokingdiesck. Since one of the main purposes of astrophysical
simulations is to help explain what is observed in the Ursiegit is clear that feedback is a critical component of such
simulations, and of any general model of star formation.

More specifically, this is a review afumerical simulations of feedback self—gravitating pure—hydrodynamics
problem would already by of sufficient complexity to requihe use of high—dimensional computer simulations.
The inclusion of additional physical processes, partidylthe transfer of radiation, only makes the problem more
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complex and the necessity of using simulations all the greatiowever, progress in this field is very rapid and
the existence of a varied set of mutually—interacting fee#bprocesses has resulted in a bewildering number of
recent studies. A timely summary will therefore be of bengfitspecialists and non—specialists alike. In this
review, the fundamental physical processes will be onlgflyrirehearsed; a detailed overview can be found in
[Krumholz et al., 2014]. The spotlight will instead fall ohe algorithms that have been written to model them,
and of simulations which have been performed including thend what we have learned from these simulations.
Numerical studies of feedback have a long and rich histaxy. ('enorio-Tagle, 1979]| [Tenorio-Tagle et al., 1985],
[Yorke et al., 1989],[[Garcia-Segura and Franco, 1996]). shigle review could encompass all this work, and this
article will concentrate on articles published for the muatt in the last ten years, and on two— or three—dimensional
simulations.

Although feedback in the galactic context will be discusskid review deals witlstellar feedback and, despite its
evident importance, AGN feedback will not be covered. les¢éed readers are referred|to [Fabian, 2012]. Similarly,
since we are here concerned with the connection betwedardtdback and star formation, the focus will be on
feedback from low— and intermediate—mass proto— and prie+stars, and on O-stars, whose entire life—cycle is
comparable to the lifetimes of GMCs. Planetary nebulae aadliack from accretion onto compact objects will not
be examined, and readers are instead directed to [Balickeamk, 2002]. For the most part, this review also does
not cover feedback from Population Il stars, an area ofaresewhich has grown substantially in recent years, and
which is eloquently reviewed by [Greif, 2015].

Magnetic fields are not commonly regarded as a type of feddéad will not receive dedicated attention here.
However, the presence of a magnetic field will likely altee flesponse of a fluid to some or all of the feedback
mechanisms under consideration and several authors haf@med simulations including both feedback and
magnetic fields. This work will be discussed, but the al¢pons used to model the magnetic field will not be
described.

The structure of this article is as follows. Section 2 givésiaf introduction to the major feedback mechanisms,
namely photoionisation, stellar winds, supernovae, dicerdeating, radiation pressure and protostellar jetstiGe
3 briefly introduces the major classes of astrophysical tgyinamics codes — particle—based schemes such as SPH,
grid—based schemes such as AMR, and the new generation dafigrovech codes. Section 4 surveys the algorithms
used for modelling radiation transport, winds, supernagjats. Section 5 discusses the science which has been done
with the codes described in Section 4 with reference to@adr astrophysical problems, including the fragmentatio
and destruction of molecular clouds and the formation amdléion of spiral and dwarf galaxies. Section 6 contains
a short summary and outlook for the future.

2 Brief introduction to stellar feedback physics

Stellar feedback involves the insertion of matter, momenéund energy from stars into the surrounding fluid, from
which the stars may also still be accreting gas. In terms @éna, momentum and energy emittpdr star massive
OB-type stars far outweigh their lower—mass brethren inoirtgmce. In clouds where there are no O-stars (either
because the cloud mass is too small to support massive staation, or because there has not been time for O—stars
to form), feedback from low— and intermediate—mass starthénform of jets and outflows and the conversion
of gravitational potential energy to heat are dominant esses. On larger lengthscales and longer timescales,
encompassing the formation and evolution of galaxies asthamstar formation, it is again the O—stars that dominate
the stellar contribution to feedback, but the other smaller—scale ggses may still have influence, since they help
determine the environments in which the O-stars are born.

2.1 Photoionisation

The physics of photoionisation were first elucidated in didta [Stromgren, 1939] and an excellent modern intro-
duction can be found in [Osterbrock and Ferland, 2006]. barse ofQy ionising photons per second ignites in a
cloud with initial number density,, atoms cnt?, the number density of ions; will also initially be equal tong. If



the cloud is pure hydrogen and overall electrically neuthad electron number density, must equal the ion number
density, so we have, = n; = nyg.

As the ionisation front moves outwards, more photons arswmed by recombinations behind it. The recombi-
nation rate per unit volume is given byh.n; = an?. Recombinations directly to the ground state produce pi®to
which are able to ionise another atom elsewhere in the nebldavever, since a recombination of this kind quickly
produces another ion, their overall effect can be neglectdidst order, which is known as the ‘on-the—spot’ (OTS)
approximation. Only recombinations to states other thangttound state consume stellar photons, and this rate is
given byagn?, ap being the recombination rate to all states above the grotatel. s

Eventually, the total recombination rate behind the iamsafront equals the rate at which the source produces
photons, so no more neutral gas can be ionised. This stateoisrkas the Stromgren sphere, described by the
Stromgren radiu,, satisfying

Rs:( 3Qu ) (1)
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The ionised gas inside the Stromgren sphere has a tempedsiermined by the equilibrium of heating and cooling
processes. The main heating process is the absorptionliafr gihotons. In a nebula with solar metallicity, the
main coolants are optical line emission from metals, withhe@ontribution from free—free emission. These process
equilibrate at 8 000 — 10 000K, although this temperature beaigher in low-metallicity environments where line
cooling is less efficient. Since the temperatures of neatoaids lie in the range 10-100 K, the Stromgren sphere will
be vastly overpressured and will expand supersonicallis fifocess was first studied by [Spitzer, 1978], who derived
the well-known relation for the radial evolution of the skalriven by the expanding Hll region

R(t) = R, <1+£?)7. @)

Later, [Franco et al., 1990] considered the case of HIl megiexpanding in clouds with radial density gradients
p(r) o< r~™. They showed, in particular, thatif > 3/2, the ionisation front will inevitably overtake the shockffit
and ionise the whole cloud, regardless of its mass. Early @Darical work by|[Garcia-Segura and Franco, 1996]
found that expansion of ionisation fronts in density gratieand in uniform clouds, was accompanied by the forma-
tion of fingers of dense neutral material reaching into thierétjion, reminiscent of observed pillars/elephants’ kn
They interpreted these structures in terms of the genarisation front instability analysed by [Giuliani, 1979].

2.2 Main-sequence line—driven winds

The powerful fluxes of energetic photons emitted by OB staesable to accelerate line—driven winds in their
atmospheres. Material leaves the surface of the star abaityeivhich asymptotically approaches the wind terminal
velocity v, of order103 km s~! for a main—sequence O-type star ([Lamers and Cassined§]L9The wind mass
fluxesM for such stars are typically 10-5M, yr~! but can approack 10~ *M, yr—1.

The effect of the wind depends sensitively on the thermonhyos of the shocked gas inside the wind bubble.
The extremal assumptions are (i) that all the mechanicalggnis retained by the bubble and the expansion is
adiabatic, or pressure driven, in which ca®@) = (L/po)5t3, and (i) that cooling is maximally efficient, whence
R(t) = [2Muvs/(3po)]itz Note in both cases the very weak dependence on the both fle steperties and
the density of the background medium. The reality is muchemmmplex and lies somewhere between these
extremes. More sophisticated models were first computedirbyl [Castor et al., 1975, Weaver et al., 1977] who
examined the influence of thermal conduction between theshotked wind and the cool swept-up ISM and
the corresponding evaporation of ISM material into the winubble, which rapidly comes to dominate its mass.
[Koo and McKee, 1992a] and [Koo and McKee, 1902b] discussxinaastive detail the realistic case of partially
radiative bubbles.

Recently, [Rosen et al., 2014] have attempted to evalua&téntportance of these processdsservationallyby



totting up the energy inserted by winds and that lost by veriphysical processes (radiative cooling, mechanical
work, thermal conduction, gas—grain interactions) in fetar—forming regions — 30 Doradus, Carina, NGC 3603 and
M17. They concluded that radiative cooling and mechaniaakvare unimportant, except in the case of M17 where
work done on the cold gas can account fo¥38f the injected wind energy. Adding thermal conduction aas-glust
cooling can account for the remainder of the input energyooly if rather extreme assumptions are made. They
instead infer that large fractions of the wind energy is ldatbulk leakage of hot wind gas, or small-scale mixing
with the cold gas.

2.3 Stellar evolution

The lifetimes of the most massive stars are comparable thartes than the inferred lifetimes of GMCs, so at least
some of these stars are likely to enter the final stages aflthes while embedded in their natal clouds. The effects of
exotic evolutionary phases such as LBV and WR stars haveagiyneot been considered in GMC—scale simulations
owing to the expense of simulating the long timescales iraabl

The WR stage profoundly alters the properties of the wind ofiassive star. The mass loss rate increases
dramatically to~ 10~* — 1073M, yr—! as the star sheds its outer layers, and the terminal velogitgspondingly
declines to~ 100km s~'. A thorough introduction to these and other kinds of stelléamd can be found in
[Lamers and Cassinelli, 1909]

Understanding the effects of photoionisation and windsartyerelies on knowing how the ionising photon
luminosity and wind mass loss rate and terminal velocity e a function of stellar age and mass. There are several
observational studies of this issue, sucH as [Smith, [200)eidner and Vink, 2010].

Photoionisation and winds have traditionally been the nmumpular feedback mechanisms, perhaps since
their effects are readily observable as 10pc bubble structures in atomic emission lines, radio conitm
and infrared dust emission. Several authors have considetéch of the two should be more important
(e.g.[Capriotti and Kozminski, 2001, Matzner, 2002]), gaily concluding that expanding HIIRs are more damag-

ing.

2.4 Supernovae

When massivex 8My) stars exhaust their core hydrogen, a chain of events enghiel eventually results in a
supernova explosion. The timescale on which hydrogen estimauoccurs depends on the stellar mass. For allOM
star, it isa~30 Myr, but for the most massive stars, it may be as shoxrt &\Myr, comparable to or shorter than the
lifetimes of GMCs. The supernova explosion results in tleetpn of~10 Mg of metal-enriched material at speeds
of ~ 3 x 103km s™!, carrying approximately T0erg of total energy. In the classic problem of the point déjmrs

of energy in a uniform medium, the supernova remnant pabksegh a brief ‘free—expansion’ phase until the mass
swept up becomes comparable to the ejecta mass, beforsgrter adiabatic Sedov—Taylor phase, during which the
blast wave radius evolves with time as

1
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wheref is an order—unity constant. The Sedov—Taylor phase ends thieecooling timescale becomes shorter than
the expansion timescale and the supernovae remnant drggedliative phase. In reality, the evolution of a supernova
blastwave is likely to be much more complex, since it in tgadncounters the interior of a wind bubble/HII region,
rather than a smooth ambient medium. A comprehensive revigie expansion of astrophysical shock— and blast—
waves, including the cases of nonuniform background dgfisitls, is given by|[Ostriker and McKee, 1988].

Much of our understanding of the evolution of massive starpredicated on the assumption of single stars
evolving in isolation, owing to the extreme difficulty of assing otherwise. However, a large fraction (45%)of
massive stars are members of binaries (usually with othesivestars), most of which are sufficiently close that the
evolution of the two members is expected to be influenced bgsraachange or outright mergers (see [Langer, 2012]



for a recent review of massive single and binary star evat)tiHow binary evolution would affect the production of
ionising photons, the emission of winds, and the timing amergy of supernovae is a field with a lot of work still
ahead of it.

2.5 Accretion heating

In the early stages of formation, all protostars are aaugegias from their host GMCs via an envelope and a disc.
As the gas falls into the potential well of the protostar améventually accreted by it, gravitational potential egerg
is converted to heat, which the protostar radiates awayhofijh not readily absorbed by the gas, this radiation is
absorbed by dust. If the gas density is large enough, theraadling of the gas and dust may then transfer heat to
the gas, effectively coupling the radiation field to the g§Bffner et al., 2009] point out that accretion luminosity
dominates the energy budget of GMCs unless and until O-atarsorn.

2.6 Radiation pressure

All photons emitted by all stellar objects transfer momemtas well as thermal energy, to the surrounding gas and
dust. The accretion heating process described above atsts eadiation pressure forces on dust grains, although
these are likely to be small and less important than the thigpnessures generated by dust and gas heating. However,
radiation pressure from much more luminous massive stéikelg to be dynamically important in very dense clouds
(e.g. [Krumholz and Matzner, 2009, Murray et al., 2010, Ea#l., 2010]).

Although a conceptually simple idea, radiation pressudiiult to compute in practice. The momentwarried
by the photons of a source of luminosityis L /¢, giving (for a point source) eadiative momentum fluxt radius- of
L/(4mr?c). However, to compute the radiation pressure, one needsote kow much of this momentum is actually
absorbed by the gas. Clearly, if the gas is optically thie,dbsorbed momentum can be zero, even if the radiative
momentum flux is very large.| [Krumholz and Matzner, 2009taduce a parametefi.., which encapsulates this
uncertainty, so that

L
Praa (T) = ftrap e 4)

If firap = 1, all the emitted photons are absorbed once before escapavgever, if the shell is moderately optically
thick, photons are likely to interact several times, defmgimore momentum, before escaping the shell Ang,
exceeds unity. Clearly, computing..,, self—consistently is a very difficult radiative transfeoplem.

2.7 Jets

As well as thermal feedback, accretion also drives emissiostellar jets — collimated high—velocity outflows
emerging bidirectionally along the stellar rotation axi @ recent view, se¢ [Frank et al., 2014]). The origin of jet
is likely a magneto—hydrodynamic interaction between tiae and its accretion disc, producing a magnetic field
configuration which acts like a particle accelerator oriomdtor. The details of this process are still much debated
and | will not address them here. From the point of view of vigifeedback, it is useful to know that initial jet
velocities fall in the range 100—1 000 km's while material swept up by the jet bowshocks has typicabeities

in the range 1-30 kms. The mass—loss rate via jets is typical0-8Myr—!. The shocks produced by jets are
highly radiative, so to a good approximation they may be iwhared as sources of momentum only.

3 Brief introduction to astrophysical fluid dynamics codes

Star formation takes place in the interstellar medium (ISMg thin and usually hot gas which occupies much
of the volume of most galaxies. The mean free paths of iomsnstand molecules in the ISM tend to be small



compared with the sizes of the structures which they belondttis therefore reasonable to approximate the ISM
as a smoothly—varying fluid. However, in order to model theaséour of a fluid on a computer, it is necessary to
discretise it in some way into individullid elementsHow the discretisation is done inevitably has some effact o
how physical processes are treated. A very brief summarkiethiree main types of astrophysical hydrodynamics
codes and their advantages and disadvantages is theretmesary before specific feedback algorithms are discussed
Since this review covers simulations of star formationtipalar attention will be paid for each type of code to the
way in which the formation of individual stars is modelled.

3.1 Grid codes

Grid codes break fluids up inteolume elementsvhich fill the space inside a set of boundaries delimiting the
computational domain. The simulation is evolved by calitagathe forces on the fluid in each volume element
and moving material to or from that element’s adjoining héigurs. Matter which crosses one of the boundaries is
either destroyed (open or outflow boundaries), sent backtivé domain as though bouncing off a wall (reflective
boundaries), or reinserted at the opposite side of the dofpariodic boundaries). Material may also be created at the
boundaries and allowed to flow into the domain (inflow bouregr Some codes make do with a single fixed grid, but
most allow a given grid cell to be subdivided or refined if léghesolution is required at that location, or incorporated
into larger grid cells if the resolution at that place is héglthan needed. Codes suchrassH [Fryxell et al., 2000]
andrAMSESwhich are able to do this on the fly are known as Adaptive MedinBeent codes.

The hydrodynamic equations themselves are solved by a vddety of methods. Finite difference methods
discretise the differential equations connecting quigstin adjacent cells. Finite volume methods integrate tities
over the volumes of the grid cells to compute fluxes betweemtloften by solving the Riemann problem. Exhaustive
reviews of these various methods can be found in many tekth@og. [Bodenheimer et al., 2007].

The advantages of grid codes include being able to use Irtuay criterion to decide when and where to refine or
derefine the grid, and that the mass contained in individicloglls may become very small or very large, so that very
large dynamic ranges in the masses of objects are possilsadantages are that some form of boundary condition
mustbe specified, which limits theolumethat can be studied, all grid cells must contain non—zeratifiess of gas,
so that some computational power may be wasted on simulagigns where very little is happening, and that fluid
advection is almost inevitably slightly more efficient aptine principal grid axes, leading to artefacts (often known
as ‘carbuncles’). Tracing fluid flows in grid codes can be dbypedvecting passive scalars, but this is somewhat
cumbersome and cannot be used to trace completely arbitosry. Modelling gravity in grid codes is non-trivial
and is usually done by solving Poisson’s equation usingigridtmethods, although there are also implementations
of tree algorithms similar to those used in particle—basetks. In addition, grid codes are not Galilean invariant and
moving objects through the grid at speeds in excess of tta $meind speed can lead to problems such as unphysical
diffusion.

If it occurs that the density of any particular grid cell bews so high that its integration time becomes
prohibitively short, some of the mass in the cell may be carekinto a Lagrangian sink particle which is allowed to
move between grid cells and to accrete further matefiati¢Fmth et al., 2010] describe in detail their implementati
of sink particles inFLASH. As with SPH codes, the first criterion is that the densityhef grid cell in question must
exceed a given threshold. Six tests are then applied foeldl within a sink accretion radius of the dense cell: (i) the
cells must all be on the highest allowed AMR refinement le(iglthe flow at that location must be converging; (iii)
the densest cell must lie at a local potential minimum; (@ gas within the accretion radius must be Jeans unstable;
(v) the gas within the accretion radius must be bound; (\@)thlume must not overlap the accretion volume of a
pre—existing sink. Once a sink is created, it may later degas above the threshold density in the grid cell in which
it finds itself, provided that gas is bound to it.

3.2 Particle codes

Particle codes discretise fluids inteass elementwith a total mass equal to that of the whole fluid. The fluid is
evolved by calculating the forces on each particle and ngpthe particles relative to one another. Since the particles



can in principle go anywhere, it is not obligatory to have hdaries of any kind in a particle simulation, although
reflective and periodic boundaries are commonly used. Opandaries at which particles are destroyed, or inflow
boundaries where new particles are inserted are also p@ssibuncommon.

By far the most popular particle method is Smoothed Partigierodynamics (SPH, e.d. [Springel, 2010b]). SPH
codes represent fluids as particles whose masses are schaothmeared out over a volume called #moothing
kernel The kernel is spherical, but the smoothing is done suchntioat of the mass is concentrated near the particle
centre. The radius of the smoothing kernel is continuoustypmputed so that it contains the centres of, on average
(or, in some codes, exactly) a given number (usually0) of ‘neighbour’ particles. This is achieved in many codes
(e.g. SEREN [Hubber et al., 2011]) by iteratively solving for each pelet i the expressiom;h? =constant (i.e. the
fixed particle mass), as described in[Springel, 2010bJidRjuwantities such as density are computed as averages over
a particle and all of its neighbours. The requirement thatrthmber of neighbours be fixed automatically results in
the smoothing kernels, which set the resolution of an SPH doeing smallest where the gas density is highest.

Gravitational forces could in principle be computed dikebietween particles, but this scales extremely poorly
as the number of particles increases so is rarely if ever.uségny codes reduce the expense of computing the
gravitational forces by grouping particles into a tree cinee, and computing gravitational forces using tree nodes
instead of individual particles, provided that the tree@medbtends a sufficiently small angle at the location wheze th
forces are to be computed. Alternatively some codes usedttelp—mesh method where the particle densities are
converted to densities on a mesh and gravitational foraes@nputed by solving Poisson’s equation.

Not needing boundaries, the relative ease of computinggelfitational forces, and the possibility of having
parts of the computational domain genuinely empty are thim madvantages of particle codes. Since each particle
has a unique and preserved identity, it is also trivial toeftuid flowsin particle simulations, which is very helpful
when, for example, studying triggered star formation otyimn by supernovae. Particle codes generally do not treat
shocks as well as grid codes, and they are restrictive inghgesthat only the mass density can be used to control the
resolution and other quantities cannot be refined on as de@&daditionally, particle code also have problems dealing
with contact discontinuities|([Agertz et al., 2007]), atlgh there are now several solutions to this issue available
(e.g.[Read et al., 2010, Saitoh and Makino, 2013)]).

Since they are Lagrangian codes, implementing sink pasticl SPH schemes is somewhat more straightforward
than in grid codes, since the sinks can be treated like gaislparexcept that they do not feel or exert pressure forces.
An early implementation was described by [Bate et al., 1996Hensity threshold is defined and any gas particles
exceeding this threshold, along with their neighbourscamsidered for sink formation. Four criteria must be met:
(i) the ratioa of thermal to gravitational potential energy of the groupstrie< 0.5 (ii) the sum ofa andg, the ratio
of rotational energy to gravitational potential energy trhes< 1 (iii) the total energy of the group must be negative
(iv) the divergence of the acceleration must be negativihel§e tests are passed, a sink is created with the total mass
and momentum of the seed gas particles.

Accretion onto the sink is achieved by assigning it an acmmetadius and testing particles which pass within it.
Particles which are bound to the sink with a specific angulamentum less than that required to form a circular orbit
at the accretion radius are accreted. A much more sophitic®PH sink particle algorithm was recently presented
by [Hubber et al., 2013]. The creation criteria are again tha gas particle being considered for promotion must
have a density exceeding a threshold, the putative sinkcfgavtould not overlap any pre—existing sinks, it must sit
at a local potential minimum, and the candidate particlelssity must be such that it is smaller than the Hill sphere
defined by itself and any pre—existing sink.

Once created, their sinks do not immediately accrete gdilgarentering the accretion radius (which they term
the ‘interaction zone’). Instead they are added to an istema list (from which they may be struck off if they exit
the interaction zone) and are gradually accreted over aigdilys-motivated timescale, while still being permittexd t
interact with other SPH particles. The smooth accretionthedcontinued interaction with gas particles outside the
sink interaction zone, particularly in respect of angulannentum transfer, results in more physically—motivatetl an
robust sink behaviour.

In practice, most of these conditions are usually droppédarge—scale simulations where sink masses are too big
for them to considered as single stars. In these cases, aitiklps are often created simply from particles whose
densities exceed a threshold.
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Figure 1: Simple illustration of the ideas behind the maypets of astrophysical hydrodynamics code. The left panel
shows how an SPH code represents a fluid, with red dots bedtigjdnal particles carrying a mass and specific
internal energy.. Each particle has a velocity and feels forces from other particles. Denser regions ofagas
represented by higher concentrations of particles. Thedia particle is defined by the radi2s which encloses a
constant number of neighbours (here, only 4 for clarity)e Tiiddle panel shows an AMR representation of a fluid
with only three levels of refinement. The gas in each cell hdsrsityp, velocity v and internal energy. Cells
exchange mass, momentum and energy with their neighbolestight panel depicts a moving mesh code. The fluid
mass is again represented by particles, shown as red ddtgafiuid volume is partitioned around these by a Voronoi
tessellation. Cells exchange matter, momentum and erargthe particles move with the fluid flow.

3.3 Moving—mesh codes

The most recent additions to the stable of astrophysicad flobdes are the moving—-mesh codes (e.g.
[Gaburov and Nitadori, 2011, Hopkins, 2015]). The most wjidesed to date i®REPO ([Springel, 2010a]) which
solves the hydrodynamical equations using a finite—volurndu@ov method on a 3D Voronoi mesh dynamically
created around a population of Lagrangian particles whatlowis the fluid flow. The code is then in some sense a
hybrid between traditional grid— and particle—based cpdrd shares most of the advantages and few of the draw-
backs of both alternatives. Moving—mesh codes are Galieaariant like SPH codes but capture shocks and contact
discontinuities as well as grid codes. They also share thigyab refine or derefine their resolution based on arbjtrar
conditions by splitting or merging their Lagrangian traparticles. Sink particles can be implemented in ways anal-
ogous to those employed by grid—based codes, in which sarkeve mass from grid cells. The only disadvantages
of moving—mesh codes are their relative complexity and lpvéigure[1 illustrates schematically the differences
between these three types of code.

4 Feedback algorithms

This section briefly surveys some of the algorithms used tdahstellar feedback mechanisms. The focus is on the
algorithms themselves and the assumptions that undeei®.tihe results gained from using them will be discussed
in a later section.

4.1 Radiative transfer algorithms

During and after their formation, stars — even low—massaibje are strong sources of radiation which deposit energy
and momentum into the surrounding gas. The interactiondiftioan and matter is an immensely difficult problem
to solve and a great deal of effort has been expended on it.sdimenary given here is of necessity brief — a more



detailed and wide-ranging review can be found in [Trac anddBn 2011]. The two main processes of interest here
are the radiation emitted mostly in the infrared by prots{deriving from the loss of gravitational potential energ
by accreting material and by the contracting protostaifjta&d sometimes due to the burning of deuterium before
hydrogen burning gets underway), and emission of ultraviphotoionising photons by massive stars as they quickly
settle onto the main sequence.

In common with self—gravitational forces, radiative tfemgRT) in principle allows every part of the computa-
tional domain to communicate with every other part. Howgther latter issue is much worse, since the communication
between any two fluid elements depends on all the intervanatgrial through which any radiation must pass, which
of course does not apply to gravitational forces. This probis in general too demanding to be solved explicitly but
numerous physical and numerical approximations have beele ito render it tractable.

4.1.1 Ray-tracing methods

The most intuitive approach to RT computations is ray—mgcihat is, drawing lines from radiation sources to target
fluid elements and solving the radiation transfer equationgathem. We shall limit ourselves to the consideration of
unpolarised radiation. The time—dependent RT equaticestttke form

1% +n.VI, =€, — kypl,, (5)
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with I,, the specific intensity at frequeney n a unit vector pointing in the direction of radiation proptga, ¢, the
emissivity of the medium ang, the specific absorption coefficient. This is an equationweseariables and solving
it is a formidable problem. This is particularly true if l&frequency ranges are of interest, for which the frequency
dependence of the emissivity and opacity is likely to beificant and the problem has to be solved for many different
values ofv. Itis common to avoid this issue by computing effective ager emissivities and opacities, commonly
referred to as the ‘grey’ approximation.

It is also common to simplify Equatidd 5 by various approxiimas. If the time—dependence can be neglected,

equivalent to finding a radiative equilibrium, the time-@pe&ndent RT equation results:

nVI, =¢, — kypl,. (6)

Furthermore, it is often the case that the radiation fieldoisichated by a small number of very bright sources (e.qg.
stars), and that the emissivity of the gas may be neglecteldiyg

nVIi, = —k,pl,. (7

Several authors have made use of ray—tracing algorithmgaokathe problem of photoionisation, differences
being mainly in how they choose to cast their rays. Under th& @pproximation, any number of independent rays
may be drawn emanating from an ionising source and the théynaomic state of the gas can be found by locating the
ionisation front along each ray using a generalisation afdfign1. If the radius of the ionisation front is a function
of directionRir (6, ¢), one can write

' =Rir (0,9
Qu = / ( )n(r,G, ¢) aprdr’. (8)
4m =0

[Kessel-Deynet and Burkert, 2000] and [Dale et al., 2003ujg SPH codes defined rays connecting the ionising
source to all active gas particles (a similar method was bge[dohnson et al., 2007], except they first constructed
a spherical grid with 10rays, each divided into 500 radial segments). Particleigjhimurs are tested to find the
one closest (in an angular sense) to the ray leading backesotihis process is repeated until the source is reached,
generating a list of particles along the ray, whose derssitie then used to calculate the integral in Equaflon 8. This
can be used in a time—independent way to locate the ionis&timt assuming ionisation equilibrium and heat the
gas behind the ionisation front. Howeveér, [Dale et al., 2)@ike it to compute the photon flux at each particle to
determine whether it is sufficient to keep an ionised parfitkhat state, or to (partially or completely) ionise a malut



particle, during the current timestep.

This algorithm was modified i [Dale and Bonnell, 2011] anal®et al., 2012b] to allow for multiple sources
ionising the same HIl regions. In the former paper, this wadeved by identifying all particles illuminated by more
than one source and dividing their recombination rates byntimber of sources illuminating them. The solution for
the radiation field is iterated until the number of ionisedtiples converges. In the latter paper, a more sophisticate
approach was adopted where the total photon flux at eacltlgadievaluated and the fraction of the recombination
rate that each source is expected to pay for at a given paigiskt by the flux striking it from that source as a fraction
of the total. These methods give similar results in practice

In the EulerianHERACLES code by [Tremblin et al., 2012b], solve a differential forfmEmguation[8, taking the
photon fluxF' as the variable of interest, writing
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r2dr
whereo is the absorption cross section to ionising photonsswaagdis the density of neutral hydrogen atoms. This
equation is then complemented with equations describirgaahemistry. The ionisation fractionis nj; /ny and
ng = n;; + nu,. The number of photons absorbed in a grid cell of volurig.gis given by the flux of photons

entering the cell through the surfacd dnhultiplied by the probability of absorptionfl= ony,ds, with ds being the
pathlength along the ray. This allows one to write

(r*F) = Qu — nu,oF, )

d(zng) = dny — dnn,.., (10)
dny,,, = anQn%{dt, (12)
dP dAds
dn~ = F(r)dAdt =oF 1— 12
™ (r) dVeen oFnu(l-) dVeen”’ (12)

where the last term in the last equation is a geometricatidilifactor. Once these equations have been solved, the
heating due to the absorption of ionising photons and thérgpdue to recombinations can be computed.

[Gritschneder et al., 200Pa] modelled the propagation ah@tparallel ionising radiation in SPH. Rather than
drawing rays to every particle, they used an adaptive scheasting a small number of rays along the photon
propagation direction, and recursively refining them intairf subrays up to five times at locations where the
separation of the rays exceeded the particle smoothingHeng

Similarly, but in spherical geometry, [Bisbas et al., 2009¢d the HEALPix tessellatior] (JGoérski et al., 2005]) to
define rays, starting with the lowest level and refining raye four subrays. Rays are refined when their separation,
given by the radius.,, at which they are defined multiplied by the separation afiglef the HEALPix level! to
which they belong, exceeds the local smoothing smoothingtteh, multiplied by a parametef, of order unity.
Values off, of 1.0-1.3 were found to give a reasonable compromise betggeed and accuracy.

Once rays are defined, the discrete integral in Equition@pated along them by defining a series of evaluation
points, each being a distangeh from the previous one, witlf; a dimensionless factor (given a value of 0.25) and
h being the local smoothing length. A schematic is shown irufé{2. The ionisation front is linearly smoothed
over one smoothing length and the gas heated accordinglynikrsadaptive ray—tracing scheme was presented by
[Abel and Wandelt, 2002] for use on Cartesian grids. Thisesuh differs from that of{ [Bisbas et al., 2009] in that
child rays can be merged in regions where high resolutiorotsnecessary, and that they solve a tinependent
problem, using the results of the ray—trace to compute flatesells. The algorithm is taken even further by
[Wise and Abel, 2011], who also implement non—ionising aidn (e.g. Lyman—Werner dissociation) and radiation
pressure.

[Krumholz et al., 2007b] use a variant of the ray—tracing hmet of [Abel and Wandelt, 2002], periodically
rotating the rays with respect to the Cartesian grid to ageimimetrical artefacts. To avoid spurious overcoolingat th
ionisation front, molecular heating and cooling processesdisabled for cells with ionisation fractions in the rang
[0.01,0.99]. They also explore the convergence of the results with obsirgthe update timestep for the radiation
scheme, which effectively sets by how much the temperatiaecell near the ionisation front is allowed to change
in one timestep. Allowing the temperature to change by aofaot 100 led to larger errors in the location of the
ionisation front at early times, although the error dedims the front expands, and they caution against allowing
sudden temperature jumps in photoionisation algorithninés Was also pointed out by [Whalen and Norman, 2008],
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Figure 2: Schematic representation of the adaptive SPHnagirg technique employed by [Bisbas et al., 2009]. The
ionising source is represented by the star at the extrerheSefid lines are rays, with black circles representing the
evaluation points used to compute the discrete integrahttmpi8. Grey circles are locations where they rays are split
into four sub rays. The dashed line beyond which the partiefesity becomes abruptly larger is the ionisation front.

who explicitly compared an algorithm employing the assuampbf ionisation equilibrium embodied by Equatioh 8
with a more sophisticated radiative transfer algorithmcdesd in [Whalen and Norman, 2006]. They found that the
structure of ionisation—front instabilities varied subgially between the two codes, especially at early timasd, a
attributed the differences to the sudden heating inhenethig equilibrium method.

[Peters et al., 2010] implemented the ray-tracing algoritbf [Rijkhorst et al., 2006] in theFLASH AMR
code ([Fryxell et al., 2000]). The algorithm computes cotudensities on nested grids using a hybrid long— and
short—characteristics method. A long characteristic iayadrawn between a radiation source and an arbitrary cell,
and may have many segments since it may pass through mamnyeiniteg grid cells. A single long characteristic
can transport radiation between two arbitrary points in gtmeulation. A short characteristic passes only across
a single grid cell and only transports radiation from one telanother (see Figufd 3 for an illustration). From a
computational perspective, long characteristics are raarenable to parallel computation, since each ray can be
treated independently and the radiation transport equatitved along it. However, time is wasted near the source,
since many rays pass though the same volume. Short chastctecover the domain uniformly but radiation
properties of cells must be updated from the source workirtgzards because each short characteristic must begin
from the (usuallly interpolated) end solution of one closethe source. Short characteristic methods are therefore
difficult to parallelise and more diffusive.

For a given AMR block, the|[Rijkhorst et al., 2006] algorithcomputes pseudo—short—characteristic rays
which enter the block from the direction of the source andhieate at all the celcentresfor use local to that
block, and pseudo—long—characteristic ray segments wbithinate at the celtorners It is the latter which are
shared with other processors so that what are effectively tharacteristics can be stitched together across blocks.
Once the rays have been defined, transfer of ionising phasosslved in a manner similar to that employed by
[Tremblin et al., 2012b], save that collisional ionisaare also accounted for.

Several authors (e.g. [Mackey and Lim, 2010], [Arthur ef2011]) use thec?—RAvy algorithm of
[Mellema et al., 2006b] to model photoionisation feedbackhis method is photon—conserving and accurately
solves the RT problem in the (common) case that the compatdtresolution elements are optically thick. For
an infinitesimally thin spherical shell of radiuswith a radiation source of luminosit} at its centre, the rate of
absorption of photons per unit area is

11



| ,evgluation
Oversampled \A/“ St

L region ”
2- A\
‘\

Source —

- Source
f/
v / v

Figure 3: lllustration of the difference between long andrsicharacteristics. Long characteristics (left paned) ar
drawn from the source to every grid vertex, so that regionsecto the source are crossed by many rays. Short
characteristics (right panel) are drawn across singls,cedinnecting the point where a vector from the source enters
the cell (dotted line) to the nearest grid vertex. The raalatield at the entry points of cells (blue circles) must be
interpolated from values at neighbouring vertices, makimigmethod more diffusive.
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If, however, the shell has a finite thickneAs, photons strike the inner surface at a rate- — Ar/2) and emerge
from the outer surface at a radé(r + Ar/2), and the number of atoms in the shelhig,,.;. Equatior 1B can then
be rewritten as the photoionisation rate across a finitd,shel

I'(r) dv. (14)

1 /°° Lyo,explr,(r)] 1 — exp(AT,)

4mr? ), hv nVahell

If A7, tends to zero, Equatiohs]14 reduces to Equdtidn 13. This issuld place severe constraints on the spatial
discretisation required to model the propagation of ansiatidn front. [Mellema et al., 2006b] also discuss issues of
time discretisation. The above assumes that the opticahdipes not change over the course of the computational
timestep, so that either a very small timestep is required time—averaged value of the optical depth should be
used. They show that using at any location the time— and spaeeaged values of the neutral density, ionisation
fraction and the optical depth from the source allows adewsalution using large timesteps, at least as long as the
local recombination time, and volume elements with largécapdepths.

[Clark et al., 2012a] presemrEECOL which solves Equationl 7 in an SPH code using the gravity wespeed
up the calculation of optical depths. The idea behind theigr#ree is that when computing the gravitational forces
acting on a given particle, groups of particles which arécehtly far away can be amalgamated into pseudoparticles.
The gravity tree groups all particles into a hierarchy, lguay recursively dividing the simulation domain into
eight subdomains. When computing gravitational forces,ahgle subtended at the particle by all the tree nodes is
computed and compared to a paraméterthe tree—opening angle. If the node subtends an angler ldrged. at
the particle in question, the node is decomposed into itgliehri and they are tested. Once nodes subtending angles
smaller thar9,. are found, they are treated as pseudoparticles.

TREECOL uses this formalism to save time in computing column—diessilong rays. For every particle, a
low—level (48— or 192—wedge)eEALPIX tessellation is constructed and the contribution of tregeisdo the column
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density in each wedge is computed, respecting the treewapangle criterion. This results, for every particle, in
a moderate-resolution map of the column density from itatioa to the edge of the simulation domain. This is
ideal for computingexternalheating by a radiation bath such as the ambient UV backgrthetdpermeates the
ISM. [Bate and Keto, 2015] recently presented a code whidiridises the FLD model of [Whitehouse et al., 2D05]
with a version of TREECOL to model, respectively, protostellar heating and heathognfthe intercloud radiation
field. A method analogous torReecOL but designed specifically for AMR—based trees was recemgbeidbed by
[Valdivia and Hennebelle, 2014].

4.1.2 Moment methods

Many alternative approaches to the RT problem involve steatanoment methods. The fundamental radiative quan-
tity is the intensity or spectral irradiancg, which describes at a given location the rate at which enexgyniitted
per unit area, per steradian and per frequency intervakgtating over frequency and integrating out the angular
dependence yields the zeroth, first and second moments dcddiadion field, better known as the energy dengity
radiative fluxF' and the radiation pressure ten¥ar

p=1 / / 1,dQdv (15)
C Ju=0
F, = / / I,0.%;d0dv (16)
v=0
P = / . / I (0.%;) (7.%;)dQdw. (17)
(18)

While the meaning o andF are clear, the radiation pressure tensor needs a littl@eapbn. 1t5(i, j) compo-
nentP;; is the rate at which momentum in thelirection is being advected by the radiation field throughidase
whose normal is th direction.

Once these transformations are done, the radiation fieldbeamneated like a fluid, coupled to the matter den-
sity field by the equations of radiation hydrodynamics (RHIDR)a frame following the flow of matter and under the
assumption of local thermodynamic equilibrium, the RHD &tpns can be written|([Turner and Stone, 2001]):

Dp
et V= 19
o TPVV =0 (19)
Dv 1
- _ _ vpF 20
th Vp-i—CXF (20)
D (FE
p— (-) =-V.F —Vv:P+4rkpB - ckgE (21)
Dt \ p
D /e
P <—) = —pV.v—4dnkpB + ckgFE (22)
Dt \ p
p D (F 1
L (2 )=-VP - ysF 23
c? Dt (p) M )

wherey g is the frequency—integrated mean opacity including coreptsxdue to absorption and scattering, apd
and kg are the Planck mean and energy mean absorption opacit@shartolon operator represents a double dot
product operation.

A popular approach to solving these equations, owing toateeptual simplicity, is the flux—limited—diffusion
(FLD) method. FLD simplifies the evolution of the radiatiom{lby first assuming a steady state, so that the derivative
on the LHS of Equation 23 vanishes, then asserting that tiatran field is approximately locally isotropic, so that
P =FE/3and

F-_S‘vE (24)
3x
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As the opacity becomes small, this approximation for theatazh flux tends to infinity, whereas in fa#t cannot
exceedcE. In the optically thin limit, the radiation field can in priipte be strongly anisotropic, so that the
assumptions behind the derivation of the moment equatiozekbdown. However, this problem can overcome by
inserting an additional parameter into Equafioh 24:

o 2B gp (25)
3x

where\(FE) is theflux—limiter, whose purpose is to prevent the energy flux becoming ungdiiysiarge. The flux
limiter can be defined via the radiation pressure tensorlasy®. P can be written in terms of asP = fF, with f
being the Eddington tensor, which simply encodes the locattionality of the radiation field. Formally,

f:%(l—f)1+%(3f—1)ﬁﬁ (26)
with i = VE/|VE|, ai is a tensor formed by the vector outer produchiofiith itself, andf is the dimensionless
Eddington factor. The flux limiter is then defined via= A + \2R?, whereR = |VE|/(xE). The function\ must
then be chosen so that the radiation field is always recaristiitsmoothly.

[Whitehouse et al., 2005] and [Bate, 2009] implemented ffeets of accretion heating from low—mass protostars
in SPH using the FLD approximation. These models accountdaversion of gravitational potential energy to heat
in the accretion flows (i.e. it is radiated away in a physicainmer as opposed to be being entirely lost, as in an
isothermal model, or entirely retained as in an adiabatidetjo However, the protostars have no intrinsic luminosity
of their own, so that the feedback in these calculationsfectbely a lower limit ([Offner et al., 2009]).

[Krumholz et al., 2007a] report on a FLD method implementetheoRION AMR code to model radiative feed-
back in massive molecular cores, considering sink pastiake radiation sources. The detailed protostellar models
are derived from{[McKee and Tan, 2003] and account for dissioen and ionisation of infalling material, deuterium
burning, core deuterium exhaustion, the onset of conveaitd hydrogen burning. They set an opacity floor at
high temperatures, since FLD schemes do not deal well wahpshpacity gradients where the radiation field can be
strongly anisotropic.

To avoid the issues that can be encountered in FLD with stpapity gradients/ [Kuiper et al., 2010] present a
novel hybrid method which combines FLD and ray—tracing. yT$@it the radiation field into two components. Dif-
fuse thermal dust emission is computed using an FLD methbdreas the direct stellar radiation field is handled by
doing ray—tracing on a spherical grid either in the grey agjnation, or using (typically= 60) frequency bins to
capture frequency—dependent opacities.

[Krumholz et al., 2009] used therION code with FLD to model accretion onto high—-mass protostarsey
simulated a 100M, 0.1pc radius rotating core which collapsed to form a dish i central massive object. Once
the star achieved sufficient mass, Kelvin—Helmholtz catitba raised its luminosity to the point where radiation
pressure became dynamically important. Radiation doméhbtibbles inflated along the rotation axis and infalling
material landed on the bubbles, travelled around theirased and was deposited in the accretion disc. The ac-
cretion rate onto the massive star was thus little alterecsedond star grew in the disc resulting in a massive bi-
nary, and the radiation—inflated bubbles became RaylemylefTunstable, rapidly achieving a steady turbulent state

[Kuiper et al., 2012a] and [Kuiper et al., 2012b] simulatasgentially the same problem — accretion onto a high—
mass protostar — using their hybrid FLD/ray—tracing apphaand arrived at qualitatively different results. In thieda
paper, they performed a comparison in which they operateid tiode using the FLD solver only. Both radiation
transport schemes drove radiation—dominated cavitidsthibse produced by the hybrid scheme continued to grow
until leaving the simulation domain, whereas those frompghee—FLD run collapsed along the rotation axis. They
found that the cavity in the FLD case was unable to resistedicer onto it, which they attribute to the radiative flux
in the FLD method tending to point in directions that minienithe optical depth, allowing photons to escape and
depressurising the cavities. The hybrid scheme does nfetr $tdm this problem, because the stellar radiation field is
transported by direct ray tracing. They did not observe thd kf instability seen by [Krumholz et al., 2009].

A second alternative to FLD is to compute the Eddington tedgectly. These are usually known as variable Ed-
dington tensor (VET) techniques, and differ in the ways th@ypute or estimate the tensor. [Gnedin and Abel, 2001]
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give a very clear description of the basis of these techmsigiieey define the VET &; = P;; /Tr(P;;) with

1%

|x —x1|2  |x—xi||x— x|

wherex; are the position vectors of the radiation sources and cadist of a set of—functions modelling stellar
sources, or could include every point in the domain if di€uadiation fields are of interesk(x; ) is the luminosity
function of the sources ang; is the location at which the radiation field is to be comput&tis integral is very
expensive to evaluate because of the optical depthdefitf-x1).

[Gnedin and Abel, 2001] make the integral tractable by diogphis term. This means that the radiation flux is
computed at each point in the simulation domain assuminghiearadiation reaching it from all sources suffers only
r~2 geometric dilution, with no opacity effects. This is refmirto as the optically thin variable Eddington tensor,
or OTVET, scheme. They stress that this latter approximamot the same as in standard diffusion methods,
because in these the Eddington tensor is computed straxtblly. They also point out that radiation need not be
propagated at the speed of light, as long as its charaateredbcity is much larger than any dynamical velocities
present. They suggest that even 100 km say be adequate. Schemes making use of this approximaton ar
known as reduced-speed—of-light (RSL) methods. OTVET austthave also been implemented in SPH codes,
e.g. [Petkova and Springel, 2009] ®ADGET-3, and [[Sales et al., 2014] implement an improved versiothef
[Petkova and Springel, 2009] scheme in #rREPOCOde.

Some tension has recently emerged between FLD and OTVETm&she [Davis et al., 2012] use a short—
characteristics VET method ilTHENA and perform explicitly comparisons with an FLD solver and arité Carlo
solver implemented in the same code. The Monte Carlo algaris much too slow to be used in a dynamical
simulation, so they instead use the three schemes to ohtagguailibrium solution on a single snapshot from a
shearing—box simulation. They find that the VET and MC meghangtee well, with the FLD solver being the odd one
out, with the discrepancies largest in optically—thin ogts.

[Krumholz and Thompson, 20112] use a two—temperature FLDadmation on a 2D Cartesian grid to study the
evolution of radiation pressure driven winds in a gravitadlly—stratified atmosphere (intended as an approximatio
to ULIRGs and bright, dense young star clusters). Simuiatiare characterised in terms of whether the radiation
pressure forces are greater or smaller than the gravitdtiorces. Where the radiation pressure forces are smiter,
gas undergoes vertical oscillations which eventually die @therwise, an instability resembling the Rayleigh Gay!l
instability develops, with columns of dense gas fallingittie low—density material at the base of the atmosphere
where the radiation pressure forces are greatest. Thasmosicontain most of the mass, but the low density and low
optical depth gas occupies most of the volume, allowingatémh to escape in the vertical direction. The simulation
reaches a steady turbulent state with nearly constantitettispersion and density scale height.

[Davis et al., 2014] also modelled radiation pressure faellbn ULIRGs. RT was implemented in 2D in the
ATHENA code using either FLD or VET, and substantial differencestdxetween the results. In the low—flux
case, both radiative transfer schemes (and [Krumholz andipson, 2012]) agree that the gas undergoes sta-
ble vertical oscillations. Their high—flux FLD case rapidigcomes Rayleigh—Taylor unstable, as does that of
[Krumholz and Thompson, 20[L2], and most of the gas sinks baefards the z=0 plane, where it remains in a
turbulent state. However, in the VET calculation, the bétawvis very different. The RTI also develops, but most
of the dense gas is nevertheless accelerated upwards g sihtulation domain. The volume—averaged Eddington
factor in the VET run is generally larger than in the FLD rurdaxceeds unity for most of the time, while in the
FLD run it is mostly just under unity. The difference is mogdait crucial. Deeper analysis shows that the two
schemes agree well in the dense gas, where FLD should be aagpodximation, but disagree on the magnitude
and direction of radiation fluxes in low—optical depth ragiovhere the diffusion approximation is likely to fail.
In some regions, the FLD fluxes point in the opposite directinthe VET fluxes, accelerating the gas downwards
instead of upwards, reinforcing the development of low-sitgrthannels and accelerating the development of the RTI.

4.1.3 Monte Carlo methods

Monte Carlo methods solve the RT problem by emitting ‘phgtackets’ in randomly—chosen directions from the
radiation source and following their paths through the $ation domain. In each fluid element through which the
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packet passes the probability of it being absorbed or gealttie computed and more random numbers are used to
decide its fate. This is repeated with a large enough numbpackets to sample the radiation field and iterated
until some convergence criterion is satisfied. Monte Canldes are good at modelling processes such as scattering
and re—emission, which are cumbersome to compute in raypgrachemes, and covering the frequency domain
of the radiation transport problem is relatively simplethaligh it usually entails emitting more photon packets.
The drawback of Monte Carlo methods is that they convergelgland there is inevitably noise in the resulting
temperature field owing to the discrete emission of energy.

Monte Carlo methods are expensive and have traditionaliynhesed to post—process the interaction of non—
dynamically—important radiation fields with fixed pre—cangd matter density distributions. However, improvements
in computer power and algorithms have recently led ownerslofite Carlo codes to implement hydrodynamical
algorithms in the codes (the reverse of what is usually done)

The SPHRAY algorithm is presented by [Altay et al., 2008]. Not a MontalG@&ode in the strict sensepHRAY
uses thec?—RAY method to solve the radiation transport equation on rangeralst rays in an SPH simulation.
All particles through which a ray passes are identified usiregAxis—Aligned Bounding Box method acting on an
octal tree. In solving the photoionisation problem, the Giffroximation is made (for both hydrogen and helium
ionisation). The impact parameters of particles inteestbly the ray is computed and the smoothing kernel integrated
through accordingly to compute the particle’s contribatio the optical depth. Photon packets are then propagated
along rays and a fraction of their energly— e~ ") is subtracted as they pass through each particle.

[Pawlik and Schaye, 2008] present tteaPHIC SPH RT code. Radiation packets are emitted from sourceg ever
simulation timestep and propagated through the gas urttipgpmg criterion is satisfied. Each source (which can be a
star particle or a gas particle) emits photons into an arfages that covers the sky. Virtual SPH particles are placed
into any cones which do not contain any real gas particlestdPlpackets are distributed amongst the real and virtual
neighbours of a source, and are then passed on in the radaguation direction in a cone with the same opening
angle as the original emission cone. The cones therefotersdilsmaller and smaller solid angles at the source as
one moves further away. Gas particles can receive and setitmultiple photon packets, and packets coming from
similar directions are merged to improve efficiency.

Particles absorb energy from photon packets accordingeio dipacities, removing a fraction {exp ") of the
energy from the packet. Alternatively, photon packets aargemitted, treating the gas particle as a radiation spurce
to model scattering. The absorption and reemission pramgues until one of two stopping criteria are reached.
If a state of radiative equilibrium is desired, the processantinued until all packets have been absorbed or have left
the simulation domain. Otherwise, photon propagationap®d when the packets have travelled a distance set by
the speed of light and the timestep.

[Nayakshin et al., 2009] present an algorithm for modellragiation pressure in SPH using a Monte Carlo
method. They track the trajectories of photon packeig@s= r( + vonott, Where the propagation spegg,,..| need
not be the speed of the light. They also reduce the packegiesés,,... and moment@pnot = Ephot/c CONtinuously,
rather than discretely, using

1 dpphot
Uphot dt

= —Dphot k- (28)

Packets are destroyed when their momentum drops below of its initial value.

[Harries, 201[1, Haworth and Harries, 2012, Harries, 20mp)lémented a grid—based finite volume hydrodynami-
cal scheme into the pre—existing TORUS Monte Carlo codetdPhmackets have constant total energy and are initially
given a frequency chosen randomly using the source emisgiectrum. The frequency determines the number of
photons the packet represents. For a source lumindsitytegration time interval\¢t and number of packet¥, the
energy per packetis just= LAt/N. The packet propagates in a randomly—selected directiamrfandomly—chosen
pathlengthl, at the end of which it is absorbed. A new packet is immedjagehitted at that location in the same
fashion, but with a frequency determined by the emissiortspe of the gas at the absorption point. This continues
until the packet leaves the grid or its propagation time beezoequal ta\z.

As packets travel through the grid, they contribute to thergy density in every cell through which they pass.
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Each packet contributegidwhich is estimated from
4], €
AU = —dv = CAW%:J, (29)

with V' being the cell volume. In the photoionisation calculatiprssented by [Haworth and Harries, 2012], this can
be used immediately to solve the ionisation balance equa{i@sterbrock and Ferland, 2006]). For a given species
X with ionisation state?, X‘*1, etc., the balance equation reads

Xt 1 /°° 4 J,a,(X4)dy € Z la, (X?)

hv AtV a(X)ne

(30)

X :a(Xi)ne hv 7

1

wherea(X?) are recombination coefficients, (X *) are absorption cross sections,is the electron number density,
andv, is the ionisation threshold frequency for speciés respectively. TORUS continues iterating the radiation
transfer until an equilibrium temperature is achieved ioheeell such that the heating and cooling rates balance. In
radiation hydrodynamics calculations, the radiation$pant problem is solved by iteration first, since the sohsio
for subsequent timesteps are likely to be relatively smattyrbations on the initial state, and the radiation and
hydrodynamics problems are then solved one after the atlithrthe radiation always being done first.

[Harries, 2015] discusses two methods by which radiatie@sgure forces may be computed in Monte Carlo
schemes. The simplest is to compute the change in momeAipgn,. suffered by a packet in a cell and add that
impulse to the gas in the cell

€ . ~
Apgas - _Apphot = E(uin - uout)a (31)

where;, andi,, are the unit vectors of the packet’s trajectory as it entaslaaves the cell respectively. The
radiation force can then be computed at the end of the igr&tdmf.q = > Apgas/(AtV).

The above method suffers problems in optically thin gas, éwv@r, where the number of absorptions and
scatterings can be small or zero. This can be overcome bywtimyghe radiation pressure directly from the radiation
flux. Equatiori 2P can be rewritten to give an expression fer#uiation intensity

el

1,dQdy = -
N

(32)

leading to a Monte Carlo estimate of the radiation flux

1 .
F, = / LA = —er ; el (33)

The force may be computed by converting the above expresgimone for momentum flux and multiplying it by an
appropriate opacityr,,:

1 1 X
frad = p /prnudu NP %; el pr, Q. (34)

A much smoother estimate of the radiation pressure is reedviey this last expression, since all packets passing
through a cell contribute to the estimate, and not just tiiogeare absorbed or scattered.

In principle, Monte Carlo methods are very easy to parskglsince each photon packet can be treated inde-
pendently. On a shared memory machine where all the prosesan access the entire computational domain,
parallelisation is than almost trivial. However, most gesbs are run on distributed—memory machines using the
message—passing interface (MPI). TiheccAsIN code ([Ercolano et al., 2003]) gets around this problem bingi
a copy of the whole domain to each processor, but this is vemany intensive and it is more usual to decompose
the domain into subdomains, as is dong@rus When a photon packet leaves one sub—domain belonging to one
processor for another belonging to a second processorrshprfocessor sends an MPl message containing the details
of the packet to the second. foRUS, photon packets are communicated in stacks to cut down omncomcation
overhead.
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4.1.4 Alternative methods

[Stamatellos et al., 2007] devised a novel method for esiimgahe mean optical depth at the location of an SPH
particle from the local density, temperature and grawtedl potential, reasoning that the optical depth and the
gravitational potential are both non—local propertiegdained by each particle’s location within the simulatierea
whole. Each particle is regarded as being inside a sphirigainmetric polytropic pseudo—cloud at an unspecified
location. For any location within the pseudocloud, the @rdensity and scale length are adjusted to reproduce the
actual density and potential (neglecting any stellar contrilnitiat the SPH particle’s location within the real gas
distribution. The optical depth for any given location isygqauted by integrating out along a radius to the edge of
the pseudo—cloud. The target particle is then allowed toevamywhere in the pseudo—cloud and a mass—weighted
average optical depth over all possible positions is cosghuRadiation transport is then conducted in the diffusion
approximation.

Another approach, taken for example by [Urban et al., 2089 treat the detailed radiation transport problem
as subgrid physics, and to parameterise it in some way. fuebal., 2009] used detailed one—dimensianas Ty
(INenkova et al., 2000]) models or analytic one—dimendiaparoximations to compute the temperature distribution
near protostars owing to their accretion and intrinsic lumsities, and imprint the temperatures on their 3D SPH
simulations.

[MacLachlan et al., 2015] use thecRT Monte Carlo RT code|([Wood et al., 2004]) in a novel way to atisdly
post—process the galactic—scale dynamical simulatiofBarfnell et al., 2013]. Snapshots from the SPH simulation
are interpolated onto a grid and the ionising radiation ffedtn massive stellar sources is calculated usia@RT.

The solution is mapped back onto the SPH particles and aflisingsed particles generated. The masses of any of
these that were later accreted by sinks in the dynamicallation are then docked from the mass of the relevant sink,
so that the influence of ionisation on the star formation nadg be inferred.

4.2 Winds

Main—sequence O-star winds have received less attent@mnphotoionisation in the context of simulations of star
formation, probably owing to theoretical estimates sutiggghat photoionisation is likely to be a more important
feedback mechanism (e.d. [Matzner, 2002]). There have by papers written analysing the evolution of wind
bubbles in 1D (e.g.|[Castor et al., 1975], [Arthur, 201P]lig® and Tenorio-Tagle, 2013]), dealing in detail with the
microphysics at the interface between the hot shocked whiiddtlze cold ISM. However, relatively few authors have
addressed this problem in 3D.

Modelling the interaction of stellar winds with the ISM in BRs difficult because the total mass of the wind is
much smaller than the mass of molecular gas with which ier@ution is to be studied. SPH is most stable when all
the particles have the same mass. However, this is veryutffacachieve when attempting to model winds, since the
wind gas may then be represented by too small a number otlesrtd be adequately resolved.

Since winds inject momentum as well as matter and energye[@ad Bonnell, 2008] took the view that a lower
limit to their effects could be established by injecting mertum alone. Treating stars as sources of momentum flux,
they employed a Monte Carlo method in which wind sources vraegined to emit large numbers of ‘momentum
packets’ in random directions, which were then absorbedhieyfitst gas particle which they struck. A similar
technique was recently employed by [Ngoumou et al., 201/poagh the Monte Carlo element was avoided by
distributing momentum into the wedges of a HEALPix grid whigas recursively refined to ensure that the width
of the wide end of the wedges was comparable to the localcpargsolution at the location where the wind was
interacting with the gas, in a similar fashion to the ray+tiogstechnique employed by [Bisbas et al., 2009].

[Pelupessy and Portegies Zwart, 2012] use the modwarse code to model embedded clusters. Mass and
energy from winds and supernovae is injected into the gaghabtreated as adiabatic and is modelled using an SPH
code. Mass loss rates and mechanical luminosities are deohfnom [Leitherer et al., 1992]. Gas patrticles injected
to model feedback have the same mass as those used to modlatkgeound gas and are injected at rest with respect
to the injecting star. The gas particle masses used-are¢ 3 — 10~2M, and the wind mass loss rates vary between
~ 107% and~ 10~°Mgyr—! per star. At the highest wind mass loss rates, the simuldiioestep is such that
10s—100s of particles are injected per timestep. For treegeserful winds, there are some discretisation issues, but
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they do not affect the global results substantially. Therimal energy carried by the wind particles is determined by
the mechanical luminosity multiplied by a feedback efficieparameter which accounts for unmodelled radiative
losses. The values of the parameter are taken to 0.01-@. Sésxtion 5 for discussion of the results).

Winds are somewhat more straightforward to model expjiditl grid—based codes and several authors have
accomplished it, e.g. [ [Winsch et al., 2008], [Ntormousilet2011] and|[Rogers and Pittard, 2013]. Winds are
modelled by explicitly injecting gas (and therefore monuentand kinetic energy) from the location of the sources
with mass fluxes determined as functions of time from stedlaslution models. [[Rogers and Pittard, 2013] for
example simulate the effects of winds on turbulent GMCsgisiodels appropriate for the three O—stars present (with
initial masses of 35, 32 and 28), with wind terminal velocities fixed at 2 000 knt & during the main sequence,
droppingto 50 kms! when each star enters its Wolf—-Rayet phase (accompanigamatic increases in mass fluxes).

4.3 Jets and outflows

The modelling of jets and outflows in simulations of low—msitss formation has become increasing popular in the last
decade, although the effort has been almost entirely cahfmmgrid—based codes, even though jets can be adequately
modelled by the injection of momentum and so are less pradiiento model in SPH codes than main-sequence
winds.

In their fixed—grid MHD calculations| [Li and Nakamura, 2(@®d [Nakamura and Li, 2007] assume that every
sink particle injects momentum instantaneously into itmigdiate surroundings. The injected momentum is taken to
be f M., P,, with f = 0.5 and P = 100km s~!, and M, being the stellar mass. In the earlier paper, the impulse is
distributed isotropically over the 26 cells neighbourihg tell containing the sink, but in the later work, the outBow
have two components. Using the direction of the local magfietd to define the jet axis, they distribute a fractipn
of the outflow momentum into the neighbouring cells withirt 8 the axis. The remainder is distributed as before in
a spherical component. [Carroll et al., 2009] adopt a sinmiachanism, in which they inject momentum into regions
with 5° opening angle ten cells across, but with no spherical compion

[Cunningham et al., 2011] describe in detail the implemigomieof an algorithm to model jets in therRioN AMR
code, using sink particles as jet sources which inject maomeicontinuously as the sinks accrete. The mass injection
rate of the jet is determined by the sink accretion rate irethgence of outflows /.. by Miet = fu /(1 + fu) Mace.
Conservation of mass results in a modified accretion rat¢ @f+ fw)MaCC, and the jet velocity is set to a fractigi
of the Keplerian velocity at the protostellar surface, th@qstellar model being derived from [McKee and Tan, 2003].
The total momentum injected by a star of magsis thenf,, f, M, vy.

The momentum is introduced over a range of radiibetween four and eight grid cells from the source falling off
asr—2, and is modulated by a function of the polar angjlend jet opening anglé, £(6, 6y) given by

£(0,60) = {ln (93) (sin)?0 + 93)} , (35)
0

derived from [Matzner and McKee, 1999]. The connection lih simulation is made by inserting source terms into

the density, momentum and energy equations.

An analogous model is implemented finASH by [Federrath et al., 2014]. Outflows are launched in sphéric
cones with opening anglg about the sink particle rotation axes, withtaken to be 3%. The outflow mass inserted
in a timestepAt is scaled to the sink particle accretion rate so thiat, = meAt, with f,, taken to be 0.3. The
outflow mass is inserted uniformly inside the cones, but thtlaw velocities are smoothed both with distance from
the sink, and in an angular sense so that they drop to zeroeosuttfiaces of the outflow cones, avoiding numerical
instabilities. The chosen smoothing functions are aswalo

R(r,rout) = sin[w(r/rout)] for r < 7rout

=0 for r > rout (36)
O(0,00ut) = cosP[m/2(0/00ut)] for (0] < Oout

=0 for 6] > Gout
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The outflow characteristic velocity is set to the Kepleriatue appropriate for a star with the mass of the sink and a
radius of 10R,. In order to produce a highly—collimated jet and a more edéeriwind’, the velocity profile is further
modified to

1 3
V(@, eout) = 16(93 eout) + 16(97 oout/6)- (37)

The authors stress that they take particular care to cdirechass and momentum fluxes in the two outflow cones to
ensure that global momentum is exactly conserved. Theytassfer a fraction of the accretedigularmomentum
to the outflow.

4.4 Supernovae

Few authors have attempted to model the effects of supeermvavell-resolved individual clouds, probably because
most GMC-scale simulations do not form any O—stars, or dpragress far enough in time for massive stars that do
form to reach the ends of their lives. However, there are soot@ble exceptions.

[Rogers and Pittard, 201L3] extend their study of the impdcstellar winds on a turbulent molecular clump
through the late and terminal stages of their three embe@datiars. They follow the WR phase of each star and
allow them to detonate as supernovae one after another lnsitieg 16! erg and 10M, of ejecta instantaneously.

[Durier and Dalla Vecchia, 2012] set out to compare the iadadfficacy of injecting supernova energy in thermal
and kinetic form in SPH simulations, distributing energycangst 32 particles nearest the explosion site. Both
methods reproduced the Sedov solution well when globaldieps were employed, but poorly when individual
particle timesteps were used. The two methods did agreeeicdbe of individual particle timesteps if they were
updated immediately after the energy release, and if thestieps of neighbouring gas particles were forbidden from
differing by more than a small factor (they suggest 4).

Using an SPH code| [Walch and Naab, 2014] investigate thendé&bn of single explosions in clouds of mass
10°M¢ and radius 16pc, represented by’ Ifarticles. They take the ejecta mass to be8&hd represent the
ejecta using particles of the same mass as those from whécbldlud is built, resulting in there being 80 particles
in the supernova remnant initially. The ejecta particles emndomly distributed in a 0.1pc sphere around the
explosion source and given a radial velocity of 3 400 km,so give an explosion energy of 10erg (they also
perform a simulation in which the ejecta particles are neegioutward initial velocities, but instead carry the?10
erg as thermal energy, finding similar results provided ktirakesteps are used for the ejecta particles and their
neighbours). Thermodynamics are handled using a conséatinly rate and a cooling rate constructed from the
table in [Plewa, 1995] and the analytical formula|in [Koyaamal Inutsuka, 2000]. Particle energies are integrated
using substeps in cases when the cooling time becomes shmatethe particle’s dynamical time. They are able
to accurately reproduce the Sedov-Taylor phase of the netmavalution, as well as the transition to the radiative
pressure—driven snowplough stage.

4.5 Galactic—scale models

Simulations at the scale of a galactic spiral arm or disc cageineral not model most of the feedback processes
described above for want of resolution. An illustrative ldean, for example, comes with the inclusion of supernovae
in SPH simulations. On galactic timescales, a supernovaeisrnistantaneous point release of a quantity of energy
which must then be distributed in the gas near the explosien Themass resolutiomf an SPH simulation places

a strict lower limit on the amount of material over which thelesion energy can be distributed, which in turn
sets the temperature of the gas. If the mass is too high, thpa&ture can be much lower than that expected in
a supernova remnant and is likely to lie in the thermallytalple regime of the cooling curve. The energy will
therefore be quickly radiated away. This issue has trawitlp been circumvented by temporarily disabling cooling
at supernova sites. Other problems arise from the tremedimamic ranges that need to be modelled. As discussed
by [Scannapieco et al., 2006], poor resolution of the iatEfbetween hot diffuse material and cold dense clouds,
particularly in SPH, artificially raises the density and deses the cooling time in the hot material.
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[Springel and Hernquist, 2003] implement a feedback madd¢hé GADGET SPH code designed to circumvent
these problems. They implicitly assume that the gas cansfstiwo phases — a hot rarefied phase and a cold dense
phase. Mass exchange between the phases occurs via statifornthe evaporation of cold material to form hot
material, and the cooling and condensation of hot materifdrim cool material.

Star formation occurs on a timescale and a fractiorns of the stellar mass is immediately recycled into the hot
phase via SNe, so that

dp.
dt

Pec
=(1-pF (38)
The heating rate from supernovae, expressed in terms op#wfis internal energy stored in the hot phase, is taken
to be

d dp.

E(Phuh) = €N

dpe
dt’

= Pugn (39)
with esn=10%erg M.
The cold phase is assumed to evaporate into the hot phaserbgesp similar to thermal conduction. The mass
evaporated from the cold phase is taken to be proportiorthEtonass released from SNe, so that
dpe Pc

el A = (40)

The constantd is environmentally dependent, with its functional formeéakio beA p_% and the normalisation
treated as a parameter.
The cold phase is assumed to grow by thermal instability:

dpc _ _% _ 1
de de Up — Ue

A(pn, un), (41)

whereA is a cooling function, and the thermal instability is onlyétted to operate in gas whose density exceeds
a threshold.[[Springel and Hernquist, 2003] showed thatriodel leads to self-regulated star formation, since star
formation increases the evaporation rate of the cold cloutieh increases the density and cooling rate in the hot gas,
thereby increasing the rate of formation of cold gas. A raabte choice ofd and the star formation timescale results
in a star formation law resembling the SK law.

However, [Springel and Hernquist, 2003] point out that th&emed tight coupling between the hot and cold phases
does not permit them to model star—formation driven gataeinds. These are a vital component of galaxy formation,
since they further suppress star formation by ejecting,tdeast cycling, baryons into diffuse regions where star
formation does not occur, and they also assist disc formdijoexpelling low—angular momentum material from
haloes. They therefore additionally implement a paranmsstdmwind model. The wind mass loss rate is taken to be
proportional to the star formation rat&/,, = )M, and the wind carries a fixed fraction of the total supernovagn
output. Gas particles are entrained in the wind in a prolsticifashion, so that in a timesteft, the probability of
entrainment is

n(l— ﬁ)wﬁt} ’

- (42)

pwzl_eXP[_

wherez is the mass fraction in the cold phase. In order to preventlypiarticles being trapped inside thick discs,
their hydrodynamic interaction with other particles isatiked for a period of 50Myr.

[Scannapieco et al., 2006] improve upon this model with aarsmphisticated treatment of SNe. Star particles
are assigned two smoothing lengths, enclosing equal ma$ske hot and cold gaseous phases only. Supernova
energy is divided between the hot and cold phases, weiglytduetcorresponding smoothing kernel. The fractign
assigned to the hot phase is injected as thermal energy. dhddractione, is assumed to be radiated away by the
cold phase and lost. The remainder; ¢, — ¢, is injected into the cold phase. Cold particles accumulapesiova
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energy until their thermodynamic properties are similathi@ir hot neighbours’, at which point they are ‘promoted’
to the hot phase, ande, are then treated as free parameters and adjusted to olgaiesired ISM properties.

A novel approach to the inclusion of supernova feedbackesgmted by| [Teyssier et al., 2013], who introduce a
new variable:,,1, which represents the density of non—-thermal energy and evinaslution is followed via

Deturb . PEturb

Dt o tdiss ’ (43)
whereEin_]- = p.«nsnesn IS the feedback energy injection term composed of the standtion rate, an efficiency
factor and the energy per supernova, ang is a dissipation timescale, which they set to 10Myr, comipiarto the
typical GMC lifetime (although they discuss several othesgibilities). Feedback is connected to the hydrodynamics
by definingeyu,, = pafurb/2 and modifying the total pressure to include thermal anduiert terms, so thak,,, =
Piherm + po2, .- A similar scheme has been explored py [Agertz et al., 2013].

Other authors attempt to model supernovae in a more expi@itner in similar fashion to simulations at GMC
scales. IrFLASH [Gatto et al., 2015] inject 10 erg of supernova energy into a region containingM@ of gas or
eight grid cells across, whichever is larger. If thermaitaof this energy would result in temperatures abové&K10
the energy is inserted in thermal form. However, at highersdes and masses, the overcooling problem would
be encountered, essentially because the Sedov-Taylog pfiise remnant cannot be resolved. [Gatto et al., 2015]
get around this problem by computing, given the actual dgmsithe injection region, the expected bubble radius
and momentum at the end of the Sedov—Taylor phase and mgetbtis momentum into the cells instead, while also
heating them to 1%K.

[Hopkins et al., 2011] and [Hopkins et al., 2012] point ouatthon galactic scales, most of the gas is so dense
that it cools efficiently — only~10 percent of the total ISM pressure comes from the hot ISMildnser regions,
momentum dominates and radiation pressure, stellar windsapernovae are all comparable when averaged over
galactic dynamical timescale$. [Ostriker and Shetty, P@idke a similar point.[[Hopkins et al., 2011] identify star—
forming clumps around the densest gas particles and cortipugtellar bolometric luminosity within the clump using
STARBURST99 ([Leitherer et al., 1999]) models and a Kroupa IMF. Thesuene that the momentum is distributed
equally amongst all gas particles within a clump and for &gigarticlej in a clump, the imparted momentum flux is
then

i L;
p;=(1+ UpTIR)?J7 (44)

With L; = (Mgas j/Mgas,clump) Lelump- The first factor in the brackets represents momentum diggbsi the gas

by dust absorption of the optical and UV photons from the masstars. The dust reradiates in the infrared and
the second term allows for absorption of this radiatiofy is the optical depth across the clump, equivalent to a
trapping factor, and), ~ 1 is a parameter which can be adjusted to allow for other sswtenomentum, e.g. jets,
winds and SNesf, > 1), or for photon leakagenf < 1). A similar model is presented ii [Agertz et al., 2013] but
their cosmological-scale simulations do not have the wiswol to estimate the infrared optical depths, so these are
estimated from subgrid models.

As well as the momentum imparted by winds and SNe, they ircthd thermal energy released by the associated
shocks, again tabulated froeTARBURST99 models, and including AGB winds as well as main—sequanda/VR
winds. This energy is deposited over the SPH smoothing keoi¢he dense gas particles defining the star—forming
clump centres. Photoionisation heating is implementedrdirfg particles within the Stromgren spheres centred on
the clumps and heating the gas inside téK.Qor preventing it from cooling below this temperature).

[Hopkins et al., 2011] and [Hopkins et al., 2012] also allogv the fact that feedback partially or completely
disrupts GMCs, so that substantial quantities of the IR aidpHotons released inside them escape and are only
absorbed at larger distances. [Hopkins et al., 2012] allogv énergy to spread over the larger of the local gas
smoothing length or the local gravitational softening ldng

[Ceverino et al., 2014] discuss a similar scheme for inelgdiadiation pressure from ionising photons where
the gas is assumed to be locally optically thin. The radmpessure is taken to be one third the radiation energy
density,P,.q = 47I/(3c) and isotropic. The intensity is computed usingTARBURST-99 ([Leitherer et al., 1999])
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as a function of the stellar mass, spread over a refereneedarso thatl = I'm./A and P,,q = I'm./(R?c),

R being set to half a grid cell size for cells containing steffzass, and one grid cell size for neighbours of such
cells. If the gas density in the cell exceeds 300énthe radiation pressure is boosted by a factorlof-(r), where

T = neer/300cm—3 to account approximately for the trapping of infrared réidiain optically—thick gas. Using
cLoupy ([JFerland et al., 1998]) models, they also account of thengkain the local heating and cooling rates
resulting from irradiation by stellar populations of difémt ages with different SEDs.

[RoSkar et al., 2014] model radiation fields at galacticlexausing an escape probability formalism and
splitting the radiation field into UV and IR components. Theery absorbed from the UV field is taken
to be Eyy = Ea[l — exp(—kuvpdusiAr)], where E.,q=10°2 erg M51 is the total specific energy re-
leased by a 100 star. It is then assumed that the absorbed UV radiation isitesl in the infrared, so that
Eir = Euv[l — exp(—kirpaustAx)]. The dust opacity is treated as a free parameter. This eirethgn added to
the supernova feedback energy, and effectively depositettaentum.

5 What we have learned from including feedback in simulatiors

The previous section concentrated on technical descniptad algorithms and is intended to be mainly of use to
researchers who are considering writing their own feedpaggcription and wish to get an overview of how it has been
done before. This section is aimed at a different readeesipwill concentrate on the science results of simulations
run using the algorithms and codes described. There willitalely be a small amount of repetition and overlap
between these two sections, so some forbearance on the peader is requested.

The first five subsections deal with simulations at GMC scatdselow. Figuré ¥4 gives an overview of the mass
and size scales covered by a selection of these simulafitiedast subsection deals with simulations at galactiescal
and above.

5.1 Fragmentation, the IMF, and star formation rates and effciencies

One of the most urgent questions that simulations invol¥éggiback hope to answer is, what is the effect of stellar
feedback on the star formation process itself? At the sistalleales, as modelled by [Krumholz et al., 2009],
[Kuiper et al., 2012b] (discussed in Section 4.1.2) andhéndase of primordial star formation, by [Clark et al., 2011]
and [Smith et al., 2011], feedback affects the rate at whidividual stars build up mass by interacting with accretion
flows and circumstellar discs, altering their propensitfremgment. At somewhat larger scales, concentrations of
dense gas will be disrupted, and heating of the gas will thisgleans mass and suppresses fragmentation. However,
shocks driven by expanding bubbles and outflows can alstiyonerease the gas density and cooling rate. Triggered
star formation is a very popular topic in observational@sdmy, and triggering of star formation by stellar feedback
is even more intriguing because it should be directly ote@e/in star—forming regions, and gives rise to the ativacti
idea that star formation may be self—propagating. Therewsalth of observational literature on this topic (see
[Dale et al., 2015] for a recent survey) and it has recentlp atarted to receive increased attention from modellers.

There are two popular models of triggering — radiation-@ivimplosion (or cloud—crushing —
[Sandford et al., 1982, Bertoldi, 1989]) and the collect-zoollapse process ([EImegreen and EImegreen,|1978]) —
both of which are now amenable to simulation.

5.1.1 Radiation—driven implosion

The RDI or cloud—crushing regards feedback as an exterealttaghich perturbs a stable or quasi—stable equilibrium
of some kind. It can thus be very rapid and need not invohgelamasses of material. Many authors have considered
the effects of irradiating objects of only a few to a few tefisalar masses. Such objects are commonly observed
around the borders of Hll regions, so their evolution is ofiobs interest. They are usually modelled as Bonner—Ebert
spheres. Unless the radiation is strong enough to ionisertiee BES, it heats a curved layer, thickest at the point
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Figure 4. Mass—radius parameter space with most of the ationk discussed in this Section overplotted. Colours
refer to different papers, given in the left and middle cohgrof the key. Symbols indicate which feedback mechanisms
are modelled, given in the right column of the key. Lines afistant freefall time (solid) and constant surface density

(dashed) are also plotted.

closest to the radiation source. The photo—heated mafisiaé away, driving a shock back into the cloud, a
phenomenon known as the rocket effect. It is this which mayedhe BES to gravitational collapse.

[Gritschneder et al., 2009a], [Bisbas et al., 2009], [Bssbbal., 201[1] and later| [Ngoumou et al., 2015] all
employed SPH simulations and present similar results.bg@<t al., 2011] performed a parameter study in which
they varied the mass of the BES and the ionising flux. Low flugad to slow but efficient star formation. Higher
fluxes produce faster evolution but less efficient produnctibstars, with star formation concentrated in a pillarelik
structure behind the ionisation front. This structure isrfed by a shock—focussing phenomenon originating in the
curved outer surface of the BEF. For large fluxes or low BESsessthe cloud is destroyed by photoevaporation
before any stars form.

[Mackey and Lim, 2010] illuminated groups of triaxial clusyand found that small groups of sufficiently massive
and dense clumps produced long—lived elongated structureeee nearly collinear clumps or three clumps close
together in a triangular configuration were particularlgassful in forming pillars by the smearing of the clumps
away from the ionising source and the filling up of shadoweyibres behind the clumps with low—density material.

Other authors have instead turned to irradiating turbutdotids or boxes. [ [Gritschneder et al., 2009b] and
[Gritschneder et al., 2010] created a turbulent box whiaky thluminated with plane—parallel radiation from the
negative x—direction. The inhomogenous density field adidthe radiation to penetrate to different depths at differe
locations, producing an irregularly—shaped mass of howgash then expanded in the face of the ram—pressure of
the remaining turbulent cold gas. The subsequent evolutes found to depend strongly on the Mach number of
the initial turbulence. Low Mach numbers presented liflsistance to the Hll region, which expanded like a piston,
producing a rather flat ionisation front. Higher Mach nunsballowed progressively longer and more prominent
pillar structures to project into the ionised gas. In the tifp several of these objects, collapsing cores and disas wer
found, although the simulations could not be run far enoodbltow their evolution.

In a series of papers, [Tremblin et al., 20[L.2p], [Tremblialet2012a] and [Tremblin et al., 2013] thoroughly ex-
amine the irradiation of perturbed ionisation fronts amtbtilent boxes with a view to understanding pillar formation
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Figure 5: Comparisons of the end result of the medium—fluxatamh—driven implosion simulations from
[Haworth et al., 2012]. The left panel shows the result of encatromatic direct radiation field with the diffuse
field treated using the OTS approximation. The middle paheWws the result of using a polychromatic radiation
radiation field and again employing the OTS approximatiohe Tight panel depicts the effect of the polychromatic
radiation field with the diffuse field calculated self-catsntly.

They begin by imposing on an ionisation front a single sihepgd perturbation of the same length, but different
widths perpendicular to the radiation field to study the iafloe of the curvature induced in the photoevaporative
shock. Narrower perturbations result in longer pillar stawes, with shock curvature concentrating material athieg
pillar axis, while a concave pit is excavated around the lodsiee pillar. They next reintroduce a flat ionisation front
but with a spherical overdensity just behind it. Shock ctux@around the obstacle causes material to meet behind it,
forming a pillar structure which was observed to be longertilgher the density contrast. Unlike in the case of the
perturbed fronts, the pillars produced by this processldpyaronounced heads shaped roughly like umbrellas.

In the second paper, a turbulent velocity field with mean Maamber 1, 2 or 4 is irradiated. In common
with [Gritschneder et al., 2009b], they observe that thendigMach number turbulence is better able to resist the
compression by the hot ionised gas, and the formation ddirpdtructures. The pillars have much more complex
shapes than those formed in the previous paper. In the higih Mamber simulation, they also observe globules of
dense cold gas isolated inside the ionised gas, which amenththere by the ram pressure of the turbulence. They
also observe a characteristic double—peaked structune igas column—density PDF, with one peak corresponding to
the turbulent velocity field, and the second to gas compddsgéeedback. In the third paper, they show that just such
PDFs are observed in the neighbourhood of the Pillars oft@rean M16.

[Haworth and Harries, 2012], [Haworth et al., 2012] aind [Hdatl et al., 20113] examine the subject of triggered
star formation in bright—rimmed clouds (BRCs) using ttterRus hybrid AMR/Monte Carlo RT code. Their detailed
treatment of the RT problem allows them to include severgkjgtal mechanisms that have been left out of previous
studies, such as the effect of the diffuse ionising radmafield, and to produce synthetic observational images
on—-the—fly, rather than through post—processing. They fiadl the diffuse field alters the character of the RDI,
particular in cases where the radiation field is of moderangth, where the diffuse field compresses the target
clump very effectively from the sides, resulting in a mucmskr and more bullet—-shaped configuration, as shown
in Figure[3. They relate these results to the BRC classifinagcheme proposed by [Sugitani et al., 1991], where
gently—curved rims are classified as type A, tightly—curesdType B and cometary as Type C. High and low
radiation fields both produce Type A BRCs, but the strongdhteompression in medium-flux cases reliably leads
to Type B or C morphology, as shown in Figlre 5. Using standdrservational techniques on their synthetic
datacubes, they find that the dynamical states of BRCs caedsomably well recovered, although the synthetic
observations systematically underestimate electronitiensiue to line of sight contamination. This would lead
to systematic underestimation of the pressure in the idrilesvs, and hence to underestimation of the degree of
shock compression and of the effectiveness of the RDI ingbgcts. The interpretation of molecular line profiles
originating in the cold gas is more complex. They are ableefraduce line profiles similar to those observed,
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but find that some interpretations of those profiles are yikel be erroneous, in particular the two—component
envelope—expansion—with—core—collapse model invokexkpdain the lack of blue asymmetry (which would imply
infall), lack of any asymmetry, or even red asymmetry (inipdyexpansion or outflow) often seen in optically—thick
self-absorbed lines in BRCq. [Haworth et al., 2013] ruletbatEECC model because the material moving towards
the observer is ionised and not molecular.

Moving to larger scales| [Dale et al., 2007b] consideredinfiaence of an O—star on a neaiy*M, turbulent
molecular cloud. They used a globally unbound SPH model GM©sg& star formation rate and efficiency were
expected to be low. By comparison with a control simulatite, Lagrangian nature of SPH allowed them to show
that some of the stellar objects formed in the feedback sitimr did not formin the control simulation, but the
enhancement in star formation rate and efficiency was mpde30-40: over~ 0.3 cloud freefall times. The also
found that some objects which did form in the control simolatvere destroyed, aborted or suffered reduced growth
due to the ionisation of some of the potentially star—forgimaterial.

[Dale and Bonnell, 2012] performed a similar calculatioxcept that they irradiated BoundGMC. they found
that the impact of feedback was even more underwhelminghofitjh some of the low—density material on the
outskirts of the cloud was destroyed, and some intermesdiatesity gas was driven towards the cloud centre by
the rocket effect, the dense core of the GMC where most of threfermation was taking place remained largely
unaffected. The number and total mass of stars were littesngbd and the stellar mass functions proved to be
statistically indistinguishable.

5.1.2 The collect—-and—collapse process

In contrast to the RDI model, the collect—and—collapse @ssds driven internally by stars that have formed inside a
given cloud and is a large—scale process taking place otivelalong timescales, since it takes time for a sufficient
mass of gas to be swept up and to become unstable. The massrefjgéred is also generally large enough to form
many stars.

[Dale et al., 2007a] used calculations of an HIl region exjdag in a uniform medium to test a theoretical model
of the collect—-and—collapse process derived|by [Whitwettal., 1994] from a perturbation-theory analysis of the
gravitational stability of a shocked gas shell. They oledineasonably good agreement with the model in terms of
the time— and length—scales at which the shell became destatdl of the mass of the fragments produced, and also
showed that the results were immune to noise of a factors eivarf the initial density field. They found fragment
masses in the range 10-100-;Mut were not able to follow the simulations long enough fomgn&ragments to
collapse.

A similar approach was taken by [Walch et al., 2013] who iadteontrolled the quantity of structure in their
initial density field by constructing fractal clouds withafital dimensions in the range 2.2 (highly—substructured)
to 2.8 (rather smooth). Clouds with small fractal dimensi¢oorresponding to large—scale structure) resulted in
semi—coherent shell structures punctured by large holesigih which ionised gas was able to vent (the authors
refer to these calculations akell-dominateld Large fractal dimensions, which generate small-scabstsucture,
instead resulted in large numbers of pillarlike—object®fiog towards the ionising source, created by dense clumps
of material shielding or shadowing gas behind them from ¢imésing photons (these calculations are hence referred
to aspillar—dominated. The fractal dimension had a concomitant effect on thenfraigtation induced, with low
fractal dimensions leading to a small number of large fragimand large fractal dimensions producing many small
objects. The subsequent evolution of the clumps massesvexmgd by a competition between destruction of the
clumps by photoevaporation, and their acceleration away tthe ionising source by the rocket effect. Very strong
differences in the clump mass functions result, with thesriasction slope being -0.18 for a D=2.0 cloud and -0.91
for a D=2.8 cloud. Regarding the stars that form, those indwe-D clouds tend to acquire high radial velocities from
the acceleration of the large coherent clumps in these raisbrocket effect, so they tend to be found ahead of the
ionisation front. Conversely in the high—-D clouds, the stae usually found at the tips of pillars and are left behind
in the HIl region.

[Ntormousi et al., 2011] examined a similar process, buingcat still larger scales. They modelled the energy
and momentum injection by winds of two star clusters 500 rtaip initially uniform or initially turbulent boxes
containing 8 000Katomicgas. Their intention was to study the formation of molecolaterial, rather than assuming
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its preexistence, with the transition from atomic to molacgas handled by piecewise heating/cooling functiong Th
expansion of the- 108K wind bubbles drove shocked shells into the warm gas whialewsienultaneously susceptible
to the non-linear thin shell, thermal, and Kelvin—Helmhaftstabilities, generating very complex structure. The
former two instabilities combined to form cold overdensengps in the shells which accounted for%8®sf the total
mass by the end of the simulations afteMyr. However, the total numbers of clumps was large, so tieiividual
masses were equivalent to moderately massive stars. Thelat@dns were rather similar except that additional
inhomogenieties in the background density field createdibyutence induced the two shells to fragment at different
times, by approximately 2Myr. The non—uniform emergendahefNTSI also produced larger shear and amplified the
KH instability, leading to longer filamentary structuregfiis calculation. Filamentary structures were also gdedra
by shear when the two shells collided, resulting a turbulyrgr in which the ISM phases mixed and interacted.

5.1.3 Collapsing turbulent clouds

Much recent work has concentrated on implementing feedbfoke kind or another as additional physics in simu-
lations of collapsing turbulent clouds. These simulatidosot fit neatly into the categories of collect—and—cokaps
or RDI, although both processes may be taking place withémtlat different times and places. However, most of
these simulations find that the global effect of feedbackhmsé objects is teeducethe star formation rates and
efficiencies.

[Bate, 2009] use the FLD scheme of [Whitehouse et al., 200%hodel the influence of accretion feedback in
a 50M;, turbulent cloud. Heating strongly suppresses the formationew objects after about one freefall time,
mostly by preventing disc fragmentation. This reduces thialrers of stars formed by a factor sf 4 compared
to a purely barotropic calculation. The decrease in disgrfrentation also results in fewer dynamical interactions,
sharply decreasing the numbers of brown dwarfs formed. Nmoportantly, the accretion feedback decouples the
mean stellar mass from the cloud initial Jeans mass. Thésalat#ons were extended by [Bate, 2014] to a 5Q00M
cloud to obtain improved statistics. The IMFs produced tagstically indistinguishable from the Chabrier IMF, and
this result is robust against variations of factors of 30thengas metallicity.

This problem was approached in theloN code by|[Offner et al., 2009] using the FLD implementatioaatéed
by [Krumholz et al., 2007a]. Protostellar heating again esrio dominate by about one freefall time in the radiation
transfer calculation. The regions heated by the protostaasmall, of order 0.05 pc in radius, and fragmentation
in most of the cloud proceeds unaffected. The main effecheffeedback is on accretion onto the protostars and
on their discs. Warmer discs are able to transfer material their central stars at higher rates, so can absorb larger
guantities of infalling gas without becoming unstable arajinenting. They point out that radiation emitted from
the protostellar surface originating from, e.g., deutariourning or Kelvin—Helmholtz contraction, is an essential
component of feedback in simulations of this kind, and tiausations such as those Wy [Bate, 2009] which neglect
it are likely to underestimate the effects of feedback igfn@ntation.

[Krumholz et al., 2010] use theRION code to investigate how clouds of the same mass, virial eattbinternal
structure but with different surface densities respondatbiative feedback from accreting protostars. They find that
low surface density (0.1 g cn?) clouds analogous to Taurus fragment into a large numbeiacs sf roughly equal
masses, whereas clouds with surface densities 1 to 10§ éragment very little and most of the mass ends up in
either a single massive binary or a single massive star. ddtscause is that the higher density clouds support higher
accretion rates and therefore higher accretion lumiressitand are also more optically thick so absorb the energy
released more efficiently. This has the net effect of raisiregJeans mass over substantial fractions of the cloud
volume, suppressing further fragmentation.

[Krumholz et al., 20111] modelled feedback from protostara massive (1M ), dense (1g cm?) core using the
prescription from[[Offner et al., 2009], which includes bahe energy released by Kelvin—Helmholtz contraction and
from deuterium burning. By direct comparison with an iseothal calculation, they found that feedback left the stellar
mass largely unchanged, but led to a smaller number of siargrig. In fact, the warming of the gas eventually shut
down fragmentation entirely, while allowing accretion@atready—existing stars to continue, resulting in the péak
the mass function moving continuously to higher massesy attabute this to the high density of their clump, which
allows regions heated by different protostars to overlaghat virtually all the gas in the clump becomes warm, and
none of it is able to fragment.
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In a subsequent calculation, [Krumholz et al., 2012] triedreémedy this problem in two ways. Firstly, they
included outflows in addition to thermal feedback. Howetlgig had relatively little impact, reducing star formation
rates by around 20 percent, entraining very little mateaiad having no major influence on the cloud structure.
However, they also compared different initial condition¥he earlier calculations were initialised with smooth
spherical gas distributions seeded with turbulence. Aaldlilly, they constructed initial conditions from fully
developed turbulence created in a periodic box with no gyaVihis produces a density and velocity field which are
initially self—consistent, leading to more distributed star foraratind a slower overall star formation rate, since the
cloud does not immediately begin to collapse. They fountittfia lower star formation rate alleviated the overheating
issue, leading to a consistent mass function at all timesmRhis study, they conclude that two apparently only
weakly connected characteristics — the star formationaatethe shape of the mass function — become intimately
coupled by the inclusion of feedback, and that the lattenothe correct if the former is too high.

[Federrath et al., 2014] model the influence of outflow feettban 500M«, turbulent magnetised clumps with
virial parametersx = 0.4. They evolve the clumps for almost two freefall times, wittc@ntrol run used for
comparison. The feedback simulation forms twice as many garticles and its star formation efficiency reaches
75%, whereas that in the control simulation reaches?.08nd the difference in the SFEs is larger at earlier epochs,
being over a factor of two at one freefall time. On average,dtar formation rate per freefall time was 0.57 and
0.30 in the control and feedback runs. About46f the stellar mass in the feedback run was accreted, ejected
re—accreted at least once. The average stellar mass isecey@ factor ok=3 by the combined effect of outflows
causing more stars to form, and reducing the accretion catesindividual objects.

Most simulations of accretion—driven feedback assume dleatetion is smooth or continuous. Building on
several observational studies suggesting otherwise (fHartmann and Kenyon, 1996]), [Stamatellos et al., 2011]
and [Stamatellos et al., 2012] examine the influenceegitodicaccretion on the fragmentation of circumstellar
discs. The effects of the energy released by accretion amgputed using the radiation transport method of
[Stamatellos et al., 2007], but the accretimate is determined using a more sophisticated method than inr othe
studies. They divide the accretion discs into two zones —&@r@one, which they can resolve and in which angular
momentum transport occurs primarily through gravitatlyrariven spiral wave formation, and inner disc which
they do not resolve but instead parameterise, where angularentum transport is driven by the magneto—rotational
instability (MRI). The MRI can only operate, however, if tiimer disc becomes hot enough to generate the ionisation
required to couple it to the protostellar magnetic field. Ba¢hors show that the ability of the disc to fragment and
form secondary stars or brown dwarfs is determined by twtmfac The first is the ‘base rate’ of accretion through the
inner disc when it is1ot experiencing an outburst. This sets the temperature tohithie disc (very quickly) relaxes
when an accretion outburst is complete. The second factbeisluration of the intervals between outbursts, which
determines whether the disc has time to become gravitdijonastable between stabilising accretion outbursts.
If the intervals are sufficiently long and the disc is able tmicto low enough inter—burst temperatures, they find
that accretion feedback is much less effective in supprgsgisc fragmentation than inferred by, for example,
[Bate, 2009]. [Vazquez-Semadeni et al., 2010] usextkie code ([Kravtsov et al., 1997]) with energetic feedback
from O-stars implemented by the deposition of energy inlsiggd cells where star particles are located, with energy
deposition rates adjusted to obtain HIl regions of reaskensilzes, temperatures and internal velocity dispersions.
They simulate the formation of a flattened configuration oflenolar gas from two colliding streams. Feedback
increaseshe mass of dense material whiecreasinghe star formation efficiency, by factors up4010. Feedback
is unable to destroy the clouds themselves, nor the atomearss from which they are forming, but it is able to
destroy the smaller—scale dense clumps where star formigtactually occurring. The HIl regions do produce more
dense clumps, but these generally disperse and fail to ftara ef their own.

The effects of photionizing feedback on embedded clustammdd in artificially—constructed turbulent clouds
was examined by [Dale et al., 2012a] ahd [Dale et al., 201Bhey found that star formation rates and efficiencies
were reduced by factors of up to two by the disruption of theseefilaments of gas feeding the clusters. Feedback
was largely unable to unbind the clusters themselves thandhad little effect on the stellar mass functions. They
were able to demonstrate, by comparison with control sitrarla, the triggering of stars in the sense of the formation
of stars that would not otherwise have been born. Howevey, fiund that the triggered objects were spatially and
dynamically mixed with the spontaneously—formed objentsaere therefore very difficult to identify.

Many simulations of turbulent clouds still rely on simpleuadjons of state or optically thin heating and cooling
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functions to compute the background gas temperature, wihéact this is likely to be set by the external bath of
radiation and cosmic rays in which the clouds sit, and by treplex chemistry driven thereby. Several papers make
use of therReecoL([Clark et al., 2012a]) algorithm to compute the optical thepom the outside of the cloud to any
pointin its interior, and therefore the heating rate fromaxternal radiation field. [Glover and Clark, 2012b] usesl th
combination ofrREEcOL and the chemical network of [Glover and Mac Low, 2007] endof@r and Clark, 2012a]

to evaluate the importance of molecular cooling on star &diom. They showed that in fact cooling fromr@nd dust
were sufficient to allow star formation to proceed, once sigffitly dense gas is formed. They stress that this does not
mean that molecular cooling is irrelevant, but that it is metessary

[Clark et al., 2012b] use similar numerics to answer the tioe®f how long an observable molecular cloud takes
to form. They model colliding atomic flows at either 6.8 or&8m s~!. They find that molecular hydrogen appears
early on, respectively 10 and 3Myr before the onset of stan&tion, so that the clouds are in this respect ‘molecular’
long before they begin manufacturing stars. However, datde amounts of CO form much later, about 1-2 Myr
before star formation commences, supporting the idea lieae tcould exist a population of undetectable molecular
clouds. [Smith et al., 2014] extended this work to galadiise scale simulations usimRePOand showed that 42
of the molecular mass in their model spiral galaxy was in C&kdorm.

[Clark and Glover, 2014] examine the question of whetherligea column—density threshold for star formation,
as suggested by, e.d. [Schaye, 2004] and [Lada et al.] 204@) find a value of 116 M pc=2. They find that the
correlation between column— and volume—density in theideh@louds is very poor, so that the latter cannot be
safely inferred from the former, and the star formation rateolumetrically—-dense gas is much higher than the
star formation rate in gas at high column densities. Theyrderithat there is a minimum mean column below
which molecular clouds are sterile, but is roughly one omfemagnitude lower than the threshold discussed by
[Cada et al., 20710].

5.1.4 Star formation from reinserted gas

Under certain circumstances, the matter injected intodtesters by the combined winds and supernovae of their
massive stars can itself become the raw material for a sulkségound of star formation. This is a particularly
intriguing idea, given that many globular clusters are ol to have multiple main sequences.

Two—dimensional simulations of super star cluster windsvperformed by [Wiinsch et al., 2008] using #e®Js
code. Matter and energy are inserted at the centre of a sphgrid. Above a threshold value for the mass injection
rate and mechanical luminosity, the cluster winds tramsifiom a smooth outflowing state to one in which the matter
inside a critical stagnation radius is subject to thermstahility. Clumps of gas inside the stagnation radius cool
catastrophically and collapse under the thermal presdutesurrounding wind. Most of the collapsing clumps are
trapped inside the cluster volume and are obvious candidaetéorming a second generation of stars.

5.2 Gas expulsion and cloud destruction

A long—standing problem in star formation is explaining vithg such a slow and/or inefficient process. The Galaxy’s
molecular clouds cannot be forming stars on their freef@éscales, because this would result in a Galactic star for-
mation rate about two orders of magnitude higher than isrebgeand would have left the Milky Way devoid of gas
to form stars out of several Gyr ago. Stellar feedback hag b@en called upon to solve this problem, by slowing the
collapse of GMCs, or destroying them before they are abletvert more than a few percent of their gas to stars.
Analytical work by, e.g.,[[Matzner, 2002] indicates thaparding HIl regions are likely to be the main source
of energy on GMC scales, at least until the detonation of ttet 8Ne. [[Dale et al., 2005] simulated the impact
of the HIl region driven by a single very massive star into a-ftarbulent cloud. Gravitational collapse gave the
cloud a filamentary structure, with the filaments meeting @@mon hub at the centre of mass, where the massive
star was to be found. The dense filaments strongly retardedrswth of the HIl region, partly due to the deposi-
tion of neutral gas into the HIl region, causing it to colland regrow, or flicker. Also, as in the simulations by
[Gritschneder et al., 2010], the ram pressure of the flownistegbthe expansion of the ionised gas in many directions.
Much of the ionised gas escaped from the region near theti@aisource through moderately collimated outflows.
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Although sufficient kinetic energy was nominally depositgdionisation to unbind the cloud, much of it escaped
through the outflows and collapse continued largely unireged

In a series of papers, [Dale and Bonnell, 2011], [Dale andi#&tn2012] and|[Dale et al., 2013b] investigated the
ability of photoionisation to disrupt instead turbulent GBlwith a range of initial radii, masses and turbulent ve-
locity dispersions. The clouds were allowed to form a smalinber of O—stars, or subclusters large enough to
host O-stars. The effects of feedback varied strongly withiat properties, in particular with the escape velocity.
GMCs in the Milky Way all have very similar column densitié®. Mauc o« R%yc. Since the escape velocity

VESC OC (MGMC/RGMC)W, it follows thatvggg o< Mé{\ﬁc. This is weak scaling, but the escape velocities of Milky
Way clouds lie in the range 1-10 knt's which is significant because the speed of sound inside ameglon at
around solar metallicity is fixed at 10 km s~*. [Dale et al., 2013b] showed using a very simple model thatéads

to a very steep relation between the mass of a cloud and ttiofnaf material that can be unbound by Hll regions in
the period before supernova detonation.

Other authors have investigated the effects of feedbackffameht geometries. lonisation feedback form massive
stars forming inside a rotating 181, clump is studied by [Peters et al., 2010]. The clump congrézta disc—like
structure with massive objects forming at the centre. Assthmilation progresses, the formation of smaller objects
further out in the disc starves the massive objects of gass ifiliurn allows HIl regions to grow, preferentially out
of the disc plane, although what accretion continues cahses to fluctuate and flicker. They propose that this be-
haviour may explain the well-known ultra compact HIl reggoblem, and find that all the HIl region morphologies
catalogued by [Wood and Churchwell, 1989] appear natuiralligeir simulations.

[Colin et al., 201B3] simulate the formation of moleculaowdls and clusters in colliding flows of warm neutral
gas, and follow the effects of feedback from the clustersstahe clouds formed by their colliding streams are flat-
tened, turbulent, and have masses of ordéMLY. lonising feedbacks effective at bringing star formation to a halt
at star formation efficiencies of around ten percent, in iGsttto the simulations of [Dale et al., 2012b], who found
that even the lowest—mass clouds were able to continue igrstars, albeit slowly, under the influence of ionisa-
tion. [Colin et al., 20113] suggest that the reason for tiser@pancy may be that their clouds, being flattened, are less
gravitationally bound than those of [Dale et al., 2012b}l #mus easier for feedback to disperse. The fractal clouds
modelled by [[Walch et al., 2012] are also readily destroyggblotoionisation on timescales of 1-2 Myr, despite a
very inefficient uptake efficiency of kinetic energy of welider 1 percent. Since these clouds are also spherical, this
explanation cannot work here. It is possible that the faat the O—stars irj [Dale et al., 2012b]’s calculations first
have to destroy the dense filaments and accretion flows inhathiey born impedes them in disrupting the clouds.
It is also possible, as suggested by [Tremblin et al., 2Q1tka} the turbulence initially present in the cold gas in
[Dale et al., 2012b] (but not in those ¢f [Walch et al., 201#pys a role.

While winds are generally regarded as being subordinate Itordgiions, they still inject significant quan-
tities of energy into clouds and, in very dense gas, are miigest at gas dispersal. SPH simulations by
[Dale and Bonnell, 2008] and [Dale et al., 20[13c] modelledmaatum input from O—star winds on turbulent model
clouds. As with ionisation, they found that the impact of thieds depended strongly on the escape velocity of the
clouds, despite there being no obvious limit to the rate dtlwivind bubbles can expand. Winds were able to slow
the star formation rate somewhat by disrupting the acardtmwvs feeding stellar clusters, and in general spatially
separating the stars from the gas.

As well as the damage they themselves do to GMCs, winds andation are important because of the
way in which they set the environments in which the eventuglesnovae of the massive stars detonate.
[Pelupessy and Portegies Zwart, 2012] simulate winds apdraova more self—consistently in an SPH simulation
by injecting hot gas into embedded clusters modelled as iRmspheres consisting of 46tars mixed with 10 SPH
gas particles whose mass is set to give various SFEs in tige @05-0.5, and with total system masses in the range
700-8000M,. Winds and SNe are introduced adiabatically with feedb#aiencies (i.e. fraction of the emitted stel-
lar energy retained by the gas) of either 0.01 or 0.1. For ttedn star formation efficiencies, both feedback models
are able to efficiently expel gas from the clusters, the difiee being that with efficient coupling, this is achieved by
the winds whereas with weak coupling, the supernovae aréreghto complete the task. Where the SFE is 0.05, the
clouds are more resistant to the winds owing to the highemuasses, but are unable to survive the supernovae. In
these runs, the expulsion of the gas also promptly disrhetslusters.

This problem was tackled in an Eulerian context’by [RogetsRittard, 2013], who modelled the winds (and even-
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Figure 6: Time evolution of the stellar wind simulation jofd&ers and Pittard, 201.3]. The images show density slices
though the midplane of the simulations 0.67 Myr (left pan2i31 Myr (centre panel) and 3.96 Myr (right panel) after
the ignition of the wind—driving stars located at the cemtvethe images.

tual supernovae) from a trio of massive stars in preformdalient clouds. The winds rapidly cleared out the central
region near the stars, but hot wind gas streamed out of thiel tkmough low—density channels, entraining little nutra
material, as shown in Figufé 6. Much of the coldest densesniahwas able to survive the winds for several Myr,
producing pillar-like structures pointing back towards t—stars. The supernovae did eventually prove sufficient to
destroy the cloud. Similar models using theRvANA code of multiple stellar winds and SNe evolving in a smooth
background are discussed by [Krause et al., 2013]. The girgogt from the supernovae is rather unimportant, with
that accumulated in the wind bubbles beforehand being muarke significant. The evolution of the supernovae does
depend on the state of the wind bubble, with larger wind besoglving longer cooling times.

[Walch and Naab, 2014] take the simulations of [Walch et24172] further by detonating supernovae inside their
fractal clouds, both those which have suffered ionisinglfeek and those which have not. The clouds’ fractal struc-
tures distort the expanding shell and allow leakage of hstigaugh low—density channels, advecting large quantities
of energy away. Particularly in the realistic radiative llog cases, most of the explosion energy is lost and only a few
percent is imparted to the surrounding cloud. In models whiee cloud has experienced photoionisation prior to the
supernova, the energy uptake by the cloud is more efficientoly by a factor of~ 2, because the lower average
density inside the remnant encounters delays the onsedliattiree cooling somewhat.

RAMSES simulations by/[lffrig and Hennebelle, 2015] investigdte influence of the SN detonation site (which
other workers find to be of crucial importance in galacti@ssimulations — see Section 5.6.2) on a turbulefbL9
cloud. SNe are modelled as purely thermal energy injected-@gion four cells across, and detonated deep inside the
cloud, on the cloud border, or outside the cloud. The efféeploding a supernova outside the cloud was minimal,
with only a very small fraction of the explosion momentumnggiransmitted to the cold dense material. Conversely,
the internal explosion deposits roughly half of its momemia the cloud and unbinds about half the cloud’s dense
gas.

5.3 Driving turbulence

GMCs exhibit supersonic turbulent velocity fields with cheteristic dispersions typically in the range 1-10
km s7! (e.g. [Heyeretal, 2009]). The turbulence provides an tamthl means of support against gravita-
tional collapse and has been incorporated into the veryessfal gravo—turbulent model of star formation (e.g.
[Mac Low and Klessen, 2004]). However, the cause of thesecitgl fields is much debated, since supersonic
turbulence, even in a magnetised cloud, will die away duenygy dissipation in shocks in about one crossing time
([Mac Low et al., 1998]). Many authors have suggested thattever the original source of the turbulence, it is
continuously replenished by feedback.
The combined action of multiple jets has been championedaiiqular by [Matzner, 2007], who showed
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analytically that momentum injection from jets could maintturbulence in~ 103M, clumps. Other authors
(e.g. [Mac Low and Klessen, 2004]) note that the rate of tienttudissipation is comparable to the expected energy
injection rate from jets. | [Nakamura and Li, 2007] confirmbeé expectation fron [Matzner, 2007] that turbulence
driven by collimated outflows decays more slowly than thauhéng from multiple isotropic motions. This is a
consequence of the collimated jets penetrating to greatethd into the surrounding cloud, driving turbulence on
large length scales, for which the decay times are longesy Dhserved that even a modest rate of star formation was
able to reproduce a turbulent—like velocity power spectwith a power—law formE;, o« k~2:°> over about one and a
half decades in wavenumber. The turbulent velocity fieldhed a steady state with gravitational collapse.

[Carroll et al., 2009] adopted a similar model with 192 ramilp-oriented narrow—angle jets inside a periodic
box, which they also observed to reach a steady state aftaw arbssing times. They compared the resulting field
explicitly to an artificially—driven isotropic field with agwer spectrum of;, < k~2°, finding that the jets produced
a spectrum with a slightly steeper exponent of about -2. tai\ the power—law only extended over approximately
one decade itt. In these simulations and those [of [Matzner, 2007], mudtjpts rapidly achieve an equilibrium and
produce a velocity field resembling turbulence, with a pevaw power spectrum over moderate ranges of wave
numbers. However, in both cases, periodic boundaries & asd it is not clear what affect this has on the results.
Periodic boundaries make it difficult for injected energyetape the grid, and makes a steady state a more likely
outcome.

[Hansen et al., 2012] explicitly examine the driving of tuldnce in their simulations of radiative and outflow
feedback in low—mass star—forming regions. The action d¢fiaus reverses the decay in the velocity dispersion
of the gas but the turbulence driven by the outflows is of sedfit form to the that with which their clouds were
seeded. In fully developed isotropic hydrodynamic turbaks the ratio of the energy density in solenoidal versus
compressive modes is 2, but shear at the edges of theivedalibng outflow cavities preferentially drives solendida
modes, increasing this ratio to values of up to 10. Similaults are reported by [Offner and Arce, 2014].

However, not all simulators have arrived at the conclusitmt jets are efficient at driving turbulence.
[Banerjee et al., 2007] modelled in great detaiFirnsH the evolution of a single jet and they concluded that the jet
was not able to propagate the supersonic motions requirédve turbulence to large enough distances, nor was
it able to entrain sufficient material, for this to be a viabkzing mechanism. Jets are in any case not likely to be
able to maintain turbulence on GMC scales because their io@uiliilling factors are too low. Several groups have
instead looked at the possibility of driving by expanding kFdgions, again inspired by analytic calculations (e.g
[Matzner, 2002| Krumholz et al., 2006]) suggesting thatamding photoionised bubbles should be able to supply
energy at a high enough rate to compensate for turbulenydeca

[Mellema et al., 2006a] simulate the evolution of single Fgions in pre—existing turbulent clouds and find that
the velocity dispersion in the neutral gas is not only présdifirom decaying but raised to values higher than in the
original velocity field. Similar results were obtained byrflur et al., 20111], who also showed that this result isdlittl
affected by the presence of magnetic fields of realistingtie

[Walch et al., 2012] in contrast model HII region expansianfiactal clouds with no initial velocities. They
subtract the kinetic energy due to the radial expansion®HhR and find that the remaining random component,
which they equate with turbulence, is driven more stronglphbotoionisation than by gravitational collapse, althoug
theefficiencyof energy uptake is very low at 0.05%.

In their simulations of an irradiated turbulent bax, [Gehiseder et al., 2009b] measure compressive, solenoidal,
and total power spectra and compare the simulations ingufitedback to a control run in which the initial
turbulence, which has power—spectrum close to Kolmogasoallowed to die away. They find significant driving,
particularly of compressional modes, in the cold gas, butenso at smaller spatial scales, resulting in a flatter power
spectrum.

[Krumholz and Thompson, 2012] and [Davis et al., 2014] botid fithat radiation pressure illuminating an
isothermal atmosphere from underneath is able to driveitenize provided that the radiative flux is large enough to
overwhelm gravity in the atmosphere. This leads to rapidlyetbpment of the Rayleigh—Taylor instability and the
outbreak of turbulence, as discussed in Section 4.1.2.

Starting from the photoionisation calculations|of [Dalel@onnell, 2012],[[Boneberg et al., 2015] used structure
functions and power spectra to assess whether the multigiblés expanding from different locations were able
to replenish otherwise decaying turbulence. The simulatiwere initially seeded with Burgers turbulence, but the
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Figure 7: Comparison of the velocity structure functionnfrgimulations of turbulent clouds with (red lines and

symbols) and without (blue lines and symbols) photoiomgisedback, 2.2 Myr after the epoch when feedback is
enabled in the photoionised simulation. The dashed blaeki$ the structure function expected from Kolmogorov
turbulence. The deviations at large values ofde due to global expansion of the unconfined clouds.

velocity field had transitioned to the Kolmogorov slope bg tinset of star formation. They found that, particularly
in the lower—mass and smaller clouds, the structure fundtiche control simulations subsequently became much
flatter, with large quantities of power being lost on intedia¢e scales. By contrast, in the photoionised runs, stract
functions closely resembling that expected of developelingorov turbulence were maintained, or restored, as
shown in Figur€l7. Feedback also regenerated the chastitteatio of power in compressive to solenoidal modes of
0.5.

All the work cited in this section so far has concentrated lo@ $tudy of turbulence in the cold, neutral
star—forming gas.| [Medina et al., 2014] demonstrated thveldpment of turbulence in thienisedgas inside their
HIl regions. A statistically—turbulent velocity field ta&keapproximately 1.5 crossing times of the HIl region to
establish itself, but the power spectrum slopes are sulitgrshallower than would be expected for compressible
or incompressible turbulence. They suggest that this igtdtiee driving of turbulence on all scales, contrary to the
classical model where it is driven only on the largest scale.

Many authors modelling feedback on larger scales reportlymiog velocity fields with power spectra re-
sembling turbulence. However, in many cases, feedback tigh®only driver of turbulence and it competes
with shear in galactic discs, self—gravity and various flimstabilities, particularly the thermal instability. Sem
simulations find that the influence of feedback on turbulediagnostics such as the gas density PDF is min-
imal (e.g. [Wadaand Norman, 2007]). A prominent model ofaght dynamics simulated by, for example,
[Ostriker and Shetty, 2011], [Kim et al., 2011] and [Shettg@striker, 2012], has as one of its main components a
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vertical equilibrium in the galactic disc between supemairiven turbulence and turbulent dissipation, which they
find is achieved on timescales shorter than a galactic ootatriod.

5.4 Effects of different feedback mechanisms combined

Stellar feedback mechanisms obviously do not act alonenbedmcert and, even if one is likely to dominate, they are
nevertheless likely to influence each other to some extérg.often not obvious how such interactions will proceed
and more and more authors are now investigating the comififiects of several mechanisms.

Accretion of material by protostars produces two very défe but almost always concurrent feedback
mechanisms, namely accretion heating and jets, which taffex star's surroundings in very different ways.
[Cunningham et al., 2011] simulated the evolution of a 3@0NMrbulent core including the effects of stellar jets,
and using FLD to follow the radiative cooling of the shockexs @nd radiative feedback from accretion and from
the protostars themselves. They observe that the outflosscesthe efficacy of radiative feedback by providing
low—density channels through which photons can escape.

In common with [[Krumholz et al., 2012], [Hansen et al., 20K2hulate the interaction of radiative protostellar
feedback and outflows, using the same model as [Cunningham 2011]. They simulate a 0.65 pc turbulent box
containing 185M, of material. Simulations including radiaticand outflows form substantially more stars than
those with radiative feedback alone because the outflowsceethe accretion rates which contribute much of the
protostellar luminosity. The dual-feedback simulatioffieict results in very similar numbers of stars and total atell
mass to a simulation with outflows and a barotropic equatfostate. This result is difficult to reconcile with that
of [Krumholz et al., 2012], who found that the addition of Wimwasnot able to strongly reduce the protostellar
accretion rates or luminosities in their calculatidn. [Krtwolz et al., 2012] attribute the ineffectiveness of outamw
their simulation to the higher densities of their clouds @ng 2 as opposed t¢ [Hansen et al., 2012]'s 0.1 g¢n

Another complicating factor in the evolution of combined Igions and wind bubbles is the possibility of the
rapid motion of the driving star through its natal cloud. f#ur and Hoare, 2006] and [Mackey et al., 2015] study
the evolution of wind bubbles inside HIl regions driven bynaway stars. The wind bubbles become asymmetrical
almost immediately, while the HIl regions take much longerdb so, owing to their much lower sound speed.
[Mackey et al., 2015]'s wind bubbles fill about twenty percefithe HIl region volume, appropriate for the relatively
low—luminosity star modelled, and have relatively litttdluence on the champagne—flow—like internal dynamics of
the HIl region. [Arthur and Hoare, 2006] use higher wind motaen fluxes and the winds dominate the flows in their
calculations.[[Mackey et al., 20[15] find, as suggested bygfRcet al., 2014], that much of the wind energy is radiated
away via microturbulent mixing driven by Kelvin—Helmholizstabilities at the contact discontinuity between the
wind and the HIl region. However, they stress that the cdmtiscontinuity is likely modified by numerical diffusion,
and that they include neither physical diffusion nor magrglds, so urge caution in interpreting this result.

From the point of view of individual massive stars, it is clé@at photoionisation and the different kinds of stellar
wind expelled during different stellar evolutionary stageill interact in complex ways.| [Freyer et al., 2003] and
[Freyer et al., 2006] investigate the coupled evolutionhaf HII regions and wind bubbles of (respectively) a 60 and
a 35 M, star in a uniform background. In the case of the lower—-magscohthe effect of the wind is largely to
compress the HIl region into a thick shell lining the insidettee feedback—blown cavity. By contrast, the stronger
wind of the more massive star sweeps up a shell inside theddibn which becomes dense enough to fragment,
casting shadows on the ionisation front. This leads to aedigik structure in the ionised gas, although this does not
last very long as the HIl region is quickly swept up into a thirell by the wind.

[Toalda and Arthur, 2011] use 1- and 2D RHD models to studyiteraction of the fast WR wind with the
previously—ejected and slower YSG or RSG wind around 40 &hdig stars, comparing two different stellar
evolution models. The results depend strongly on the natfitbe mass loss in the slower wind phase, on which
the two stellar evolution models do not agree. A short RSGspleads to a thin dense wind shell which becomes
strongly unstable and breaks up into clumps when hit by the WifRl, whereas a long RSG/YSG phase leads to
a much thicker and lower—density wind which is stable torat&on with the WR wind. Detailed 3[RAMSES
simulations investigate the mutual interaction betweerHH region, wind bubble and eventual supernova explosion
of a 15M,, star in smooth ambient media at a range of densities. Thegredshat the expansion of the wind bubble
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is particularly sensitive to the evolution of the ionisinggton flux and wind luminosity of the star as it ages. In
the denser media, they find that the wind bubble is preventad £xpanding by the pressure in the HIl region
until the star moves onto the horizontal branch, and thaktimegal winds from the 15M object considered do not

inject significant energy into the ISM. They also find, in coomwith [Walch and Naab, 2014], that the fact that the
supernova expands into a rarefied medium increases itdiedieess by delaying the transition to the radiative phase.

The above already complicated scenarios are made ricliebystihe likelihood that a massive star will have
a close binary companion, often another massive star. [Bfaekal., 2014] present a model of the circumstellar
material around the red supergiant star Betelgeuse. Siassive stars tend to be found in one anothers’ company, the
cool wind emanating from a red supergiant is likely to be plmtised by its companions. In the case of a star moving
supersonically through the ISM, the wind will be terminatgda bow-shock, leading to a layered structure where
a parabola—shaped outer shock encases an ionised win@iseptom the supergiant’s neutral wind by a spherical
neutral shell confined by the ionised wind. The net effecbisdnfine a large quantity of material (up to about one
third of the total wind mass) in a dense shell near the stars 3tell becomes important when the star eventually
explodes, since the blast wave will promptly collide witle shock, potentially radiating a large fraction of its eryerg

From the point of view of the effects feedback on the surranopdISM, [Dale etal., 2014] and
[Ngoumou et al., 2015] studied, at very different scales, ¢dbmbined effects of photoionisation and momentum-—
driven winds. [[Dale et al., 2014] essentially repeated thmikations of [Dale et al., 2012b] and [Dale et al., 20[13b]
with the inclusion of stellar winds, having already estsiiséid in [[Dale et al., 2013c] that winds acting on their own
were not a very effective means of dispersing any of their ehatbuds. The results of their simulations were in
fact little different from the photoionisation—only sinatilons, as shown in Figuie 8. At very early stages, the winds
helped to clear away the dense filamentary gas in which théa@-i& these calculations are born, but the structure
of the cold gas rapidly comes to be dominated by the effectse&xpanding HIl regions. The structures of the HII
regions themselves were observed to be different, sinceitids expel much of the ionised gas through low—density
channels, excavating large holes inside the HIl regionsl@anng the ionised gas as a thin skin lining the inside of
the shocked bubbles of cold gas in a fashion reminiscen&oditnulations of [Freyer et al., 2006].

[Ngoumou et al., 2015] instead modelled the effect of ineigdvinds in the radiation—driven implosion models
of [Bisbas et al., 2011]. They also observed that, whiledhsme some visible impacts on the morphology of the
ionised gas, the cold gas is almost entirely insulated ftoenwtinds by the HIl region.

[Peters et al., 2014]'sLASH simulations include radiative heating from ionising andhAionising photons, and
from jets. They start from the same initial state[as [Peteas £2010] and the collective outflow driven by the stars,
being directed along their rotation axes, act perpendilyuta the disc, rapidly exiting the simulation box. The
leading fronts of the outflow cones are Rayleigh—Taylor alolst, exhibiting elongated fingers, and the mass and
momentum contained in the outflow are substantially largantthose driven by the HIl regions. They find in fact
that only jets are able to reproduce observed levels of mmabsyamentum entrainment in outflows in their simulations.

5.5 Combining feedback and magnetic fields

The role of magnetic fields in ISM evolution remains unclgartly due to the difficulty of measuring their strengths
and geometries. Nevertheless, the typical flux densitiesgmt in molecular clouds are known to order—of-magnitude
accuracy, sufficient for their effects to be meaningfulipsiated. This is not the place to discuss their general &sffec
but it is clear that jets and bubbles will interact with matiméelds, and some authors have begun to explore this
issue.

[Krumholz et al., 2007b] considered the effect of a unifornagnetic field on HIl region expansion. They
model the case where the initial gas density and magnetit $ieéngth are such that the thermal sound speed in
the promptly—ionised gas is much larger than the Alfvéresgpe, in the undisturbed neutral gas, ang is much
greater than the thermal sound speed in the neutral gas. ritteaes, the effect of the magnetic field is minimal,
but it becomes significant when the magnetic pressure itk@swept—up shell becomes comparable to the thermal
pressure inside the HIl region, which occurs when the shpthesion velocity drops to neak . They define a critical
radiusr,, at which this occurs, give by,, = (CH/UA)4/3R5. From this point on, the HIl region and the shell are
deformed from the usual spherical shape. Gas motions almndjdld lines are unaffected, so that the expansion
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Figure 8: Comparison of the control (top left), ionisatiomy (top right), winds—only (bottom left) and dual-feedka
(bottom right) Run | calculation fromh [Dale et al., 2014]. I6ars represent gas column density and white dots are sink
particles used to model stars. Screenshots are from an 2gobtyr after the time at which feedback is enabled. While
the winds do have some effect on the cloud, that of the Hllomgis much more severe. This is even more true of
other simulations in [Dale et al., 2014].
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in these directions continues in a similar way to that in anmedrHIl region. Perpendicular to the field, expansion
is resisted and the shell is initially supported by magnet&ssure. However, as the expansion proceeds, the field
lines deform to become perpendicular to the shell surfax¢he shell loses magnetic support and becomes thinner.
Very similar results were obtained Ly [Wise and Abel, 20hlfisting their RMHD implementation ienzo, and by
[Mackey and Lim, 2011].

[Gendelev and Krumholz, 20112] build on the work of [Krumhetzl., 2007b] by considering also blister Hll
regions. The orientation of the magnetic field, not surpgbhi, strongly affects the results, in particular the dege
which the magnetic field lines are distorted and the distigouof the gas kinetic energy in the swept—up shock. In
particular, orienting the field parallel to the edge of theudl results in the strongest compression of field lines, and
in almost all the shell kinetic energy being stored aroumdlifh of the depression in the neutral gas. In all runs, they
observe that the gas kinetic energy is smaller than in thewi@h no magnetic fields, but that thetal energy is much
larger, owing to energy stored in the magnetic fields. Theppse that this could be an effective driver of turbulence.

[Peters et al., 2011] present an extension to the simukatidr{Peters et al., 2010] in which they combine HlI
region expansion and magnetic fields in simulations of L rotating cloud. The cloud is initially threaded with a
uniform magnetic field parallel to its rotation axis, with ass—to—flux ratio fourteen times larger than that requived t
support it, consistent with observed field strengths. Asetgrd, while the field cannot prevent gravitational colkaps
it slows it, reducing the global star formation rate in thécakations by a factor of order unity. However, the most
massive star, which forms at the centre of the disc, acqaitaegger mass because magnetic braking drains the region
of angular momentum, enhancing infall into the centre. Ashigir earlier calculations, the central regions of the
cloud collapse into a flattened rotating disc—like struetuvith the rotation and collapse dragging the magnetic field
into a toroidal configuration. Once a sufficiently massia tas formed to drive an HIl region, the influence of the
magnetic field is largely to slow the HIl region’s expansion.

[Arthur et al., 2011] in contrast examined the effects of metee fields on HIl regions expanding in already—
turbulent clouds. They simulate a 4pc magnetised turbidertin which the mean atomic number density is 1000
cm~3 and the ratio of thermal to magnetic pressure is 0.032. heacentre of the box, they place either an O9 or a
BO0.5 star, whose ionising photon fluxes differ by 2.5 orddmnagnitude. In the case of the brighter star, their box
size is smaller than the critical radius defined [by [Krumfadlal., 2007b] at which the HIl region expansion should
start to feel the influence of the magnetic field. Howeverhia tase of the fainter star, whether or not this is true
depends on whether the RMS or mean magnetic field streng8esto compute the representative Alfvén speed in
the neutral gas. They find that, in the former case and as tegheéhe presence of the magnetic field has little effect on
the gas morphology produced by the HIl region expansiodeafsom some smoothing out of small-scale structures.
In the B—star simulation, they find that the magnetic fieldsdloecome critical during the simulation, but that it still
fails to have a marked effect on the gas structure. Theyattithis result to the disordered state of the field, which
has no preferred direction except on small scales, and t#merefore deform the HIl region in a systematic or global
fashion. In fact, because the pressure in the HIl regionedE#e magnetic pressure for most of the duration of the
simulations, the HII region expansion deforms the magrfegid into a more ordered configuration, with field lines
approximately parallel to the ionisation fronts.

[Mackey et al., 2013] consider the influence of magnetic §ieddh the HIl regions driven by runaway O-stars
(using (—Oph as an example). As in other studies, HIl region expanai@ the accumulation of dense material
perpendicular to the field lines are strongly retarded. Tgening angle of the cone trailed by the star is increased by
the presence of the magnetic field.

The interaction of supernovae and magnetic fields in turiulé0'M, clouds is investigated by
[Iffrig and Hennebelle, 2015], who find that the magneticdidlas only a rather weak effect, modestly increas-
ing the efficiency of momentum coupling between the suparand the cold gas in the case where the explosion
occurs deep inside the cloud.

Some of the clearest signs of the action of feedback in reéed@sysical systems are the production of unusual
structure, such as pillars. If these are to be correctlyméted, the role of magnetic fields in their formation and
evolution must be understood. [Henney et al., 2009] conBMHD simulations of the formation and evolution of
pillars using the &-RAY algorithm. Spherical globules with Gaussian densityfiles are embedded in an initially
uniform magnetic field aligned at a given angle to the x—aaisng which lies a point source of ionising photons.
With magnetic pressures of order 100 times the initial g&ssure, the effects on the evolution of the system are
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Figure 9: Projections along the-axis (left) and y—axis (right) of RMHD pillar simulations from
[Mackey and Lim, 20111] at 100 (top) 250 (middle) and 400 (bot} kyr. The magnetic field is aligned with the
z—axis. The images are rendered in energy flux in recombimétie radiation, arbitrarily normalised.

profound and depend strongly on the orientation of the fieldtive to the direction of the source. When the field is
perpendicular, the globule evolves to a flattened structuhereas a 45 degree angle results in a very asymmetric
globule which the authors describe as comma-shaped. Teh-isstabilities caused by rocket acceleration cause
the heads of the pillars to fragment into smaller objectmil@r results are obtained by [Mackey and Lim, 2011] (an
example is shown if]9), who also observe that radiationedrimnplosion and rocket acceleration both tend to align
the magnetic field with the radiation field. The morphologiethe simulations can be used indirectly to constrain
the field strengths in real objects, such as the famous Ml&qilHigh field strengths produce sheet and ribbonlike
structures which should be easily observable, but are rest 8eM16. Emission in that region is instead consistent
with that seen in the simulations where the accretion flomftbe pillar head is roughly spherically symmetric.
Regardless of their direct interaction with a given feedbaechanism, magnetic fields will always influence

to some extent the environment in which feedback operatbgs i3sue is explored by [Price and Bate, 2009], who
extend the work of{[Bate, 2009] by repeating their calcolasi with magnetic fields of various strengths included.
They find that magnetic fields and thermal accretion feedifatkch do not interact directly) are additive, in the
sense that they act at different scales. The magnetic fiéttigy are strong enough, affect the large—scale collapse o
contraction of the cloud, exerting an influence on gas of afigities. Accretion feedback, by contrast, only operates
on the smallest scales by suppressing fragmentation inghgsedt material. The average stellar mass formed in their
calculations is lower than in pure hydrodynamic calculagio

When considering feedback from jets, however, the interactvith the magnetic field is more direct.
[Wang et al., 2010] model the effect of jets on magnetisedasowhere the jet emission is aligned with the local field
direction. Magnetic fields on their own do not much influertoe denser material from which their sink particles are
accreting, but the inclusion of outflows partially disrufite dense gas and slows accretion substantially. Combining
the two process increases this effect, since the magnédtis fieuple gas over much large distances than local pressure
forces are able to, reducing total mass accretion rateshasé onto individual stars by around an order of magnitude.

[Myers et al., 2014] perform simulations of the formation ®fstar cluster including radiative and outflow
feedback from protostars, and magnetic fields. ContrarPteg and Bate, 2009], they find that their mean stellar
mass increases. They interpret this as being due to the misohavhich actually terminates accretion in many cases
in the [Price and Bate, 2009] simulations, which is the épecbf sink particles from the densest gas by N-body
interactions with other sinks, in a globally contractingudi. This shuts off accretion onto the sink and fixes its
final mass. [[Myers et al., 20[14] do not simulate a globallfalimg system, and most of their sinks form from
fragmentation. As well as slowing the star formation ratddmtors of around two, the magnetic fields also suppress
fragmentation, decreasing the numbers of sinks and ratsagverage fragment mass.
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5.6 Large-scale simulations

In larger—scale simulations, the star formation procesdfiusually cannot be directly resolved, certainly in terof
individual stars. It is often modelled by assuming thatladl gas above some threshold density generates stars with
some efficiency on some timescale, which is often taken thééreefall time at the threshold density, i.e.

o = Pert) (45)
ff (pcrit)
With this prescription, the star formation rate automdlyceeproduces something close to the Schmidt—Kennicutt
(SK) law. Some simulations do not impose such a law but tretmver it. The SK law is the result of regulation of
star formation. What is the regulator is unclear, but cielittle can be said about the role of feedback if the SK law
is imposed from the outset. However, large—scale simulatftave other goals, such as reproducing the multiphase
ISM and driving turbulence, and reproducing the structdigataxies, especially spirals.

5.6.1 \Vertical slices or columns through a disc and shearingoxes

Here, simulators model a vertical slice or column througlaladic disc, often including tidal and Coriolis forces as
external perturbations. These simulations are generallst moncerned with the dynamical equilibrium between the
vertical gravitational field and the thermal and dynamicsptge on the gas.

The effects of expanding HIl regions on galactic disc scakesexplored by [Koyama and Ostriker, 2009]. They
produce a turbulent, multiphase ISM, although the velodispersion of the turbulence (2—4 knT$) is lower than
would be expected on these scales (7—-10 krh).s They estimate the Toomre Q parameters of their model discs
and find that they equilibrate into marginally stable stafEse star formation rate surface densities also settle into
equilbria which are mostly well described by power laws nelsling the SK law (although they also find this for their
purely hydrostatic test case, so caution against overgragtion of this result).

[Ostriker and Shetty, 2011] and [Kim et al., 2011] discuss @dei of galactic evolution in terms of dynamical
equilibria, where heating balances cooling, pressurenbakagravity and turbulent driving balances dissipatidreyr
inject momentum from star—forming events and take SNe tbdetain sources of feedback. Radiative heating, which
is assumed to come from massive stars proportionally totdref@mation rate surface density, and from a constant
galactic radiation field, is introduced via a volumetric tiegirate. An equilibrium between the vertical gravitatbn
acceleration and feedback—driven turbulence is rapidiyexed, heating and cooling and star formation rates settle
into equilibrium, and thermal and turbulent pressuredes@ito nearly linear relations with the star formation rate
surface density. This result, combined with the verticalawyical equilibrium straightforwardly implies that theust
formation rate surface density is proportional to the weaftthe ISM.

Similar results are obtained in models of ULIRGs by [Shettgl ®striker, 2012], who include momentum input
from supernovae. A dynamical equilibrium establishedfitse a timescale short compared to the orbital time within
the disc in which the input momentum flux balances the vdrgiavitational field. The SNe occur only in the densest
gas in the midplane but are able to accelerate gas to altitnfd®ore than 100pc, driving turbulence and resulting in
an ISM structure dominated by large shells.

[Kim et al., 2013b] extend the work of [Shetty and Ostriked12] and [[Kim et al., 2011] to three—dimensional
shearing—box calculations. They observe the formatiomfaf cloudlets by thermal instability which gravitate towar
and merge with one another in the disc midplane. The modais agobally reach a dynamical equilibrium, which
includes formation and destruction of gravitationally bdwclouds.

Numerous authors have come to the conclusion that the torsatind times at which feedback is inserted into
simulations are at least as important, if not more so, asataldd physics implemented. [Slyz et al., 2005] simulate a
three—dimensional periodic non—driven turbulent box kp28on a side. Star formation is taken to occur in collapsing
and rapidly—cooling regions whose density exceeds a thteéshMatter and energy released by winds and SNe
are injected, smeared out over a characteristic timesdad@ther the local dynamical time, or 10Myr (whichever
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is smaller). The manner in which the supernovae are detdrstitengly affects the resulting star formation rates.
With the employed time delays, hot gas fills a progressivalgdr and larger fraction of the simulation box, driving
up the density and star formation rate in the cool gas. Howéiveupernovae are detonated immediately in star
forming gas, this does not occur and the star formation natse observed to be up to two orders of magnitude
lower. More recently, several other groups have exploreddsue of the importance of supernova detonation sites.
[Gatto et al., 2015] obtain radically different resultsrfraletonating SNe randomly in their turbulent ISM, or at peaks
in the cold gas density (arguably more likely explosionsjiteRandom driving produces an ISM almost entirely
filled with very hot (16—10°K) gas with cold material being confined to clumps with smalinfy factors. Peak
driving instead produces almost no very hot gas, althougtethre substantial volumes filled with gas atk.OThe
cold material has a much larger filling factor and a filamentapology. [Walch et al., 2014] use the supernova
prescription of [Gatto et al., 201L5] and examine two add#iomeans of specifying SN sites, namely a mixture of
random and peak driving, and clustered random driving wkieeeSNe are correlated with other but not with the
dense gas. They find that clustering the SNe has only a mifentefeak and mixed driving both leave the galactic
discs strongly concentrated at their mid planes, again aifitementary distribution of cold gas. Random driving
results in an outflow perpendicular to the disc.

[Hennebelle and Iffrig, 2014] examine the influence of theesnova detonation scheme on star formation in their
RAMSES models. Peak—driving reduces the star formation rates dtpr® of 20—-30 owing to the rapid destruction
of dense star—forming material. However, they also find thatdetails of the implementation of the supernova
explosions themselves have a strong influence. Introdubmgupernova energy in purely thermal form results in a
star formation rate twice as high as injecting just five petagkinetic form.

5.6.2 Whole—galaxy models of spirals

Although they allow one to achieve better resolution withegi computational resources, vertical-slice or shearing
box simulations require substantial physical componehspival galaxies, such as spiral arms, to be parameterised.
Truly satisfying simulations should of course reproduasthfeatures self—consistently. Besides this, self-a¢igul

of star formation in the disc plane is a different (thoughiohsgly related) question to the vertical equilibria betwee
gravity and pressure discussed in the previous subsection.

In fact, the formation of realistic spiral galaxies, eithedividually or in the context of cosmological simu-
lations is a long—running problem in computational astggits. The issue is catastrophic angular momentum
loss, in which overcooling of collapsing baryons leads te fhrmation of too many low—angular—momentum
spheroidal galaxies, and too few spirals. Early attemptsdive this problem include [Katz and Gunn, 1991],
[Katz, 1992] and|[Navarro and White, 1994], which still ptmed discs that were too small and centrally concen-
trated. [Abadi et al., 2003] suggested that the resolutibthis issue lay in the regulation of star formation by
feedback. The most important form of feedback at galactteschas traditionally been considered to be supernovae.

Notwithstanding these issues, several authors reachedtivdusion that many properties of spiral galaxies could
be reproducedvithout the need to invoke feedback and that various instabilitietstional shear and gravitational
torques were of comparable or greater importance. [WaddNanghan, 20011] find that gravitational and thermal
instabilities produce a two—phase turbulent ISM in the absef feedback. After implementing stellar wind and SN
feedback from Lagrangian star particles, they observettigadverall morphology of their galactic discs and the gas
density PDF are little changed. Both models produce velqmitver—spectra indicative of turbulence, although the
model without feedback has a steeper slope of -3, compar&titothe feedback model, which they attribute to the
increased importance of shocks in the feedback calculafiombulence in both simulations is also driven by shear
and self—gravity. [[Kravtsov, 2003] found that their sintidas produce a good approximation to the SK law with
or without feedback. In common with [Wada and Norman, 20@gy find that the effect on the density PDF on
galactic scales is small, although more low—density gasddyced by feedback. Similar results were reported by
[Wada and Norman, 2007], despite their rather high supermate of 1.5 10 3yr—'kpc~2. [Renaud et al., 2013],
who include SN and photoionising feedback in theiMseEs models of a Milky Way—type galaxy, concluded that
feedback was not very efficient in destroying the clouds bseaf drift between the clouds and the star particles,
ensuring that most supernovae do not explode inside clo&lar formation was regulated more by large—scale
turbulent support than directly by feedback.
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Other groups have concluded that supernova feedback askimg can be important, but only if either the
supernova rate is increased to larger values than obseageih the aforementioned studies, of if the individual
supernova energies are increased. [Shetty and Ostrik@g] 2&rform two—dimensional simulations, some with
an external potential to induce the formation of spiral armsluding the effects of SNe modelled as injection of
momentum to avoid the overcooling problem. Star formatrestricted to gas above a density threshold and SNe
are introduced probabilistically each timestep. Modelthwind without spiral potentials both required very strong
levels of feedback to influence the evolution of these stmgs, resulting in positive feedback from the collisions
of adjacent bubbles and a rough equilibrium between clouthdtion and destruction. Theverall effect is to
decrease star formation rates, even if positive feedbaclredocally. In AMR simulations of disc galaxy formation,
[Agertz et al., 20111] included Type la and Il supernova fesdt) treating the star formation threshold density,
efficiency and the supernova energy as free parameters.fdteg that the disc surface density profiles and relative
contributions of gas and stars to the surface density deguesitlongly on the parameterisation of the star formation
rate, whereas the self-regulation of star formation wasrothed by the supernovae energies. They were only able to
achieve self-regulation for explosion energies of 10°'ergs, rather higher than canonical values.

Many simulations are, however, significantly influenced hpernova feedback, both in terms of the rates of
star formation and the structure of the resulting galaxig®se two issues are increasingly found to be connected —
the distribution of star formation in time controls the firstitucture of simulated galaxied. [Robertson et al., 2004]
employ the [[Springel and Hernquist, 2003] multiphase ISMdalado model a set of galaxy haloes. One of the
ten most massive haloes in their simulation hosts a welblved disc galaxy with no strong bulge component,
exhibiting instead an exponential surface brightness Iprofimilar results are reported by [Okamoto et al., 2005]
and [Scannapieco et al., 2008] who see that feedback sgmgresarly collapse, leaving large quantities of hot
gas to cool at late times, from which an extended disc of yaatags eventually form. More powerful feedback
favoured the disc over the spheroid as expected, althougllidt—to—spheroid mass ratio never much exceeded
unity. [Scannapieco et al., 2012] present the Aquila cosgiohl code comparison project, in which different
implementations of feedback are tested against each otliférent Eulerian and Lagrangian codes, as well as the
AREPO hybrid code. All the codes implement SN feedback, but usiiffgrént schemes, although most inject SN
energy in thermal form. Galaxy morphology is largely indegent of which hydro scheme is employed and depends
instead on the distribution of star formation in time. Fanmrealistic discs requires that feedback delay star faonat
so that it continues to late times. However, all the codesé&at stellar discs which are too concentrated, implying
a failure to prevent the accretion of low—angular—-momeninaterial. This in turn is attributed to the inability
of the feedback mechanisms employed to prevent a stroriglihitrst of star formation.| [Aumer et al., 2013] use
GADGET-3 simulations to study the formation of spiral galaxies @sraological simulations. Supernova feedback
is implemented along with radiation pressure, as in [Hoplkinal., 2011]. Feedback, in particular pre—supernova
feedback, helps in production more realistic galaxies Bgydeg feedback to later times.

Galactic winds have a role to play in the angular momenturblpro, since they preferentially expel low—angular
momentum material from haloes. Additionally, real galadatiscs have much smaller baryon quantities than
simulations without feedback predict. IGM enrichment oades that much of the IGM must have been inside halos
at some point to be enriched, then expelled again. Galagbiersvinds with mass loss rates much larger than the SFR
are generally required.

[Tasker and Bryan, 2006] perform three—dimensional sitraria using theeNzo code, with similar star forma-
tion criteria and a similar technique to smear out the effe€tType 1l SNe feedback in time ds [Slyz et al., 2005].
The major effect of feedback is to drive a kpc—scale galddimtain, cycling gas out of the galactic plane, and
causing the disc in general to puff up. Feedback also inesctiee star formation timescales so that it is at least to
some extent self-regulating, but the star formation ratesstll substantially higher than observed in real galsxie
[Dubois and Teyssier, 2008] simulate the formation of atdltedback—driven galactic windsRaMSES. They allow
star formation to proceed in the centre of an isolated mgalialo, forming a disc structure. Haloes with different
masses, spin parameters, virial velocities and star foomaimescales are considered, under the influence of SN
feedback. In the low—mass('°M) haloes, the combined SNe blow bipolar wind cavities, witmpact discs
forming in haloes with low spin parameters being the mostieffit wind drivers. In the high-mag8''M, haloes,
the feedback—driven outflow is stalled by continuing adorgtleading to an accretion shock around the disc, and
no galactic winds. They conclude that the infalling gas fribra halo is a critical determinant in the formation of

41



the wind. However, even in the low—mass haloes, the massajesfficiency is about an order of magnitude lower
than observations suggest it should be, and they are unalsieite the overcooling problem in their simulations.
[Brook et al., 201P2] use theAsoLINE SPH code to study the formation of galaxies over a wide rarigeasses.
Early radiative feedback and supernovae are both implesdenteedback—driven outflows remove low—angular
momentum material, resulting in more realistic extendedsland removing dark matter cusps.

Supernovae are generally regarded as the most importatiidek mechanism at galactic scales, but several au-
thors have concluded that they cannot on their own reprodiiserved galactic properties and that in fact other forms
of feedback, such as Hll regions and radiation pressure @® ingportant contributions to make. [Crain et al., 2015]
make the point that the energy, momentum and mass fluxeshiattstM from star—forming regions and supernovae
are not known, and nor are the magnitudes of the prompt losSesergy by radiation, and of momentum by
cancellation. In any case, these losses occur at scalemlbts be resolved.

Many groups have tackled this problem by varying the ‘sttehgf feedback in their simulations and ex-
ploring the consequences for observable properties suchotecular cloud properties or the star formation rate.
[Dobbs et al., 2011], for example, simulate whole galacigcsl in SPH with a background potential to model
spiral arms. They include energy from supernovae split Ztwben kinetic and thermal components, and with
various assumed star formation efficiencies in dense gase higher star formation efficiencies (and therefore
levels of feedback) produce populations of GMCs which aredpminantly unbound and irregularly shaped,
although they note that collisions between clouds alsoritarte substantially to their internal velocity dispersso
[Dobbs and Pringle, 2013] quantify this result further amd fihat it is mostly the smaller( 10*M ) clouds that are
strongly affected by feedback, whereas the larget0°M, are more affected by sheaf. [Dobbs, 2015] resimulate
portions of [Dobbs and Pringle, 2013]'s calculations athieigresolution and explore different prescriptions for the
timing of the injection of supernova feedback, includingaged and stochastic models and smooth and instantaneous
energy injection, but they find that in practice their cheibave little impact on the outcome of their simulations.

[Ubler et al., 2014] explicitly test the effect of varying thgength of combined—feedback models. Their strong
feedback model is derived frorm [Aumer et al., 2013] and idekISNe kinetic and thermal feedback in a multiphase
decoupled ISM as described by [Springel and Hernquist, R0&3 well as radiation pressure, while their weak
feedback model includes only SNe. The star formation effiyeof the weak—feedback model is always too high,
and the resulting galaxy is spheroidal, whereas the streadifack scheme gives disc—like stellar distributions and
credible baryon conversion efficiencies at z=2-3, but teo $tars at z=1. Higher star formation rates in the weak
feedback case also result in older, redder stellar pojouisiti

[Ceverino et al., 2014] improve on the basic thermal feelbfom winds and SNe in theaRT code
([Kravtsov et al., 1997]) by implementing radiation pressdeedback. They find substantial differences, with
radiation pressure driving additional turbulence in gatadiscs and destroying the most compact and high—column
density clumps, which are similar to normal GMCs and suliity less massive than the giant clumps of the kind
observed in moderate redshift galaxies (elg. [Genzel 2@11]). The stellar distribution is correspondingly more
extended and less concentrated, and star formation radpsbgrfactors of a few. The formation of smaller satellite
galaxies is almost entirely terminated.

The potential of feedback to reduce the over—formation afssin cosmological SPH simulations is explored
by [Stinson et al., 2013], who found that supernova feedlwacks own is not sufficient and turn to pre—supernova
radiative feedback. They do not include kinetic feedbackasxample, in[[Hopkins et al., 20111], because molecular
clouds in their simulations are not resolved, being reprieskby only a few particles. They instead introduce thermal
feedback over a 4 Myr period into these few particles. Thepatadisable cooling, so the gas rapidly coold 68K.

The large—scale dynamical effects are negligible, butfstanation is locally suppressed. They adjust the efficiency
of energy uptake to reproduce the required stellar— to madess ratio, and find that the resulting star formation rate is
highly sensitive to this parameter.

A suite of AMR simulations of an isolated disc galaxy is exiecuby [Ageriz et al., 2013] in which the feedback
prescription is varied. Momentum is injected either by matoen kicks or as a non-thermal form of pressure
and different values of the IR optical depth for momentumoaption are tested, cooling delays of 10 or 40 Myr
after energy injection are implemented, and a passiveleedd decaying energy variable akin to that used by
[Teyssier et al., 2013] is also explored. They conclude fiat-supernova feedback is a crucial ingredient in their
models, capable of reducing star formation rates and eifigés by an order of magnitude on its own, and averting
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the overcooling problem by destroying dense gas before @Naletonate inside it. This very rich suite of feedback
models was used by [Agertz and Kravtsov, 2015] to show thetbfack is only effective in regulating star formation
rates if local star formation efficiencies are high enougtt there are strong spatial and temporal correlations legtwe
the injection of momentum and energy, but that in such cdBegesults are sensitive to the details of the feedback
prescription.

[Moody et al., 2014] test two models of feedback in their dations of the formation of galaxies, and in
particular of the very massive (1610°M.) and extended~ 1kpc) clouds observed in star—forming galaxies at
redshiftsz ~ 1—3 (e.g. [Genzel et al., 2011]). The first model encompasseastbatmal feedback from stellar winds
and SNe, modelled as a constant heating rate for 40Myr afstaraformation event. The second model includes
radiation pressure from the ionising radiation fields ofdbarces, suppressing the formation of lower—mass clumps,
and slowing star formation by factors of around two. The &ddiof radiation feedback produces a much stronger
decrease in the star formation rate in their simulations tBd feedback on its own, but they still find that they
overproduce stars by factors of a few. They also find thalestEdedback reduces the bulge:disc ratio and produces
discs with flat rotation curves, but which are too thick antyqoorly rotationally—supported.

[Schaye etal., 2015] implement star formation stocha$ficavia a scheme proposed in
[Schaye and Dalla Vecchia, 2008] in which the rate is set leyltdtal pressure, and which automatically repro-
duces the SK relation. Star formation events inject enengyraomentum from radiation, winds and SNe. Energy is
injected via a temperature increment to avoid spuriousana@ing, with an efficiency factor which sets how much
energy is available for feedback. They adjust parameteass as the density threshold for star formation and the
efficiency of energy uptake, calibrating the results usimg:t = 0.1 galactic stellar mass function as a yardstick.
Since feedback regulates the supply of gas to the ISM, teagii of feedback influences a wide variety of properties
of the formed galaxy population, including central blackehmasses, spatial concentration of stars, star formation
rates and metallicity.

Other authors, in particular| [Hopkinsetal., 2011]/ [Hapket al., 2012], [[Hopkins etal., 2013] and
[Hopkins et al., 2014] attempt to model feedback in a phylsiemotivated manner with as few adjustable pa-
rameters as possible. These papers model isolated andngeyafiaxies of several different types — high—redshift
objects, and local Milky Way—type and dwarf galaxies. Thractres of the merging galaxies are largely controlled
by gravitational torques, and the violently unstable higlaishift galaxy is less affected by feedback and more by
gravitational instability. However, the ISM in their modghlaxies generally reaches a steady state after a few
dynamical times in which the star formation rate and feekbaep the galactic discs on the edge of Toomre
instability, as observed by [Koyama and Ostriker, 2009]o@approximations to the SK law emerge naturally from
this state. For the larger galaxies, radiation pressureaésdominant feedback mechanism, particularly in driving
large—scale outflows. However, the density of their dwarfletés low enough, and the corresponding cooling time
long enough, that thermal feedback from SNe and winds bedomertant. [Hopkins et al., 2014] conclude that
feedback is both necessary and sufficient to regulate staration, but only when all their feedback mechanisms
act in concert. The results of these simulations are anestieig contrast to those df [Ostriker and Shetty, 2011]
and [Kim et al., 20111], who discusgertical stability maintained by an equilibrium between gravity atyhamical
pressure acting perpendicular to the disc plane.

[RoSkar et al., 2014] study disc galaxy formation RmMSES and examine the importance of pre—supernova
radiative feedback as well as supernovae. They vary theopasity so that the gas absorbs larger and larger quantities
of momentum form the stellar radiation field. They find thatiation feedback is able to avert the overproduction
of stars by expelling gas from their model halo. Howeverytakso find that this result cannot be achieved without
severely disrupting the morphology and dynamics of the.disc

5.6.3 Dwarf galaxies

Spiral galaxies have received a lot of attention from maas]l not least because we live inside one. However,
dwarf galaxies are the building blocks of larger systems tlae most dark—matter dominated objects known, and are
enigmatic in the sense that cosmological simulations prednany more of them than are actually observed. They
are thus a rich field of study, and their smaller masses makesftect of feedback upon them more dramatic.

Many authors have addressed the self—regulation of starafbon in dwarf galaxies which can, under the influence
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of feedback, operate in the the so—called breathing modmé[® et al., 2007]), where gas is expelled into the halo
but eventually reaccretes to form a new generation of stengh restart the cycle. This is described in detail by
[Kawata et al., 2014], who perform SPH simulations inclydétellar winds and SNe, with radiative cooling disabled
for the duration of feedback. Star formation in the feedbsiokulation becomes intermittent, and large fractions of
the galaxy volume are cleared of gas. The expanding bubbilesndby the earliest—forming stars collide with gas
still accreting onto the galaxy and a second round of stanétion is induced. Feedback from the second generation
of stars increases the bubble size further, temporaritgiteating star formation. However, the bubbles are not able t
expel gas entirely from the galaxy’s halo and it eventuadlyacretes for yet another round of star formation.

[Kim et al., 2013a] model dwarfs using tlE&izo code, injecting matter and energy from SNe with a charastteri
time delay of 6Myr, and including transport of ionising ratibn using the methods df [Wise and Abel, 2011] and
[Kim et al., 2011], with star particles given ionising fluxpsoportional to their masses during the 6Myr interval
before the SNe. Both heating and momentum from the radiéitohare included. They observe that star formation
becomes self-regulating after a transient period of or@btyt, and that the addition of radiative feedback slows the
star formation rate by roughly one fifth compared to modalsliving only SNe.

Some dwarf galaxy simulations reveal interesting pamailéth simulations conducted at much smaller molecular
cloud scales.|[Pawlik et al., 20[13] use theAPHIC code to investigate the formation of the first galaxies urider
influence of radiative feedback from the first stars. The pryncoolant in the metal-free gas is rovibrationally
excited molecular hydrogen, which is destroyed by LymanrAdle band photons, so that stars deprive forming
galaxies of their ability to cool. Secondly, hydrogen—&ing photons heat the gas, driving it out of haloes with
virial temperatures lower thar0*K, and slowing accretion onto lower—-mass objects. HoweMestoionisation also
produces free electrons, catalysing molecular hydrogemdtion and increasing the ability of the gas to cool. They
find, as in smaller—scale simulations, that the effects dfatéoon are constrained by inhomogenous gas structures,
in this case filamentary accretion flows feeding baryons th&r simulated forming dwarf galaxy. The similarity
between this and the process observed by [Dale et al.] 26G&fiking. The reduction in accretion is sufficient to
terminate star formation, eventually enabling the gas tl emd to undergo another burst of star formation, by
which time the halo is too massive to lose any further baryhresto feedback, and the second starburst lasts longer.
The virial temperature of the halo becomes high enough tbleretomic hydrogen cooling and the galaxy forms
stars continuously, although more slowly than in the cagh wo radiative feedback, anf it is the photoionisation
heating and not the Lyman—Werner photodissociation th&esthe difference. As the simulation proceeds, the gas
baryon density in the halo rises and the expansion of theddjibn is retarded by the high recombination rates (as in
[Dale et al., 2005] and [Peters et al., 2010]), at which pdietsimulation effectively ceases to respond to feedback.
Radiative feedback also effects, via gas expulsion andtritalition, thedark matterdistribution, decreasing the
central density. The structure of the baryonic discs isdgrginchanged, although photoheating suppresses star
formation in neighbouring haloes as well.

Other authors model situations in which star formation israll slowed or outright terminated by feedback.
[Wise et al., 2012], who consider radiation pressure frompyation 11l and Il star formation, implemented using the
scheme of[[Wise and Abel, 2011]. They focus on the evolutioth® most massive halo in their simulation, finding
that radiation pressure reduces the overcooling problethreduces star formation by a factor=sf5. Thermal and
momentum transfer from the stellar radiation field create B00pc expanding turbulent region centred on the main
concentration of stars.

In many of these modelsxternalfeedback is at least as important if not more so than intepnatesses.
[Whalen et al., 2008] examine the external irradiation ofiifmiloes by massive primordial stars. Their results show
interesting parallels with the much smaller—scale, preskay calculations of, for examplé, [Bisbas et al., 2011].
They show that radiative feedback accelerates star foomatirelative dense and evolved haloes, but terminates it in
more diffuse structures.

[Petkova and Springel, 20[L1] used their optically—thinialsle Eddington tensor radiation transport scheme to
examine the feasibility of cosmic reionisation by staraforg galaxies, and the consequences on the global star
formation rate. Photo—heating of the intergalactic medsigmificantly slows the accumulation of baryons in dark
matter haloes, particularly for the lower—mass haloes stowis star formation by a factor approaching two. Although
they are mainly interested in the effects of supernovaey@&aet al., 2010] find that background UV radiation is
of crucial importance in their simulations. The combinedchranisms are sufficient to empty dwarf haloes of gas
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and terminate star formation by z=€. [Simpson et al., 20&8thed similar conclusions usiggizo. Their halo’s
guantity of dense star—forming material is largely regedaiy SN feedback, but the total gas fraction is largely set by
photoheating, and once it is cleared of gas, it cannot retecr

Reionisation and photoheating is also examined [by [Pawl#.e2015], who point out that reionisation is
self-regulating. Photoheating boils gas out of low—madedsaand shuts down accretion, lowering the ionising
emissivities of galaxies. However, a positive feedback|so axerted, since the heating smooths out density
inhomogenieties and reduces the recombination rate in@. ISN feedback also affects reionisation, since it
clears out gas from low—mass haloes, shutting down stardtom although it also potentially locallyiggers star
formation and opens low—density escape routes for photwhigh may enhance reionisation. Star formation is
suppressed by almost an order of magnitude by feedback betwe- 14 andz = 6, with SNe being much more
significant than photoheating, although the two mechan@ngplement each other, suppressing star formation more
when acting together than alone. SNe suppress star formewienly across most of the range of galactic masses,
whereas photoheating suppresses star formation only ilotie mass haloes. In both cases, suppression occurs by
destruction of dense gas and by reducing accretion.

The internal structures of dwarf galaxies are also semsitifeedback. The core—cusp problem in dwarf galaxies
is discussed by [Teyssier et al., 2013]. While pure N—bodgemmpredict that dark—matter haloes have central cusps,
observations suggest that they instead have constantygleasts. Of many possible solutions, the least outlandish i
the modification of the baryon distribution and hence theédamatter distribution by feedback. They examine this
guestion with theRAMSES AMR code. The effect of feedback is to produce a thick, tuehtigas disc supporting
outflows and emptying the central regions of baryons. Thefatenation rate is lowered, on average, by an order of
magnitude and is much more staccato in nature. Gas coolo#lagge, starting a burst of star formation which expels
gas from the disc, shutting star formation down. Howeves, fgls back onto the disc and triggers another round of
star formation, and the cycle repeats. The effect of gas vahiorm the central regions is indeed to transform the
dark—matter distribution there from a cusp to a core a&tér5Gyr.

6 Summary and outlook

The last decade has seen the development of a tremendoety \arsophisticated algorithms to model the various
kinds of stellar feedback, and a corresponding wealth ofikittons employing these algorithms to answer a wide
variety of questions over a huge range of scales. We haveddan enormous amount from these simulations.

Feedback regulates or helps to regulate the rate at whiclisgasnverted to stars at every stage of the star
formation process. The background cosmic ionising raafidield controls the accumulation of baryons in primordial
haloes, and supernova and radiation pressure feedbaclgable of emptying haloes of gas and terminating star
formation inside them (e.d. [Sawala et al., 2010]). Mostekitions agree that the cycling of baryonic matter between
the hot and cold phases of the ISM and the formation of GMCsfisenced — if not controlled by — feedback.
Other mechanisms, such as gravitational torques, are aéedavolved and the relative contributions of the various
processes is still a matter of debate. It seems to be inaglgsilear that, whether they are dominant energetically or
not, SNe are not the oniynportantform of feedback and other mechanisms, particularly rashgtressure, cannot
be ignored. This is particularly true in simulations of dfvgalaxies, whose lower escape velocities make them
vulnerable to radiative feedback (e.g. [Sawala et al., RQPawlik et al., 2015]).

However, the majority of galactic—scale simulations ai rsdt able to resolve these processes. Some authors
have parameterised the strength and form of feedback anedvtlve parameters until acceptable fits to some
observable metric(s) are obtained (e.g. [Schaye et al5]201A more satisfying approach, taken for example by
[Hopkins et al., 2014], is to try to devise physically—mati¥d subgrid models, but even these must rely on some
physics, such as the leakage of ionising photons, whichatdreresolved in the simulations themselves.

Simulations at GMC scales have the advantage that they haeh better length and mass resolution and have
shown that all forms of feedback play some role in regulattiregrate and efficiency of star formation in these objects,
from radiation pressure on accretion flows at sub—AU scalesinds, HIl regions and supernovae up~0100pc
scales. However, most simulations still overproduce statsnone are yet capable of terminating star formation and
reaching ‘completion’.

45



These models are capable of realistically reproducing #mnggtrical structure of clouds and therefore also
guantities which depend on this, again such as photon leakag be much more accurately measured. So far, almost
no effort has been made to connect simulations performdukattsmaller scales to galactic—column, galactic—disc
or cosmological calculations. The GMC-scale models arsegmty an untapped resource which could supply
more accurate parameterisations of many quantities ofrueeilarger—scale simulations. However, simulations by
[Dale et al., 2014] suggest that the permeability of clou@gliotons, momentum, energy and polluted ejecta, is a
cloud-dependent property, making its parameterisatiormidficult.

In addition, none of the GMC-scale simulations yet inclaldeedback modes. It is often said that HIl regions
are likely to be the most important feedback mechanism on Giddles, at least until the detonation of the first
supernova. While this is probably true, it does not meandttsr types of feedback can be ignored. Some molecular
clouds, such as Ophiuchus, are too small to form any OB statrsaee of necessity dominated by accretion feedback.
Such clouds are the most common by number and, in galaxidsasu®133, which has a very steep GMC mass
function, they also dominate the molecular mass. [Offned.eR009] makes the point that even in clouds that are
massive enough to manufacture O-stars, accretion ish&illdminant modbeforethese massive stars are born (and
may continue to be even afterwards in places which are gddidm ionising photons). Accretion feedback therefore
does help determine the environments in which the massave &irm, particularly cloud properties such as the star
formation efficiency at that epoch. This can also be said wgfard to magnetic fields.

Two problems which are therefore of crucial importance ategnining how all the different feedback types
interact with one another in clouds with various differempgerties (density, escape velocity, geometry, etc.), and
how magnetic fields contribute to this picture. It is cleanfrwork already done that different feedback mechanisms
are not necessarily additive (e.g. [Myers et al., 2014]}J #rat the likely most important mechanism — Hll regions
— can be strongly affected by magnetic fields (¢.g [GendeieMaumholz, 2012]). In addition, the work of
[Hennebelle and Iffrig, 2014] shows that the effects of SMdigack on the largest scales is likely to be strongly
dependent on the details of the environment in which the wastars explode, which sets the relative quantities of
thermal and kinetic energy deposited. Teasing out all tirgseactions requires a great deal of painstaking work,
particularly if we wish to explain, as opposed to simply khrce, the evolution of molecular clouds.

They are some important disagreements between models ¢bdtto be resolved. Those that have emerged
between flux—limited diffusion and variable Eddington mnsadiation transport methods are of particular concern.
However, the question of why some galactic disc simulatieggiire feedback to produce realistic galaxy properties
whilst some can achieve them without feedback (g.g [WadaNamthan, 200[7]) is also curious and needs to be
explored, as is the differing opinions of, for examp|e, [@adt al., 2013] and [Dale et al., 2014] on how efficiently
ionisation is able to disperse intermediate—mass GMCs. leAthuch progress has been made, and the pace is
accelerating, many of the details of the effects of feedmacktar formation, the ISM and galactic structure are still
murky.
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