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ABSTRACT
Measuring molecular gas mass is vital for understanding the evolution of galaxies at high
redshifts (z � 1). Most measurements rely on CO as a tracer, but dependencies on metallicity,
dynamics, and surface density lead to systematic uncertainties in high-z galaxies, where
these physical properties are difficult to observe, and where the physical environments can
differ systematically from those at z = 0. Dust continuum emission provides a potential
alternative assuming a known dust/gas ratio, but this must be calibrated on a direct gas
tracer at z � 1. In this paper, we consider the [CI] 492-GHz emission line, which has been
shown to trace molecular gas closely throughout Galactic clouds and has the advantages of
being optically thin in typical conditions (unlike CO), and being observable at accessible
frequencies at high redshifts (in contrast to the low-excitation lines of CO). We use the
Atacama Large Millimetre/submillimetre Array to measure [CI], CO(4–3), and dust emission
in a representative sample of star-forming galaxies at z = 1, and combine these data with
multiwavelength spectral energy distributions to study relationships between dust and gas
components of galaxies. We uncover a strong [CI]–dust correlation, suggesting that both trace
similar phases of the gas. By incorporating other samples from the literature, we show that
this correlation persists over a wide range of luminosities and redshifts up to z ∼ 4. Finally,
we explore the implications of our results as an independent test of literature calibrations for
dust as a tracer of gas mass, and for predicting the CI abundance.

Key words: galaxies: evolution – galaxies: ISM – submillimetre: galaxies.

1 IN T RO D U C T I O N

Research in galaxy evolution at high redshifts (z ≥ 1) is concerned
with understanding how the stellar mass present in galaxies today
was built up over the history of the Universe. Thanks to a wealth of
photometric data in the rest-frame ultraviolet (UV), optical, near-
infrared (NIR), and far-infrared (FIR), we have built up an impres-
sive level of understanding of galaxy demographics, stellar masses,
and star formation rates (SFRs) throughout a large fraction of cos-
mic history (Madau & Dickinson 2014). We know, for example, that
galaxies at high-z had much higher SFRs than today (by a factor
�10), and as a result, most of the stellar mass was assembled at z >

1, residing for the most part in massive galaxies (log M∗/M� � 10).
In contrast, the SFR density of the Universe has declined rapidly in
the last 8–10 Gyr, and today’s star-forming galaxies are typically
less active, less massive, and less obscured by dust. Yet these results
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tell us nothing about the supply of cold gas necessary to fuel star
formation, for which we still lack sufficiently strict observational
constraints to validate theoretical models (e.g. Genel et al. 2014;
Lagos et al. 2015)

Recent studies are beginning to reveal a consensus picture in
which the high-redshift Universe was much richer in cold gas than
the present day (e.g. Decarli et al. 2016), and in which star for-
mation efficiency (SFE = SFR/MH2 , i.e. the inverse of gas de-
pletion time) increases with lookback time and with specific SFR
(SSFR = SFR/M∗; Combes et al. 2013; Genzel et al. 2015; Tacconi
et al. 2018). Not only did galaxies have much more fuel for star
formation in the past, but it appears that they may also have been
able to process that fuel more efficiently into stellar mass. However,
interpretation of these results is significantly hampered by system-
atic uncertainties in the calibration of molecular gas mass (MH2 ).
The most widely used tracers of molecular gas are the CO rotational
transitions. The low-J transitions have low-excitation temperatures
and critical densities, hence are easily excited throughout the molec-
ular phase in galaxies (Carilli & Walter 2013). However, systematic
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variations are introduced by the dependence of CO abundance on gas
metallicity (Leroy et al. 2011; Narayanan, Bothwell & Davé 2012).
Another problem is that the CO emission lines are optically thick, so
the line luminosity is not directly related to the mass of emitting ma-
terial, but is chiefly dependent on the line width. A constant conver-
sion factor αCO = MH2/L

′
CO(1−0) ≈ 4 M� (K km s−1 pc2)−1 can be

assumed in kinematically well-ordered disc galaxies like the Milky
Way, on the basis that individual giant molecular clouds (GMCs) are
offset from each other in velocity and have approximately uniform
surface density, so that the total line width is proportional to the
number of clouds and hence to their total mass (Bolatto, Wolfire &
Leroy 2013). This value for disc galaxies still has a factor ∼2 scatter,
and the assumption breaks down in systems with a higher gas filling
factor such as starburst nuclei in the local Universe. In such systems,
line luminosity depends on total dynamical mass and on gas pres-
sure, and a lower conversion factor αCO ∼ 0.8 M� (K km s−1 pc2)−1

has been determined (Downes & Solomon 1998).
These dependencies on the metallicity, dynamics, and surface

density of gas become even more problematic at high redshifts
where such properties are likely to differ from galaxies in the local
Universe, and require detailed spectroscopic observations to mea-
sure directly. An additional complication is that, while a library of
several hundred CO measurements has now been assembled (Car-
illi & Walter 2013; Sargent et al. 2014; Tacconi et al. 2018), most
of those at z ≥ 1 are from CO(3–2), which has a relatively high-
excitation temperature and critical density, introducing further vari-
ability in the conversion to total gas mass. Such systematic uncer-
tainties obfuscate the true relationship between molecular gas and
star formation as seen in observations, especially across the wide
range of physical conditions spanning star-forming disc galaxies
and luminous starbursts (Narayanan et al. 2011).

An idea that is becomingly increasingly popular is the utility
of dust continuum emission in the submillimetre (submm) as a
tracer of total gas mass (Hughes, Dunlop & Rawlings 1997; Eales
et al. 2012; Scoville et al. 2016a). This has the considerable advan-
tage that measurements exist for large samples across a very wide
range of redshifts, thanks to the negative k-correction (Blain et al.
2002) combined with the availability of sensitive, wide-area submm
sky mapping from the Herschel/Spectral and Photometric Imaging
Receiver (SPIRE; Griffin et al. 2010) and James Clerk Maxwell
Telescope (JCMT)/Sub-millimetre Common User Bolometer Ar-
ray 2 (SCUBA-2; Holland et al. 2013) bolometer array cameras.
Notwithstanding the difficulties presented by low-resolution submm
imaging with these single-dish facilities, dust emission represents
a promising avenue for gas calibrations in large samples, since the
uncertainties surrounding the variation in the dust/gas ratio (chiefly
as a function of metallicity) are smaller than the uncertainties sur-
rounding the CO/H2 conversion (Eales et al. 2012). However, this
method depends upon accurate calibration of the dust/gas ratio and
its dependencies in representative samples of star-forming galaxies,
using a direct tracer that is not prone to large systematic uncertain-
ties. In particular, while it has been shown that the dust continuum is
strongly correlated with the CO luminosity with remarkably small
scatter over a wide range of luminosities and SSFRs (Scoville et al.
2016a), we also know that the CO/H2 ratio is elevated in galaxies
with high SSFR (e.g. Genzel et al. 2015). It is likely, therefore,
that variations in the CO/H2 ratio are mirrored by variations in the
dust/gas ratio, both being dependent on metallicity, so that an un-
broken CO/dust correlation may exist in spite of non-linearities in
both tracers.

It is imperative, therefore, to develop and validate independent
tracers of cold gas to validate the current observational framework

based on CO and dust. An alternative tracer that is less well studied
is atomic carbon. The 492-GHz [CI](3P1–3P0) transition has simi-
lar excitation conditions to CO(1–0), hence traces similar physical
environments, but several important factors give it distinct advan-
tages as a tracer of H2. First, this transition is typically optically
thin, and has weakly varying excitation (Gerin & Phillips 2000;
Papadopoulos, Thi & Viti 2004; Popping et al. 2014; Jiao et al.
2017). As a result, its luminosity is more directly correlated with
the mass of emitting material than the CO lines are, without re-
course to strong assumptions about dynamics. Secondly, theoretical
predictions from photodissociation region (PDR) modelling suggest
that the [CI]/H2 ratio is robust over a wider range of metallicities
and gas densities than CO(1–0) (Papadopoulos et al. 2004; Geach &
Papadopoulos 2012).1

Historically, [CI] has been largely overlooked in comparison to
CO. This is partly due to observational limitations (the opacity of
the atmosphere at the rest-frame frequency, and the lack of sensitive
receivers) preventing investigation of [CI] in Galactic environments.
The lack of observational evidence was compounded by theoretical
indications that atomic carbon exists only in a narrow transition
layer in the PDR surrounding a GMC. Within the GMC, carbon
is locked up in CO, and is shielded from the interstellar radiation
field (ISRF), but in the narrow transition layer the ISRF is strong
enough to dissociate CO but not strong enough to ionize carbon.
This picture was challenged by observations of the Orion clouds
and Galactic centre by Ikeda et al. (2002) and Ojha et al. (2001),
which revealed [CI] emission throughout the molecular clouds. Pa-
padopoulos et al. (2004) showed that by including turbulence on
short dynamical time-scales in PDR models, the clouds are not gen-
erally in equilibrium and the CI layer penetrates deep within, such
that [CI] emission traces the full H2 mass of the cloud (see also
Tomassetti et al. 2014; Glover et al. 2015).

The frequency of [CI] makes it more accessible at high redshifts
than the low-excitation lines of CO, yet observations at z > 1 have
so far been limited to small samples of luminous submm galax-
ies (SMGs) and quasars. For example, Walter et al. (2011) and
Alaghband-Zadeh et al. (2013) found [CI]-derived H2 masses con-
sistent with CO results, although Bothwell et al. (2017) reported
some tensions. Similarly, at low redshifts, there is no strong con-
sensus as to whether [CI] is a better H2 tracer than CO in local
ultraluminous IR galaxies (ULIRGs; Israel, Rosenberg & van der
Werf 2015; Jiao et al. 2017; Lu et al. 2017). More importantly, how-
ever, neither local ULIRGs nor the luminous SMGs studied at high
redshifts are representative of the general galaxy population, and
they tell us nothing about the cold-gas content of typical galaxies
or of the Universe as a whole. We need to build up a library of [CI]
measurements in the typical galaxies that dominate the star-forming
budget of the Universe, that is massive (log M∗/M� > 10) galaxies
at z > 1 undergoing sustained high-SFR activity. The conditions of
star formation in these galaxies are distinct from disc galaxies at
z = 0 (which have relatively low gas densities and low SSFR and
SFE) and from merger-driven starbursts (which have very high gas
densities and high SSFR in a compact, dense, gas-filled nucleus).

1The abundances of both C and CO depend on metallicity, but modelling
shows that in low-metallicity environments CO is dissociated by far-UV
radiation and by cosmic rays (e.g. Papadopoulos et al. 2004; Bisbas et al.
2017); and also that CO is a very poor tracer of young molecular clouds
before the onset of star formation (Glover & Clark 2016). These theoretical
studies conclude that [CI] is the preferred tracer in low-metallicity envi-
ronments, which is supported by observations (and references therein Hunt
et al. 2017).
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Dust and [CI] at z = 1 3137

Table 1. Identifiers and physical properties of galaxies in the sample. Stellar masses (M∗) and UV luminosities LUV ≡ νLν (λ = 1600Å) are from
3DHST (see Section 2.2). The remaining columns list the parameters derived from our IR SED fitting (Section 2.3): integrated LIR (8–1000μm);
SFR = SFRUV + SFRIR(≈SFRIR); dust mass Md; temperature Td; optically thick limit λ0; and mid-IR power-law index α. Values (and 1σ errors) for
the SED parameters Td, λ0, α are directly estimated from the median (and 16th and 84th percentiles) of the posterior distribution, and are marginalized over all
parameters. The integrated LIR (and 1σ errors) are estimated from the median (and 16th and 84th percentiles) of all SEDs sampled by the posterior distribution
of parameters. The dust masses are similarly estimated from the values of these SEDs at 850μm, converted to dust mass using κ850 = 0.077 m2 kg−1.

ID CIDa RA Dec. zb M∗ LUV LIR SFR Md Td λ0 α

J2000 J2000 1010M� 1010L� 1010L� M� yr−1 107M� K μm

1 U.32979 02:17:17.50 −5:10:03.39 1.032 13.5 0.91 86+85
−44 131+127

−66 66+48
−29 27.2+8.9

−8.7 35+246
−29 1.7+0.6

−0.5

2 C.19048 10:00:13.58 +2:22:25.47 1.078 2.4 0.42 73+6
−5 110+8

−8 232+22
−27 18.1+1.3

−0.7 37+54
−30 1.4+0.1

−0.0

3 U.30192 02:17:22.30 −5:10:38.53 1.092 17.4 0.03 111+35
−32 166+53

−47 34+7
−7 28.7+3.1

−2.9 13+32
−9 2.0+0.2

−0.3

4 C.16172 10:00:24.84 +2:20:46.09 1.033 4.1 1.70 61+6
−6 95+9

−9 20+3
−3 27.8+1.7

−1.5 26+33
−20 1.7+0.1

−0.1

5 C.14475 10:00:37.87 +2:19:45.37 0.907 8.3 0.31 28+4
−4 43+6

−5 13+3
−3 26.8+3.9

−2.0 35+86
−30 1.6+0.1

−0.1

6 C.15161 10:00:22.71 +2:20:10.86 0.931 7.4 0.08 46+5
−5 69+7

−7 20+4
−3 26.7+2.3

−1.4 16+56
−12 1.7+0.1

−0.1

7 C.15066 10:00:36.44 +2:20:04.60 1.220 21.4 0.28 52+10
−10 78+15

−15 15+3
−3 29.2+3.5

−2.2 28+65
−24 1.9+0.1

−0.2

8 C.14371 10:00:25.78 +2:19:45.12 0.928 4.8 0.42 28+3
−3 42+5

−5 18+4
−4 25.9+4.3

−3.0 77+83
−65 1.5+0.1

−0.1

9 C.14796 10:00:32.74 +2:20:01.03 1.125 3.8 1.75 28+3
−3 45+5

−5 16+2
−2 26.0+2.9

−1.6 32+73
−27 1.8+0.1

−0.1

10 C.15236 10:00:18.11 +2:20:10.53 0.841 6.2 0.08 7+2
−2 10+3

−3 42+31
−25 20.0+10.2

−5.6 198+406
−179 1.4+0.2

−0.2

Notes. aCatalogue ID in 3DHST (Skelton et al. 2014), prefixed with ‘C’ for the COSMOS field and ‘U’ for the UDS field; bmaximum-likelihood grism redshift
zmax,grism.

Most high-z star-forming galaxies are characterized by a common
relationship between stellar mass and SFR (the star-forming ‘main
sequence’; Speagle et al. 2014; Schreiber et al. 2015) indicating
that high SFRs are regulated over long time-scales, driven by secu-
lar processes within galaxies.

The aim of the current work is to conduct a pilot study of the
relationship between [CI] and dust continuum emission in a small
sample of star-forming galaxies at z = 1. We have selected a sam-
ple that is representative of typical galaxies on and around the main
sequence at a redshift where [CI] is readily observable, and in an
epoch when many massive galaxies were still actively forming stars.
We have obtained observations of [CI] and dust continuum from the
Atacama Large Millimetre/submillimetre Array (ALMA). In this
paper, we study the [CI]/dust correlation to determine whether the
two tracers are sensitive to the same gas phase, and we look for vari-
ations to identify limitations of either tracer that may result from
variability in the dust/gas ratio or the properties of [CI] emission.
We describe our sample and existing data in Section 2, present the
ALMA data in Section 3, and discuss correlations in the results in
Section 4. In Section 5, we compare alternative calibrations of the
molecular gas mass, presenting our final conclusions in Section 6.
Throughout this paper, we adopt a flat �cold dark matter cosmology
with 	M = 0.3 and h = H0/100 km s−1 Mpc−1 = 0.7. All magni-
tudes are in the AB system (Oke 1974; Oke & Gunn 1983) and we
assume the Kroupa & Weidner (2003) initial mass function (IMF)
throughout, unless otherwise stated.

2 TH E SA MPLE

2.1 Selection

In order to identify star-forming galaxies at z = 1 with good mea-
surements of the dust spectral energy distribution (SED), we se-
lected sources detected by SCUBA-2 at 450μm. While traditional
surveys of SMGs selected at wavelengths λ ≥ 850μm tend to
favour starbursts with exceptionally high SSFRs (which dominate
the very bright end of the luminosity function and source counts),
the much smaller beam size of JCMT/SCUBA-2 at 450μm [7.5

arcsec FWHM (full width at half-maximum) compared with 14
arcsec at 850μm] means that the confusion limit is substantially
lower and galaxies of much lower luminosities can be individu-
ally detected across a wide range of redshifts. In particular, typical
star-forming galaxies of stellar mass M∗ � 1010M� are detected at
450μm at redshifts up to z ≈ 4 (Roseboom et al. 2013; Bourne
et al. 2017). We selected our sample from the catalogue of prior-
based submm photometry for stellar-mass-selected galaxies that we
used for the analysis in Bourne et al. (2017). This data set bene-
fits from deblended flux measurements with uncertainties that take
into account full covariances between blended sources, using the
T-PHOT deconfusion code (Merlin et al. 2015, 2016). It takes ad-
vantage of some of the deepest fields surveyed at 450μm from the
SCUBA-2 Cosmology Legacy Survey (S2CLS; Geach et al. 2017),
as well as deep Hubble Space Telescope (HST) imaging from Cos-
mic Assembly Near-infrared Deep Extragalactic Legacy Survey
(CANDELS; Koekemoer et al. 2011), extensive multiwavelength
photometry (Skelton et al. 2014) and grism redshifts for a large
subset of galaxies from 3DHST (Momcheva et al. 2016).

We selected galaxies detected at 450μm (deblended S450 >

4.2 mJy, S/N >3) from the UDS-CANDELS and COSMOS-
CANDELS fields of S2CLS. We selected 10 galaxies with grism
redshifts in the range 0.84 < z < 1.29, so that [CI] falls within
ALMA Band 6 (see Table 1). The sample encompasses a repre-
sentative variety of star-forming galaxies from across the stellar
mass/SFR plane, as shown in Fig. 1 (top panel). The population
of star-forming galaxies at all redshifts is dominated by the main
sequence, a roughly linear relation between stellar mass and SFR
with relatively small dispersion of about 0.2 dex (Speagle et al.
2014). Galaxies in our sample are distributed on and above the
main sequence, hence can be considered representative of the types
of galaxies responsible for most of the stellar mass growth through-
out the history of the Universe.

It might be expected that a 450-μm-selected sample should be
somewhat biased in terms of dust obscuration. However, as we show
in Fig. 1 (bottom panel), all but three of the galaxies have an IR/UV
excess (IRX) consistent with the average star-forming galaxies of
the same stellar mass from McLure et al. (2018). The reference
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Figure 1. Global properties of galaxies in the sample: the relationship
between stellar mass and SFR (top panel); and IRX (bottom panel). Stellar
masses and UV luminosities are from 3DHST (Skelton et al. 2014). SFRs are
derived from UV plus IR luminosities as described in Section 2.2. Galaxies
are numbered according to the IDs in Table 1. In the top panel, the thick
grey line indicates the star-forming main sequence at the mean redshift of
our sample (z̄ = 1.02) from Speagle et al. (2014), with the shaded bands
representing the scatter of ±1σ and ±2σ (σ = 0.2 dex). In the bottom panel,
the cyan band indicates the mean ±1σ scatter in the IRX–M∗ relation of
z ∼ 2.5 mass-selected star-forming galaxies derived by McLure et al. (2018).
Although our sample is at z = 1, we do not expect significant evolution in
IRX at fixed mass between these epochs (e.g. Bourne et al. 2017).

IRX–M∗ relation from McLure et al. (2018) was determined by
stacking ALMA continuum emission from stellar-mass-selected
galaxies at 2 < z < 3, and although the current sample is at z = 1,
observational studies agree that the relation does not evolve sig-
nificantly between these epochs (Heinis et al. 2014; Pannella et al.
2015; Bourne et al. 2017; Fudamoto et al. 2017).

It is also relevant to consider the gas-phase metallicities of galax-
ies in our sample, since the carbon abundance is expected to scale
with metallicity (Papadopoulos et al. 2004; Glover & Clark 2016).
The metallicities in our sample are unknown, but we can adopt the
widely used Mannucci et al. (2010) relation to predict metallicity
as a function of M∗ and SFR, taking Fig. 1 as evidence that we do
not expect most of these galaxies to be exceptionally dusty (hence
metal-rich) for their stellar mass and SFR. Using the data in Ta-

ble 1, we predict moderate values of oxygen abundance 8.6 < 12 +
log O/H < 9.0, i.e. within a factor 2 of solar abundance, indicating
that we should expect [CI] to trace H2 in a similar way in this sample
as in the Milky Way.

Optical HST images of the galaxies in our sample are shown in
Fig. 2. Most have disc-like morphology, and some of these have
large clumps (IDs 4, 8, and 9). The sample also includes one very
compact object with high SSFR >3σ above the main sequence
(ID 2), and two that are potentially interacting with neighbouring
galaxies at similar redshifts (IDs 1 and 7), although neither of these
has significantly elevated SSFR in relation to the main sequence.
We discuss the nature of the individual galaxies in more detail in
Section 3. Before describing the ALMA observations in Section 3,
we will provide details of the archival observations and derived
physical properties of our sample in the following subsections.

2.2 Multiwavelength data and derived properties

The sample is based upon the 3DHST galaxy catalogue described
by Skelton et al. (2014). This means that all galaxies benefit from
extensive photometry in the u–8-μm bands from surveys including
CFHTLS, Subaru, CANDELS, NMBS, WIRDS, UKIDSS-UDS,
UltraVISTA, SEDS, S-COSMOS and SpUDS. The grism redshifts
are based on observations with the Wide Field Camera 3 (WFC3)
G141 grism as described by Momcheva et al. (2016). Redshifts
were determined by fitting the 2D spectra and multiband photome-
try simultaneously, with templates modified from EAZY (Brammer,
van Dokkum & Coppi 2008) and additional emission-line templates
from Dobos et al. (2012). We also use the stellar mass estimates pro-
vided in the 3DHST catalogue, as described by Skelton et al. (2014).
These were derived by SED fitting with FAST (Kriek et al. 2009),
assuming Bruzual & Charlot (2003) SPS models with a Chabrier
(2003) IMF; solar metallicity; exponentially declining star forma-
tion histories with a minimum e-folding time of 107 yr; minimum
age of 40 Myr; 0 < AV < 4, and a Calzetti et al. (2000) dust atten-
uation law. We have made no correction for the difference between
Chabrier (2003) and Kroupa & Weidner (2003) IMFs, since they are
essentially identical for our purposes (Chomiuk & Povich 2011).

We determine SFRs as in Bourne et al. (2017), from the sum of
the SFR derived from the raw UV luminosity (without extinction
correction) and that derived from the total IR luminosity, represent-
ing unobscured and obscured star formation, respectively. We use
the 3DHST measurements of LUV ≡ νLν(λ = 1600Å) (i.e. FUV
band), which were estimated from the rest-frame SED fits from
EAZY (Skelton et al. 2014). The UV SFR is calibrated following
Kennicutt & Evans (2012):

SFRUV/M�yr−1 = 1.70 × 10−10 LUV/L� (1)

(Hao et al. 2011; Murphy et al. 2011). The IR SFR is calibrated
from the integrated 8–1000-μm luminosity (LIR) obtained from
SED fitting (described in Section 2.3). Following Kennicutt & Evans
(2012) again,

SFRIR/M�yr−1 = 1.49 × 10−10 LIR/L� (2)

(Murphy et al. 2011). The SFRs for these galaxies are almost
completely dominated by the obscured SFRIR, since they all have
LIR/LUV > 10.

2.3 Far-infrared spectral energy distributions

We measured the FIR SEDs using the following photometry:
Spitzer/MIPS 24μm from S-COSMOS (Sanders et al. 2007) or
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SpUDS (PI: Dunlop); Herschel/Photodetector Array Camera and
Spectrometer (PACS) 100 and 160μm from the PACS Evolution-
ary Probe (PEP; Lutz et al. 2011); Herschel/SPIRE 250μm from
the Herschel Multi-tiered Extragalactic Survey (HerMES; Oliver
et al. 2012), and JCMT/SCUBA-2 450 and 850μm from S2CLS.
The 24-μm flux measurements were taken from the 3DHST cat-
alogue and were measured using prior-based deblending with an
HST/WFC3 detection image as described by Whitaker et al. (2014).
Due to the coarse angular resolution of Herschel and SCUBA-2,
the FIR/submm images consist of a highly confused distribution of
point sources, and so we use the methods developed in Bourne et al.
(2017) to measure deblended photometry with T-PHOT (Merlin et al.
2015, 2016).

The methodology used here is very similar to that described in
Bourne et al. (2017), and we refer the reader to that publication for
full details. The only modification we made was to refine the list
of prior positions around each target in this sample, to ensure that
the T-PHOT modelling provides unbiased and precise photometry in
each waveband. Fig. 3 shows image cutouts in the K band and the six
FIR/submm bands, highlighting the target and nearby prior positions
used as inputs to T-PHOT. We found that the optimal approach was
to use the following source lists as positional priors:

(i) All galaxies with the photometry flag USE, and with either
UDS K, UltraVISTA Ks or Spitzer/IRAC [3.6] magnitude <24, and
log (M∗/M�) > 9 in the 3DHST catalogue

(ii) For 100 and 160μm, we additionally required a prior-based
measurement of S24>10μJy

(iii) For 250μm, we additionally required either S24>10μJy or
log (M∗/M�) > 10

These criteria ensure that the prior lists are sufficient to describe all
significant sources of emission in the FIR/submm images (so that all
sources of blending are accounted for), without being so crowded
that the deblended flux measurements have very large covariances
and therefore low signal-to-noise ratio (S/N). In particular, note that
a 24-μm flux of 10μJy is only just above the 1σ level in the prior-
based catalogue, so this is a very weak condition, but it allows us to
exclude from the priors any sources which are certain not to be bright
at 24μm, and are therefore certain not to be bright in the (much
shallower) PACS images. At 250μm, we allow for the possibility
that high-z massive galaxies might be bright at 250μm but not at
24μm, since at z � 3 the 24-μm band does not trace emission
from dust. In the SCUBA-2 bands, the original prior selection (i) is
sufficient to achieve deblended measurements with good S/N.

We made further adjustments to the prior lists for two sources,
IDs 1 and 5, as follows. In the field of ID 5, we excluded the nearby
source with catalogue ID (CID) 14710, which is 4 arcsec to the
East and has log (M∗/M�) = 9.9, but is undetected at 24μm and
in our ALMA continuum image. This source does not appear to
be significant in any of the FIR images, but if we include it in the
priors then the T-PHOT estimates for 250 and 850-μm fluxes for
ID 5 are biased towards unreasonably high values (this is because
14 710 happens to fall on a negative noise peak in these images,
so is fitted with a negative flux, and ID 5 is biased towards a high
flux to compensate for blending). Occasionally, in individual cases
like these, the assumption made in T-PHOT of a flat prior on relative
fluxes is inadequate to obtain optimal flux sharing between blended
sources.

In the field of ID 1, we removed two nearby objects from the
prior lists. First, CID 32422 (which is 3 arcsec to the East, has
log (M∗/M�) = 9.7 but is undetected at 24μm and in our ALMA
continuum image) was excluded for similar reasons to CID 14710

described above. Secondly, we excluded CID 32863 which is very
close to ID 1 (1 arcsec separation), at a similar redshift, and indeed
may be interacting with it. These two galaxies are blended even in
the K band, but our ALMA continuum image suggests that there is
not significant dust emission from 32 863, and since it is impossible
to deblend two such close priors, we exclude 32 863 in order to
measure the total flux of the system with just one prior at the
position of the target ID 1. We discuss the dust distribution in this
system further in Section 3.3.1.

The SEDs of the ALMA-detected sources are shown in Fig. 4.
For brevity, we do not show the ALMA-undetected galaxy (ID 10),
since it is excluded from the analysis in this paper, although we
have performed a similar SED fit to the FIR/submm photometry to
obtain its LIR. For the remaining nine galaxies, we fit SED models
to the photometry from 24 to 850μm as well as our measured
ALMA continuum fluxes, which are indicated by square symbols in
Fig. 4. These are at observed wavelengths between 1.2 and 1.4μm,
depending on redshift, and the data are described in Section 3). For
ID 1, two ALMA fluxes are plotted: the open square indicates the
flux in a small aperture matched to the optical extent of the target
galaxy, while the filled square includes extended flux as described
in Section 3.3.1. Note that the extended flux agrees with the SED
extrapolated from the SCUBA-2 bands.

We modelled the SEDs with a modified blackbody function com-
bined with a power law, as in Casey (2012). We fixed the emissivity
coefficient to β = 1.8 (the submm data are not sufficiently precise to
constrain β as a free parameter, although the data are more closely
described by this than by β = 1.5). An optically thin blackbody
gives a similarly good fit to an optically thick blackbody, but we
show the optically thick fits here so that the uncertainties on tem-
perature are marginalized over the uncertainties on the optically
thick wavelength limit, λ0 (as well as the other parameters). We
used the PYTHON package EMCEE (Foreman-Mackey et al. 2013) to
conduct Monte Carlo Markov Chain (MCMC) sampling with 100
walkers over 500 steps, with 100-step burnin. The posterior median
±1σ estimates of the temperature (Td), optically thick limit (λ0),
and power-law index (α) are given in Table 1. Note that λ0 was
parametrized in log space (as was the normalization, not shown) al-
though we show the linearized parameter here for clarity. The total
IR luminosity (LIR) was calculated by integrating from 8 to 1000μm
the median SED from the MCMC samples, and the ±1σ uncertainty
is given by the 16th and 84th percentile SEDs. As one would ex-
pect, the constraints on LIR are almost identical if we substitute the
model for an optically thin SED or allow β to vary. Either of these
modifications would result in a small systematic reduction in the
median temperatures but do not affect our overall conclusions. The
dust mass and ±1σ uncertainty was calculated from the median,
16th and 84th percentiles of the 850-μm flux density converted to
dust mass using

Md = Sν,850 d2
L

κ850Bν,850(Td)
(3)

where we assumed the widely adopted value of
κ850 = 0.077 m2 kg−1 (James et al. 2002).

3 A LMA DATA

3.1 Observations and data reduction

The ALMA data for this project originate from Cycle 4 pro-
posal number 2016.1.01184.S and Cycle 5 proposal number
2017.A.00013.S. Observations were conducted between 2016
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3144 N. Bourne et al.

Figure 4. Results of fitting the SEDs of galaxies with ALMA detections. Photometry at 100, 160, 250, 450, and 850μm are measured using T-PHOT deblending
as shown in Fig. 3 and described in Section 2.3. We also include 24-μm photometry from 3DHST (Whitaker et al. 2014) and the ALMA continuum measurements
described in Section 3.2. We used an MCMC method to fit models that combine an optically thick modified blackbody (fixed emissivity coefficient β = 1.8)
with a mid-IR power law, following Casey (2012), as described in Section 2.3. Blue lines and shaded bands indicate the median and 16th–84th percentile range
of the SEDs given by the posterior distribution of parameters from the MCMC samples.

November 28 and December 14 in Cycle 4, and 2017 December
24 in Cycle 5. We used configurations C40-3 (15–460 m baselines)
and C40-4 (15–704 m) in Cycle 4, and C43-6 (15–2400 m) in Cycle
5. The correlator was set to time division mode (TDM), which pro-
vides the maximal bandwidth of 2 GHz per baseband appropriate for
both line and continuum observations of extragalactic sources. The
spectral setup was designed with one spectral window centred on
the [CI] line at rest-frame 492 GHz, and a second spectral window
was centred on the CO(4–3) line at 461 GHz. The integration times
(listed in Table 2) were calculated to reach a sensitivity level suffi-

cient to detect the [CI] line at S/N >5 in 40 km s−1 channels across
an assumed line width of 250 km s−1. The [CI] fluxes were predicted
by assuming a [CI]/CO(1–0) line ratio RCI = L′

CI/L
′
CO(1−0) = 0.2,

which is the typical value measured in local galaxies (Gerin &
Phillips 2000), the Milky Way (Ikeda et al. 2002), and high-redshift
SMGs and quasars (Walter et al. 2011; Alaghband-Zadeh et al.
2013). The CO(1–0) flux was predicted from the LIR–LCO relation
from Sargent et al. (2014), and we measured LIR by SED fitting
to the deblended SCUBA-2 and Herschel flux measurements from
Bourne et al. (2017).

MNRAS 482, 3135–3161 (2019)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/482/3/3135/5132877 by guest on 29 July 2019



Dust and [CI] at z = 1 3145

Table 2. Full line and continuum properties from aperture-integrated spectra.

ID Scont S′
[CI]�V 〈Vr〉[CI] �V[CI] z[CI] S′

CO�V 〈Vr〉CO �VCO zCO rmscont rmscube tint

(mJy) (Jy km s−1) (km s−1) (km s−1) (Jy km s−1) (km s−1) (km s−1) (mJy bm−1) (mJy bm−1) (m)

1S 0.15 ± 0.17 1.43 ± 0.27 152068 609 1.029 0.89 ± 0.19 152259 366 1.032 0.134 0.721 2
1L 1.18 ± 0.22 2.58 ± 0.29 152068 609 1.029 1.22 ± 0.20 152259 366 1.032 0.134 0.721 2
2N 1.54 ± 0.22 0.47 ± 0.30 156076 250 1.086 0.61 ± 0.47 156057 250 1.086 0.024 0.208 16
2W 1.54 ± 0.22 1.62 ± 0.61 156166 626 1.087 0.61 ± 0.47 155997 500 1.085 0.025 0.207 16
3 0.47 ± 0.11 1.06 ± 0.22 156285 627 1.089 2.07 ± 0.15 156266 752 1.089 0.032 0.169 21
4 0.29 ± 0.04 0.67 ± 0.10 152126 426 1.030 1.17 ± 0.07 152137 426 1.030 0.016 0.099 49
5 0.15 ± 0.05 0.21 ± 0.09 142575 686 0.907 0.09 ± 0.05 142676 229 0.908 0.028 0.144 52
6 0.34 ± 0.06 0.70 ± 0.15 144378 694 0.929 1.59 ± 0.16 144360 694 0.929 0.029 0.150 25
7 0.18 ± 0.03 0.64 ± 0.05 164399 731 1.214 0.013 0.077 80
8 0.19 ± 0.09 0.54 ± 0.19 143950 404 0.924 0.43 ± 0.15 143951 404 0.924 0.032 0.206 40
9 0.11 ± 0.05 0.47 ± 0.15 158171 508 1.117 0.49 ± 0.19 158137 190 1.116 0.014 0.295 175
10 <0.10 <0.12 – 220 0.841 <0.11 – 220 0.841 0.030 0.156 35

Notes. 〈Vr〉 refers to the central velocity (radio convention) in the local standard of rest, and �V (=�Vp) refers to the full velocity width of the channels over

which the line is integrated, in the rest frame [=�Vradio(1 + z)]. S
′
�V is the integrated flux over these channels in the rest frame. rmscont is the rms of the

continuum image and rmscube is the average rms per channel in the [CI] and CO data cubes. For ID 1, results from the small and large aperture are indicated by
rows 1S and 1L respectively. For ID 2, results from the narrow and wide velocity range are indicated by rows 2N and 2W, respectively (see Section 3.3). Source
ID 10 was not detected so 3σ upper limits were determined in a 2 × 1 arcsec ellipse centred on the optical position, assuming a 220 km s−1 line width centred
on the grism redshift.

All data were reduced using the ALMA pipeline in CASA ver-
sion 4.7.2. We first conducted bandpass, phase, and flux calibration
using the scripts that were packaged with the raw data from the
ALMA Science Portal. We then designed our own scripts to reduce
the data and image the lines and continuum. We created separate
data cubes for the [CI], CO(4–3), and continuum imaging. For the
continuum, we flagged any channels containing line emission (de-
termined from the spectral line cubes) and then collapsed the full
spectral range across both sidebands using the task TCLEAN. During
cleaning, we masked any emission associated with either the target
or other galaxies in the field. For each of the emission lines, we
split off the appropriate spectral window and identified channels
containing line emission, then used the task UVCONTSUB to fit and
subtract the continuum using channels containing no line emission.
We imaged the continuum-subtracted spectral lines using TCLEAN,
again masking any line emission for cleaning. We collapsed the
channels containing line emission to form moment-0 maps, and in-
spected the spectrum within apertures of varying size to confirm
the line widths (see Section 3.2). The process was iterative since
it was necessary to revise the line masking, continuum subtraction
and cleaning masks after inspecting the moment maps and aperture
spectra.

Most of the data were imaged with natural weighting of the visi-
bilities, which resulted in beam sizes of approximately 0.8 × 0.6 arc-
sec FWHM. We also tried imaging with a u–v taper to downweight
the contributions from long baselines and increase sensitivity to
extended flux. In cases where this led to higher flux measurements,
we used the tapered images, which have beam sizes of 1.1 × 1.1
arcsec FWHM (IDs 1, 5, 8, and 9). Two of the sources were imaged
with higher resolution in Cycle 5. The reason for this is that, in
the original Cycle 4 data for these targets, the emission lines were
found at the very edge of the spectral windows, due to errors in
the grism redshifts that were assumed for the spectral setup. We
obtained Director’s Discretionary Time in 2017.A.00013.S to re-
observe IDs 2 and 9 with a revised spectral setup to confirm the
full line width. The natural-weighted images have beam sizes of
0.3 × 0.2 arcsec FWHM. The data presented here for ID 2 are the
Cycle 5 data imaged with natural weighting, but for ID 9, which is
very extended with low surface brightness, we have combined both

Cycles 4 and 5 data sets to maximize continuum S/N. Since the ob-
servations were conducted in different configurations, we imaged
each set of visibilities for ID 9 separately, using a u–v taper to image
with a 1.1 × 1.1 arcsec beam, then combined the two continuum
images with an inverse-variance-weighted mean. To image the [CI]
and CO emission lines, we used only the Cycle 5 spectral windows,
which are centred on the lines, and we again tapered the visibilities
to produce an image with a 1.1 × 1.1 arcsec beam.

3.2 Line and continuum measurements

Fig. 5 shows the spectra in the central beam of each source. These
were extracted from the peak in the respective moment-0 maps, at
the positions indicated by black crosses in Fig. 6. The [CI] line is
detected with S/N >4 in the spectra of eight of the 10 targets, and at
S/N = 3 in ID 9. CO(4–3) is detected at S/N >4 in seven of the nine
where it is observable (not including ID 7, where CO falls outside
of Band 6), and is additionally detected at S/N >2.5 in ID 2. Source
ID 10 was not detected in either line or continuum, and is therefore
excluded from the analysis in this paper.

In the nine detected sources, the emission is usually extended
on scales larger than the synthesized beam. Fig. 6 shows the full
extent of the emission in moment-0 maps, which are integrated
spectrally across the full line width as shown in the inset spectra.
The line widths used for integrating the line emission were chosen
by inspection of both the peak spectra in Fig. 5, which generally have
higher SNR, and the aperture spectra in Fig. 6, which often show a
broader line since the aperture encloses the full extent of the galaxy
rotation curve. The apertures themselves were chosen to enclose the
full extent of the continuum and line emission within the extent of
the galaxy as seen in the optical images. Matched apertures were
used to extract continuum, [CI] and CO(4–3) fluxes in spatially
consistent regions (although see Section 3.3 for a discussion of
problematic sources).

The line and continuum fluxes were determined from the in-
tegrated emission within these apertures. We checked whether a
background subtraction was necessary by measuring the median
pixel value (in Jy beam−1) in an annulus enclosing radii 2–4 times
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1

2

3

4

5

Figure 5. Spectra in the peak beam of the [CI] (left) and CO(4–3) (right) spectral windows for each target. Spectra are binned to either 30 or 60 km s−1

resolution depending on S/N and line width. Also shown are the results of fitting Gaussian profiles by least squares. Note CO could not be observed in ID 7
due to its redshift.
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Figure 5 – continued

MNRAS 482, 3135–3161 (2019)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/482/3/3135/5132877 by guest on 29 July 2019



3148 N. Bourne et al.

F
ig

ur
e

6.
O

pt
ic

al
,A

L
M

A
co

nt
in

uu
m

,a
nd

em
is

si
on

-l
in

e
m

om
en

t-
0

m
ap

s,
12

ar
cs

ec
on

a
si

de
(6

ar
cs

ec
fo

rI
D

2)
.I

m
ag

es
ar

e
pr

od
uc

ed
w

ith
na

tu
ra

lw
ei

gh
tin

g
or

(f
or

ID
s

1,
5,

8,
an

d
9)

w
ith

a
u–

v
ta

pe
r,

as
de

sc
ri

be
d

in
Se

ct
io

n
3.

1.
C

on
tin

uu
m

co
nt

ou
rs

at
2σ

,3
σ

,4
σ

,a
nd

6σ
ar

e
sh

ow
n

in
cy

an
on

ea
ch

pa
ne

l.
B

la
ck

cr
os

se
s

m
ar

k
th

e
po

si
tio

ns
at

w
hi

ch
th

e
pe

ak
sp

ec
tr

a
in

Fi
g.

5
w

er
e

ex
tr

ac
te

d.
W

hi
te

el
lip

se
s

sh
ow

th
e

ap
er

tu
re

s
us

ed
to

m
ea

su
re

th
e

to
ta

l
flu

x,
an

d
th

e
sp

ec
tr

a
in

th
es

e
ap

er
tu

re
s

ar
e

sh
ow

n
be

ne
at

h.
T

he
fil

le
d

re
gi

on
s

un
de

r
th

es
e

sp
ec

tr
a

in
di

ca
te

th
e

ve
lo

ci
ty

ra
ng

es
in

te
gr

at
ed

in
th

e
m

om
en

t-
0

m
ap

s.
T

he
m

ul
tip

le
ap

er
tu

re
s

sh
ow

n
fo

r
ID

1
ar

e
di

sc
us

se
d

in
Se

ct
io

n
3.

3.
1.

MNRAS 482, 3135–3161 (2019)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/482/3/3135/5132877 by guest on 29 July 2019



Dust and [CI] at z = 1 3149

F
ig

ur
e

6
–

co
nt

in
ue

d

MNRAS 482, 3135–3161 (2019)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/482/3/3135/5132877 by guest on 29 July 2019



3150 N. Bourne et al.

F
ig

ur
e

6
–

co
nt

in
ue

d

MNRAS 482, 3135–3161 (2019)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/482/3/3135/5132877 by guest on 29 July 2019



Dust and [CI] at z = 1 3151

F
ig

ur
e

6
–

co
nt

in
ue

d

MNRAS 482, 3135–3161 (2019)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/482/3/3135/5132877 by guest on 29 July 2019



3152 N. Bourne et al.

F
ig

ur
e

6
–

co
nt

in
ue

d

MNRAS 482, 3135–3161 (2019)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/482/3/3135/5132877 by guest on 29 July 2019



Dust and [CI] at z = 1 3153

the semimajor axis of the aperture ellipse, and scaling this by the
number of beams in the source aperture to estimate the sky level in
the aperture. This was done in the continuum and line moment-0
maps for each source. The absolute sky levels were generally less
than 10 per cent of the aperture flux, and within the uncertainties of
the aperture flux, so we decided that background subtraction was
not necessary, although we note that doing so would make no sig-
nificant difference to our overall results. To estimate uncertainties
on aperture fluxes, we took the source aperture and randomized its
position 150 times within the field of view, taking the standard devi-
ation of the fluxes measured in the image (using the image without
primary-beam correction).

Table 2 lists the continuum image rms noise level, the average
rms per channel in the data cubes, and the integrated aperture mea-
surements for the continuum and spectral lines. We list the centre of
the velocity range integrated for each line, rather than the velocity
of the line peak, since many of the lines are double-peaked. These
velocities are relative to the kinematic local standard of rest, and
are in the radio convention (the default option in CASA),

Vradio = c(ν0 − ν)/ν0 (4)

where ν0 is the rest-frame frequency of the emission line. To cal-
culate integrated fluxes S

′
�V (Jy km s−1), we have integrated the

spectrum with respect to the peculiar velocity Vp in the rest frame
of the source,

Vp = c(zobs − z)

(1 + z)
(5)

(see Peebles 1993; Hogg 1999), where z is the redshift of the line
centre. This means that �Vp = �Vradio(1 + z). The rest-frame veloc-
ity range of the integration limits is listed in the table (�Vp). Sources
which appear on more than one row are discussed in Section 3.3.

3.3 Notes on individual sources

In this section, we discuss the ALMA data for those targets whose
flux measurements presented some complications. The reader may
wish to skip these details and continue to the results in Section 4.

3.3.1 ID 1

The first row of images in Fig. 6 contains apertures of varying sizes
indicating the varying extent of continuum, [CI] and CO emission
from source ID 1. There is strong [CI] emission in a broad line
extended over an area larger than the optical extent of the galaxy,
while the CO and especially the continuum emitting regions are
more compact. The central continuum peak is in fact only at the
1σ level, but much stronger continuum emission is apparent in an
extended structure to the NW. This is unlikely to be a noise peak,
since it is extended and has a peak S/N = 3.2 and an integrated
S/N >5.0. Further evidence that it is not spurious is provided by
the agreement with SCUBA-2 fluxes as described in Section 2.3.
However, it is unlikely to be a background source, since no object is
detected at this location in any of the HST ACS or WFC3/IR images
from CANDELS, or in the UDS K band. Another possibility is that
this emission traces material stripped from the interstellar medium
(ISM) of the target galaxy, possibly as a result of a tidal interaction
with the neighbouring galaxy/group. The three bright neighbours
visible in the HST image (Fig. 6) are at similar redshifts to ID
1 (�zgrism < 0.20). The closest one in projected separation (CID
32863) is 1.2 arcsec away (9.6 kpc), although its redshift is 0.88
compared with 1.032 for ID 1, implying a velocity difference �Vp =

24 000 km s−1. However, the neighbour to the NE (CID 33216) is
at a projected separation of 3.6 arcsec (29 kpc) at zgrism = 1.04
(�Vp = 1200 km s−1) so is probably a satellite of ID 1 (its stellar
mass is a factor 8 smaller). If either of these has been involved in an
interaction with ID 1, it is possible that some ISM has been stripped
in a tidal tail, which would not be visible in the stellar emission seen
in the optical. Further evidence that this system is not completely
relaxed can be seen in the fact that the [CI] line centre is offset from
the CO and from the optical grism redshift by �Vp ≈ 390 km s−1

in the rest frame (�z = 0.0026). In addition, the extended nature of
the [CI] emission in comparison with the optical size of the galaxy
may indicate a gaseous outflow. Multiphase gaseous outflows can
have complex structures, and may not appear cospatial when viewed
through different tracers (Pellegrini et al. 2013; Morganti et al. 2016;
Cicone et al. 2018).

To explore the implications of these possibilities, we have ex-
tracted fluxes for ID 1 in two alternative sets of apertures. The first,
referred to in Table 2 by the label 1S, is a small aperture matched to
the continuum emitting region within the optical extent of the target
galaxy, and is shown by the small white ellipse over the continuum
map in Fig. 6 (the same aperture was used to extract the [CI] and CO
fluxes shown in this row of the table). The second set of apertures,
indicated by the label 1L, is shown as the larger set of white ellipses
in Fig. 6, which have been defined separately in the continuum and
line emission images. These are based on the assumption that the
galaxy has an outflow or tidal tail in which the various ISM phases
traced by the dust, [CI] and CO(4–3) are not cospatial. A larger aper-
ture has been placed over the extended continuum peak to the NW,
and this flux is added to that in the smaller aperture to account for
dust in the galaxy as well as in the outflow/tail. Meanwhile, the [CI]
and CO apertures have each been enlarged to cover the full extent
of the significant emission in the respective moment-0 maps. Note
that it is possible that further line emission exists outside of these
apertures, although deeper imaging would be required to confirm
this. The results from the two sets of apertures will be discussed in
Section 4.1.

3.3.2 ID 2

Due to the compactness of this source, the area of the images in
Fig. 6 is 6 × 6 arcsec2 for ID 2, compared with 12 × 12 arcsec2

for the other sources. The bulk of the [CI] emission and all of
the continuum and CO emission are located in a compact core. A
2D Gaussian fit to the continuum image has a beam-deconvolved
FWHM of 0.37 × 0.22 arcsec, equivalent to 3.0 × 1.8 kpc at
z = 1.09. However, we have allowed a larger aperture for this source,
since there is weak [CI] emission extending to the south (comprising
around 20 per cent of the total measured flux), consistent with a tail
seen in the optical image.

Furthermore, the [CI] velocity structure is strongly double-
peaked, which may be due to two distinct sources separated by
�Vp ≈ 400 km s−1, or possibly a rotating disc-like structure which
is either optically thick or [CI]-deficient in the centre. Conversely,
the CO emission is very weakly detected, with a central veloc-
ity ≈156 100 km s−1 close to that of one of the [CI] peaks, al-
though it is unclear whether there is also weaker CO emission at
≈156 300 km s−1 (close to the second [CI] peak). The CO deficiency
may be related to optical thickness or low gas excitation, and this
will be explored in Section 4.3.

The results of integrating the full velocity range of [CI] (encom-
passing both peaks) are indicated by ID 2W in Table 2; this is also
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3154 N. Bourne et al.

Table 3. Summary of correlation analyses between selected parameters. For each pair, we list the Spearman rank correlation coefficient rs and its associated
p-value; the inverse-variance weighted average ratio; and (for parameter pairs with significant correlations p < 0.01) the parameters of total-least-squares fits
to the relations, together with the residual variance σ 2

r of the fits.

Correlation y − x Spearman rank correlation Average ratio Linear fit y = a0x Power-law fit y = a1x
a2

(figure number) rs p-value 〈y/x〉 a0 σ 2
r a1 a2 σ 2

r

S′
[CI] − Scont (7) 0.95 ± 0.12 0.000088 2.01 ± 0.20 2.39 ± 0.21 1.8 1.90 ± 0.22 0.746 ± 0.096 1.2

...excl. ID 1,2 0.93 ± 0.23 0.0025 2.34 ± 0.27 2.67 ± 0.28 1.0 1.81 ± 0.66 0.71 ± 0.26 1.1
L′

[CI] − Mcont
d (10a) 0.92 ± 0.12 0.00051 4.65 ± 0.47 5.52 ± 0.49 1.8 0.071 ± 1.6 0.79 ± 0.10 1.6

L′
[CI] − MSED

d (10b) 0.80 ± 0.24 0.0096 5.51 ± 0.67 9.82 ± 0.84 6.2 14.5 ± 1.6 0.646 ± 0.077 4.7
L′

[CI] − 10−3LIR (11) 0.88 ± 0.24 0.0016 3.57 ± 0.36 4.06 ± 0.36 1.9 1.49 ± 0.95 1.60 ± 0.38 1.4
L′

[CI] − 1016Lcont (12) 0.92 ± 0.10 0.00051 22.6 ± 2.3 26.8 ± 2.4 1.8 28.0 ± 2.2 0.79 ± 0.10 1.6

S′
CO − S′

[CI] (9) 0.71 ± 0.17 0.047 0.556 ± 0.056 – – – –
...excl. ID 1,2 0.94 ± 0.16 0.0048 0.528 ± 0.057 0.549 ± 0.057 1.4 0.638 ± 0.063 0.46 ± 0.15 0.33

S′
CO − Scont (8) 0.62 ± 0.18 0.10 1.24 ± 0.17 – – – – –

...excl. ID 1 0.68 ± 0.23 0.094 1.37 ± 0.21 – – – – –
L′

CO − Mcont
d 0.62 ± 0.19 0.10 3.25 ± 0.43 – – – – –

L′
CO − MSED

d 0.62 ± 0.23 0.10 3.26 ± 0.61 – – – – –
L′

CO − 10−3LIR 0.76 ± 0.18 0.028 3.54 ± 0.37 – – – – –

the line width that has been assumed in producing the moment-0
map in Fig. 6. For comparison, we also list the results of inte-
grating a narrower velocity range encompassing only the peak at
≈156 100 km s−1, indicated by ID 2N in Table 2. We will compare
the results from both alternatives in Section 4.1.

Note that the optical grism redshift of this galaxy is
zmax,grism = 1.078, compared with the two [CI] peaks at z = 1.086
and 1.089. However, the 68 per cent confidence upper limit is 1.096,
which is consistent with our measurement. Given the weakness of
CO, we considered the possibility that the detected line which we
identified as [CI] is in fact CO(4–3) at z = 0.954, or indeed another
line at a different redshift, but this is highly unlikely given that
both the 3DHST grism redshift and our own photometric redshift
fitting using Le Phare (Ilbert et al. 2006) indicate z ≈ 1.1 with no
secondary solutions.

3.3.3 ID 5

Source ID 5 is only weakly detected in [CI] but we note that
there appears to be a mismatch between the [CI], CO(4–3), and
continuum emitting regions, similar to what was seen in ID 1.
This may suggest some kinematic disruption, perhaps related to
the proximity of a neighbouring galaxy at a similar redshift (CID
14680), but without deeper imaging we cannot be certain of this. We
have therefore simply chosen an aperture similar in size and shape
to the optical emission, which encloses the continuum and [CI]
emission.

3.3.4 ID 7

We note that this galaxy is very close to a neighbouring galaxy at a
similar redshift (CID 15107, most easily seen in Fig. 2 to the left of
the central target). This galaxy is much bluer and a factor ∼300 less
massive than our target according to the 3DHST catalogue, and its
disturbed morphology indicates that the pair may be interacting. The
aperture we have defined encloses only the target, but the neighbour
has no detectable [CI] flux (either due to its redshift or its low mass)
while its continuum flux is roughly 25 per cent that of ID 7. We also
note that ID 7 has no CO data because it is at a redshift where CO
is unobservable with ALMA.

3.3.5 ID 9

As described in Section 3.1, the continuum image for ID 9 is the re-
sult of combining data taken in Cycles 4 and 5, in order to maximize
S/N, although we note that consistent fluxes were measured in each
of the individual data sets. We have imaged the continuum and emis-
sion lines with a beam size of 1.1 × 1.1 arcsec due to the extended
nature of the source, and we have used an aperture matched to the
optical size of the galaxy. The full [CI] line in the aperture spectrum
in Fig. 6 has a broad and skewed profile, with a peak at around
158 220 km s−1, and weaker but significant emission extending to
158050 km s−1 (hence the central velocity is 158 140 km s−1). The
spectrum in the central beam peaks at 158 080 km s−1, as shown
in Fig. 5. The profile of the CO aperture spectrum is more closely
approximated by a narrow Gaussian centred at 158 140 km s−1. The
broad line width and extended spatial configuration of [CI] leads to
a low S/N image, but the line is nevertheless detected at S/N ≈2.5
as shown in Table 2.

4 R ESULTS AND DI SCUSSI ON

In this section, we explore correlations between various tracers and
derived physical parameters. For easy reference, we summarize all
the correlation results discussed below in Table 3. We quantify the
strength of correlations between x and y data using the Spearman
rank correlation coefficient rs and its associated p-value. To give an
estimate of the sensitivity of rs to the measurement errors, we esti-
mated the variance of rs in a Monte Carlo simulation. We created 100
realizations, and in each realization we randomly resampled every
value of x and y from a normal distribution with mean and standard
deviation given by its real measurement and error bar. The uncer-
tainty on the final value of rs is given by the standard deviation of the
100 rs values obtained from the simulation, and is typically ≈0.2.

In cases where the measured correlation is significant (p < 0.01),
we also attempt to fit the relationship using total-least-squares min-
imization (which takes into account the large error bars in both x
and y data). For this purpose, we use the orthogonal distance regres-
sion method implemented in SCIPY.ODR. The quality of these fits
is parametrized by the residual variance σ 2

r , quantifying deviations
between the data and the best-fitting model. These results are also
listed in Table 3.
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Dust and [CI] at z = 1 3155

4.1 The [CI]–continuum correlation

The correlation between [CI] and continuum fluxes measured in
apertures is shown in Fig. 7. The plot shows multiple data points
for two of the sources as grey and yellow symbols. Source ID
1 has two alternative sets of apertures defined as discussed in
Section 3.3.1. The grey diamond indicates a conservative aperture
matched to the size of the optical and continuum source, while the
yellow circle is the result of enlarging the [CI] aperture to enclose
the full size of the emitting region, and also accounting for bright
continuum emission that is spatially offset from the source in what
appears to be an outflow or tidal tail (potentially resulting from
an interaction with one of the neighbouring galaxies in the field of
view). For ID 2, we consider the [CI] emission in a conservatively
narrow velocity range consistent with the weakly detected CO
emission (shown by the grey diamond in Fig. 7) as well as that in a
wider velocity range encompassing both peaks in the [CI] spectrum
(yellow circle). As discussed in Section 3.3.2, the double-peaked
profile is somewhat unusual, but given that the peaks are offset
by only 400 km s−1, and are not separated in angular location, the
most likely explanation is that both result from emission within the
same galaxy, and therefore the larger value of [CI] flux should be
considered as the total flux of this source (yellow symbol in Fig. 7).

Several model fits are plotted alongside the data in Fig. 7.
The red line shows the best-fitting linear model of the form
S ′

[CI]�V = a0 Scont, which yields a0 = 2.67 ± 0.28 Jy km s−1 mJy−1

as the best-fitting single flux ratio (σ 2
r = 1.0; d.o.f. = 6). This

model has been fitted only to the white data points, to avoid con-
fusion/uncertainty resulting from the alternative flux measurements
of IDs 1 and 2. The blue lines show best-fitting power-law models
of the form S ′

[CI]�V = a1 S
a2
cont. The blue dashed line is fitted to the

white data points, with best-fitting parameters a1 = 1.81 ± 0.66
and a2 = 0.71 ± 0.26 (σ 2

r = 1.1; d.o.f. = 5). The blue dotted line is
fitted to the white and yellow data points, including ID 1 (account-
ing for the extended emission) and ID 2 (accounting for both peaks
in the [CI] line profile). This model is very similar to the previous
one which excluded those objects, and has best-fitting parameters
a1 = 1.90 ± 0.22 and a2 = 0.746 ± 0.096 (σ 2

r = 1.2; d.o.f. = 7).
Overall, these results indicate a strong correlation between con-

tinuum flux and [CI] flux. The Spearman rank coefficient and sig-
nificance level respectively are 0.93, 2.5 × 10−3 (for the seven
white data points) or 0.95, 8.8 × 10−5 (for the nine white
and yellow data points). A single [CI]/continuum flux ratio of
a0 = 2.67 Jy km s−1 mJy−1 provides a good fit to the data, although a
shallower power-law model with index a2 ≈ 0.7 provides a similarly
good fit to all objects except for ID 5. IDs 1 and 2 would be outliers
to this correlation if the conservatively small aperture for ID 1 and
the narrow velocity range for ID 2 are considered, but if the full
fluxes measured for each are considered to be genuine then they fall
close to the same relationship as the other seven detected sources.

4.2 The CO(4–3)–continuum correlation

Since we hypothesize that the dust and atomic carbon trace the same
phase of the ISM, a basic test we can conduct is to compare the cor-
relation between these tracers with the correlation between dust and
CO(4–3), since CO(4–3) is expected to trace a denser and warmer
phase of the ISM. This correlation is shown in Fig. 8. In this sample,
the CO(4–3)–continuum correlation is significantly weaker than the
[CI]–continuum correlation: the Spearman rank coefficient and sig-
nificance level respectively are 0.68, 0.094 (for the seven white data
points) or 0.62, 0.10 (for the eight white and yellow data points). The

dust emission is more closely correlated with the low-density, low-
excitation gas traced by [CI], and thus more closely traces the total
molecular gas content than the warm, dense gas traced by CO(4–3).

4.3 Discussion of scatter and outliers: clues from line ratios
and dust temperature

Our results so far suggest a good correlation between [CI] and
continuum fluxes, and a weaker relationship between CO(4–3) and
continuum, although two sources (IDs 2 and 5) are notably strong
in continuum relative to both emission lines, and ID 1 is particularly
strong in [CI] relative to continuum. To complete the comparison be-
tween these tracers, Fig. 9 shows the relationship between [CI] and
CO(4–3). Symbols are coloured according to the median dust tem-
perature from the MCMC posteriors from SED fitting; uncertainties
on these are typically ±1–3 K (±9 K for ID 1) as shown in Table 1.
Most sources have median dust temperatures around 26–29 K, so the
scatter between these is similar to the size of their uncertainties. The
physical relationship between [CI] and CO(4–3) is complicated, and
can be influenced by a number of factors including optical depth and
cloud filling factor (since CO is generally optically thick), as well
as gas density and temperature. Gas temperature is not necessarily
linked to dust temperature since collisions are generally rare and
the dust temperature is governed by radiative heating by the ISRF.

Source IDs 1, 2, and 5 have the lowest CO(4–3)/[CI] ratios, and it
is interesting that these all show unusual morphological distributions
of gas and dust (see Section 3.3). IDs 1 and 5 both show evidence
for interactions, with ID 1 appearing to have a tidal tail or outflow of
dust, and an extended distribution of [CI] that may be outflowing,
while ID 5 has [CI] and CO emission offset from the continuum
and the optical light. Relatively weak CO(4–3) in IDs 1 and 5
may therefore be explained by the presence of [CI] and continuum
emission in regions where CO(4–3) is not seen; such regions would
therefore be characterized by diffuse/low-excitation ISM. ID 2 has
a very weak CO detection, but a double-peaked [CI] line profile in
which one of the peaks has no associated CO emission. This galaxy
also has the highest SSFR in the sample (see Fig. 1), is very compact
and has a much lower dust temperature (18 ± 1 K) and higher dust
mass (2.3+0.3

−0.2 × 109M�) than the rest of the sample (see Table 1). It
appears therefore to have a very high surface density of dust and gas,
and so it is likely that the CO is more optically thick than in the other
galaxies in the sample, leading to a suppressed CO(4–3)/[CI] ratio.

The [CI]–continuum correlation in Fig. 7 is very strong, although
the sample is small and ambiguities in the total fluxes of IDs 1 and
2 add some complication to the interpretation. The objects which
appear to deviate most from the overall relationship are ID 5 and
possibly 1 and/or 2. As previously mentioned, these three all show
unusual properties in terms of their spatial distribution of gas and
dust, and relatively low CO(4–3)/[CI] ratios. ID 2 has an especially
low dust temperature, but the scatter in dust temperatures for the
rest of the sample is small and comparable to the errors, so there
is no evidence that dust temperature plays any role in the scatter in
the [CI]–continuum correlation.

4.4 The correlation between [CI] and dust mass

In Fig. 10(a) (top axis), we compare [CI] luminosity against the con-
tinuum monochromatic luminosity at rest-frame 609μm. These two
tracers should be well correlated if the dust/H2 and [CI]/H2 ratios are
constant and the dust mass/light ratio is constant. This mass/light
ratio is primarily dependent on the mass-weighted temperature of
the dust. Assuming a fixed temperature Td = 18 K, β = 1.8, and
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3156 N. Bourne et al.

Figure 7. The [CI]–continuum correlation for the nine detected sources. Two alternative measurements are plotted for ID 1: the grey diamond and yellow
circle respectively indicate the smaller and larger apertures described in Section 3.3.1. Similarly for ID 2, the grey diamond and yellow circles indicate the
narrow and wide velocity ranges discussed in Section 3.3.2 (see also Table 2). The model fits shown by coloured lines are described in Section 4.1: the red
line is a single-parameter linear model assuming a fixed flux ratio, and is fitted only to the white symbols with unambiguous fluxes; the blue dashed line is a
power-law fit to the white symbols, and the blue dotted line is a power-law fit to the white and yellow symbols.

Figure 8. The CO(4–3)–continuum correlation for the eight sources detected in CO (compare Fig. 7). For ID 1, the grey diamond and yellow circle respectively
indicate the smaller and larger apertures described in Section 3.3.1.
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Dust and [CI] at z = 1 3157

Figure 9. The relationship between [CI] and CO(4–3) fluxes. Circle and
diamond symbols are as in Fig. 7. The colour scale is dust temperature
from the SED fits described in Section 2.3. The light grey diagonal line is
a constant flux ratio of 1, shown for reference. Scatter perpendicular to this
line is driven by a combination of gas excitation, density, and optical depth.

Figure 10. The relationship between [CI] luminosity and continuum lumi-
nosity (upper axis, top panel), which can be converted into dust mass assum-
ing a fixed temperature (lower axis, top panel) or assuming the best-fitting
dust temperatures from the SED fits in Table 1 (bottom panel). Symbols are
as in Fig. 9.

Figure 11. The relationship between [CI] luminosity and total IR luminos-
ity. Symbols are as in Fig. 9.

optically thin dust emission, we can convert Lν directly to dust
mass as shown on the lower axis of Fig. 10(a). For this conversion,
we have chosen to use the lowest temperature from the best-fitting
values in our sample (Td = 18 ± 1 K; Table 1). This provides a
reasonable upper limit for the dust mass, since the SED fitting is
unlikely to underestimate the mass-weighted temperature, but can
easily overestimate it in the presence of a warmer, less-massive dust
component that will dominate the luminosity at λ � 250μm.

For comparison, in Fig. 10(b), we plot the dust masses derived
from the best-fitting SEDs (with the parameters listed in Table 1).
While the dust masses shown in Fig. 10(a) provide a reasonable
upper limit on the true dust mass, those in Fig. 10(b) provide a
reasonable lower limit, since they are derived under the assump-
tion that a single-temperature SED describes all the photometry at
observed wavelengths 100 < λ < 850μm, and the temperature de-
rived is therefore luminosity-weighted rather than mass-weighted.

The correlation between dust mass and [CI] luminosity is notice-
ably weaker when assuming the variable dust temperatures given
by the full SED fits (Fig. 10 b: rs = 0.80 and p = 0.0096) compared
with assuming a fixed dust temperature (Fig. 10 a: rs = 0.92 and
p = 0.00051). This indicates that the assumption of the luminosity-
weighted temperature (from the SED fitting) introduces additional
scatter, and is a less reliable measurement of the true dust mass
than is obtained from assuming a fixed temperature. The true value
of the mass-weighted temperature is lower than or equal to the
luminosity-weighted temperature, but is difficult to estimate ac-
curately. Assuming a fixed temperature of 25 K (instead of 18 K)
would result in lower dust masses by a factor 0.72.

The correlation in Fig. 10(a) has a Spearman rank coefficient
and significance level of 0.86, 0.014 (including the seven white
data points) or 0.92, 5.1 × 10−4 (including the nine white and
yellow data points). This is slightly weaker than the correlation
between [CI] and continuum fluxes, but accounting for the effects
of measurement errors the difference is not significant (see
Table 3). These results are limited by the modest dynamic range of
luminosities in the current sample, but in Section 5.2, we explore
a wider range using samples from the literature.

4.5 The correlations between [CI], CO(4–3), and LIR

In Fig. 11, we plot [CI] luminosity against the total IR luminosity
from the SED fitting (LIR ∝ SFR). This relationship contains more
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scatter than the [CI]–continuum or [CI]–Md correlations, but there
remains a significant correlation (rs = 0.88 and p = 0.0016). The
relationship is weaker because [CI] traces molecular gas, while LIR

traces SFR; these two parameters are strongly correlated but are not
as closely linked as the dust and gas masses. As shown in Table 3, the
correlation between CO(4–3) (a tracer of dense gas) and LIR is also
weak in this sample (rs = 0.76 and p = 0.028), but this is stronger
than the correlation between CO(4–3) and any other parameter.

5 D U S T A N D C I A S T R AC E R S O F G A S M A S S

5.1 Gas mass calibrations

Dynamical PDR modelling strongly suggests that [CI] emission is
a robust and direct tracer of molecular gas mass. Following Pa-
padopoulos et al. (2004), we calibrate the molecular (H2 + He) gas
mass as a function of S ′

[CI]�V (assuming optically thin emission) as

M
[CI]
mol

M�
= 4πμ mH2

hc A10 XCI Q10

(
d2

L

1 + z

)
S ′

[CI]�V

Jy km s−1 (6)

where mH2 is the molecular mass of H2 (in M�), μ = 1.36
accounts for the mass of helium, and XCI is the CI/H2 abundance
ratio. For the [CI](1–0) transition, A10 = 7.93 × 10−8s−1 is the
Einstein coefficient, while Q10 is the excitation factor, which is
a function of gas density and temperature. We cannot measure
Q10 without measurements of both [CI](1–0) and [CI](2–1), but
in typical conditions of kinetic temperature 20 < Tkin < 40 K and
density 300 < n < 104 cm−3, Q10 remains in the narrow range of
approximately 0.25–0.45 (Jiao et al. 2017). We adopt a moderate
value of Q10 = 0.35, following Papadopoulos & Geach (2012).
The other unknown is XCI; observational constraints on this range
between ∼1–5 × 10−5 (Papadopoulos & Greve 2004). For example,
XCI = 2.2 × 10−5 in the Ophiuchus molecular cloud complex
(Frerking et al. 1989); 3 × 10−5 in the M82 starburst nucleus (Weiß
et al. 2003); 5 × 10−5 in the Cloverleaf quasar at z = 2.5 (Weiß
et al. 2005); while the average value in a sample of high-redshift
SMGs and quasars is XCI = 3.9 × 10−5 (Alaghband-Zadeh et al.
2013). We adopt an intermediate value of 3 × 10−5.

There is also strong empirical evidence that the long-wavelength
dust-continuum luminosity is tightly correlated with CO-derived
molecular gas masses (Scoville et al. 2016a), in quantitative agree-
ment with results from some cosmological zoom simulations (Liang
et al. 2018; Privon, Narayanan & Davé 2018). Scoville et al. (2016a)
provide the following calibration for molecular gas mass as a func-
tion of observed 850-μm flux density:

Mcont
mol

1010M�
= 1.78

Sνobs

mJy
(1 + z)−4.8

(
ν850μm

νobs

)3.8 (
dL

Gpc

)2 6.7 × 1019

α850

�0

�RJ

(7)

assuming Td = 25 K and β = 1.8 (Scoville et al. 2016b). Here, �RJ

is the deviation of the modified blackbody SED from the Rayleigh–
Jeans law, which is given by

�RJ(Td, νobs, z) = hνobs(1 + z)/kTd

exp[hνobs(1 + z)/kTd] − 1
, (8)

and �0 = �RJ(Td, ν850μm, 0). Scoville et al. (2016a) show
that normal star-forming galaxies, local ULIRGs and high-z
SMGs are broadly consistent with a single conversion factor
α850 = 6.7 × 1019 erg s−1 Hz−1 M�−1, or alternatively

α850 = 6.2 × 1019

(
Lν850

1031 erg s−1 Hz−1

)0.07

erg s−1 Hz−1 M−1
� . (9)

Table 4. Results of gas and dust mass calculations: Md calculated from
SED fitting and from Lcont; and Mmol calculated from continuum and from
[CI] (assuming Q10 = 0.35 and XCI = 3 × 10−5).

ID Md[SED] Md[Lcont] M
[CI]
mol Mcont

mol

Mcont
mol

M
[CI]
mol

107M� 107M� 109M� 109M�

1 66 ± 38 159 ± 30 99 ± 11 184 ± 35 1.9
2 232 ± 25 227 ± 32 68 ± 25 255 ± 36 3.8
3 34 ± 7 71 ± 16 46 ± 9 87 ± 19 1.9
4 20 ± 3 39 ± 6 26 ± 4 50 ± 7 1.9
5 13 ± 3 16 ± 6 6 ± 3 21 ± 8 3.5
6 20 ± 4 37 ± 6 22 ± 5 48 ± 8 2.2
7 15 ± 3 34 ± 6 34 ± 3 43 ± 8 1.3
8 18 ± 4 21 ± 10 17 ± 6 28 ± 13 1.7
9 16 ± 2 18 ± 7 22 ± 7 24 ± 10 1.1

Either calibration of α850 is subject to the assumption of a
single Galactic CO/H2 conversion factor, XCO = 3 × 1020

N(H2) cm−2 (K km s−1)−1, for all galaxies in their sample. This
method calibrates the molecular gas mass from a single long-
wavelength photometric data point rather than from the dust mass
from SED fitting (see discussion in Section 4.4). We therefore use
our ALMA continuum measurements at rest-frame 609μm to cal-
culate Mcont

mol using this method.

5.2 Comparing independent gas mass estimates

The results of calculating molecular gas masses from [CI], using
equation (6), and from the continuum, using equations (7)–(9), are
listed in Table 4. The continuum-derived gas masses are larger by
a factor ranging from 1 to 4 across the sample. For comparison,
Table 4 also lists the dust masses estimated from full IR SED-fitting
to each galaxy’s photometry (Section 2.3) and from the ALMA
continuum flux assuming Td = 18 K (the lowest temperature in
the sample according to our SED fitting; see also Section 4.4).
These two estimates of dust mass can be seen as upper and lower
bounds on the true value, since the bulk of the dust is unlikely to be
colder than 18 K, and cannot be hotter than the luminosity-weighted
temperature of the full IR SED. The molecular gas mass derived
from the continuum following Scoville et al. (2016a) implicitly
assumes a constant dust/gas ratio of approximately 120. Using our
[CI]-derived gas masses, we measure the mean dust/gas ratio in
our sample to be between 70 and 130 (the range given by the two
alternative dust mass estimates in Table 4).

Fig. 12 shows a direct comparison of the results of calibrating
molecular gas mass from the continuum and [CI] luminosities. In
addition to our sample of z = 1 star-forming galaxies close to the
main sequence, we also show two samples of high-redshift dusty
star-forming galaxies from the literature. These are the z ∼ 2.5 SMG
sample from Alaghband-Zadeh et al. (2013), which also includes
SMGs from Cox et al. (2011), Danielson et al. (2011), and Wal-
ter et al. (2011); and the 1.4-mm-selected sample of lensed, z ∼ 4
galaxies from Bothwell et al. (2017) and Weiß et al. (2013). For
the continuum fluxes of these samples, we have used the values
at the wavelength of [CI] (609μm) where available, otherwise we
have used the continuum flux at the nearest available wavelength
to estimate the 609-μm flux assuming an SED with Td = 35 K and
β = 1.8. Continuum and line luminosities of lensed sources in these
papers have been corrected for magnification using the published
values, but we have not accounted for uncertainties in the magni-
fication because we are interested the line/continuum relationship,
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Dust and [CI] at z = 1 3159

Figure 12. Direct comparison of molecular gas tracers provided by continuum and [CI] in our sample of z = 1 galaxies in comparison to z > 2 galaxy
samples from the literature. Our sample is shown by the white and yellow circles (as in Fig. 10a), while red triangles show the z ∼ 2.5 SMG sample from
Alaghband-Zadeh et al. (2013) and blue squares show the sample of 1.4-mm-selected, lensed, dusty, star-forming galaxies at z ∼ 4 from Bothwell et al.
(2017). Upper limits are plotted at 3σ where [CI] was undetected. Continuum luminosities at rest-frame 609μm are measured from the photometry provided
by Alaghband-Zadeh et al. (2013) and references therein, and by Weiß et al. (2013). Where necessary, we have extrapolated these from the nearest available
wavelength assuming an SED with Td = 35 K and β = 1.8. All luminosities are corrected for lens magnification. The top and right-hand axes indicate the
molecular gas mass scales under the assumptions described in Section 5.1, in particular α850 = 6.7 × 1019 and XCI = 3 × 10−5. The solid grey line indicates
where the data should lie if [CI]-derived gas masses agree with continuum-derived gas masses under these same assumptions. The dashed line is the equivalent
assuming α850 = 6.2 × 1019(Lν850/1031)0.07. The thin pink line is the linear fit to our data, given by L′

[CI]/Lcont = 2.68 × 10−15 K km s−1 pc2 (W Hz−1)−1,

which implies XCI = 1.9 × 10−5.

which is unaffected as long as the CI and dust share a common
spatial distribution, i.e. assuming no differential magnification.

The striking result in Fig. 12 is that the [CI] and continuum
luminosities are strongly correlated over the wide dynamic range
encompassed by these three samples, and that there appears to be
a common relationship over all luminosities and redshifts sam-
pled. This indicates that the dust and [CI] are both tracing the
same phase of the ISM, and are doing so in similar ways at all
redshifts.

The top and right-hand axes of Fig. 12 indicate the results of cal-
ibrating molecular gas mass from continuum and [CI] luminosities
respectively in all of these samples, using the assumptions described
in Section 5.1. The solid, light-grey line indicates the relation that
would be expected if the [CI] and continuum calibrations yielded
the same gas mass (M [CI]

mol = Mcont
mol ), using the continuum calibration

with constant α850 = 6.7 × 1019 erg s−1 Hz−1 M�−1. The dashed,
dark-grey line is the equivalent assuming the luminosity-dependent
α850 in equation (9) (which is almost identical).

We find that all of the galaxies considered here, from all three
samples, are on or below the relation that would be expected given
our assumptions in Section 5.1. The average offset is −0.25 dex (i.e.
〈M [CI]

mol /M
cont
mol 〉 = 0.56), although the data span a range of offsets

between −0.6 and 0 dex (scatter 1σ = 0.21 dex). There are several
possible explanations for the offset and scatter in the relation:

(i) First, the gas mass traced by dust may be overestimated, since
the Scoville et al. (2016a) calibration is based on an assumed con-
stant dust/gas ratio and XCO. However, the types of galaxies in the
samples discussed here (e.g. Lν850 ∼ 1030 erg s−1 Hz−1 in our sam-
ple) are well represented in the sample that Scoville et al. (2016a)
used to calibrate their relation, so this is unlikely to lead to a sys-
tematic offset, although it likely contributes to the scatter.

(ii) Variations in XCI would introduce scatter, and if XCI <

3 × 10−5 (systematically) then our [CI] luminosities would be un-
derestimated. The value has been observed to vary by a factor ∼2
above or below the value assumed here (e.g. Papadopoulos & Greve
2004), but there are still only a small number of measurements in
the literature.

(iii) Varying excitation conditions would lead to a range of Q10.
L′

[CI] would be underestimated for galaxies with Q10 < 0.35 (the
value we assumed). This will lead to scatter in the relation, although
it is unlikely to explain the offset since luminous galaxies are more
likely to have higher excitation (greater Q10).

(iv) We have assumed that [CI] is optically thin, but if this is
not the case then M

[CI]
mol may be underestimated. For example, if

the emission emerges from radiatively decoupled cells (i.e. well-
separated optically thick clouds) then equation (6) underestimates
gas mass by a factor β = (1 − e−τ )/τ ; e.g. 0.6 < β < 1 for τ <

1 (Papadopoulos et al. 2004). This may explain why many high-z
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SMGs (and our source ID 2) have lower [CI]-derived gas masses,
due to their high gas densities. However, if this is the explanation
for the systematic offset in our sample, then it would imply high
optical depths throughout the sample. This is inconsistent with
the fact that most of the samples have dust obscuration factors
consistent with the average for their stellar mass (Fig. 1). It is also
inconsistent with the extended nature of both [CI] and continuum
emission in most galaxies (Fig. 6).

Overall, any of these effects is likely to contribute towards scatter in
the relation, but the systematic offset is most likely explained by the
unknown value of XCI, or (in some cases) by optical depth effects.

5.3 A prediction for the [CI]/H2 conversion

In Section 5.2, we compared the results of calibrating the molecular
gas mass from [CI] and continuum fluxes independently, making
assumptions about XCI, Q10, and optical depth on the one hand, and
α850 (encoding the dust/gas ratio and the dust mass/light ratio) on the
other. An alternative approach would be to assume that [CI] and con-
tinuum both trace exactly the same gas mass (i.e. M

[CI]
mol = Mcont

mol ),
and make a prediction for the unknown value of XCI, holding all
other parameters constant. Our conclusion in Section 5.2 was that
XCI was the parameter most likely to deviate systematically from
the assumed value. The best-fitting linear relation between Lcont

and L′
[CI] is indicated by the thin pink line in Fig. 12 (see also

Table 3). Under the assumption that M
[CI]
mol = Mcont

mol , this implies
XCI = (1.9 ± 0.1) × 10−5. This is subject to the additional sys-
tematic uncertainties in Q10, optical depth and α850. These may be
investigated by future studies of the [CI] (2–1)/(1–0) ratio, resolved
observations of [CI], and improved understanding of the relation-
ship between continuum and CO(1–0) emission, and of αCO (on
which α850 is calibrated), at intermediate and high redshifts.

6 C O N C L U S I O N S

We have used ALMA to measure [CI](1–0), CO(4–3), and dust
continuum emission in a sample of star-forming galaxies distributed
across the main sequence at z = 1. We uncover a strong correlation
between the total [CI] and continuum fluxes of these galaxies. This
translates into a similarly strong correlation between [CI] luminosity
and dust mass when a single dust temperature is assumed to calibrate
dust mass from the Rayleigh–Jeans continuum.

Considering global fluxes, we find that the CO(4–3)–continuum
and CO(4–3)–[CI] correlations are much weaker than the [CI]–
continuum correlation. CO(4–3) emission traces a warmer, denser
phase of the ISM, while [CI] and dust continuum emission both ap-
pear to trace the same phase. This indicates that dust continuum is
well correlated with the total molecular gas mass, since results from
observations and dynamical PDR modelling indicate that [CI] exists
throughout the molecular ISM. A deeper understanding of the rela-
tionships between ISM phases traced by CO, [CI], and continuum
can be achieved by studying their spatial extents and kinematics,
which we leave for future work.

By combining our sample of z = 1 normal star-forming galaxies
with high-redshift SMGs and lensed, mm-selected galaxies from the
literature (Alaghband-Zadeh et al. 2013; Bothwell et al. 2017), we
find that the correlation between continuum and [CI] luminosities
remains strong over the full range of luminosities and redshifts up
to z ∼ 4. All three samples are consistent with a single relationship
with a scatter of 1σ = 0.2 dex.

We use the [CI] data to derive molecular gas masses for the three
samples, and compare these to independent results from the dust
continuum assuming the correlation from Scoville et al. (2016a),
which is calibrated on CO. If we assume a typical value for the
CI/H2 abundance ratio, XCI = 3 × 10−5, we find that [CI]-derived
gas masses in our sample are 1–4 times smaller than continuum-
derived gas masses, and imply dust/gas ratios between 70–130.
Alternatively, if we assume that [CI] and continuum luminosities
trace the same gas mass, with fiducial values for the dust continuum–
MH2 conversion (α850) and [CI] excitation (Q10), and assuming that
[CI] is optically thin, we predict XCI = (1.9 ± 0.1) × 10−5.

This study is the first analysis of [CI] in a sample of ordinary
star-forming galaxies outside the local Universe. The strength of
the [CI]–continuum correlation that we measure clearly motivates
further analysis in extended samples of high-redshift star-forming
galaxies, to explore a wider dynamic range in luminosity and de-
termine the tightness and universality of the correlation. Achieving
a better understanding of the relationship between dust emission
and independent, low-excitation tracers of molecular gas including
[CI](1–0) and CO(1–0) will enable accurate calibration of molecu-
lar gas mass from submm photometry, which is available for very
large samples of high-redshift galaxies.
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